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Abstract 
 

The process of summarizing documents is becoming 
increasingly important in the light of recent advances in 
document creation/distribution technology, and the 
resulting influx of large numbers of documents in every 
day life. This paper presents a document summarizer that 
combines document analysis, structural decomposition, 
XML representation and lexical chain analysis. The 
proposed summarizer is compared to three commercially 
available summarizers and it is shown that it produces 
either comparable or better summaries overall. 
 
1. Introduction 
 

Document summarization has been a well-known field 
of computational linguists for many decades, but only 
recently has it been possible to commercialize this 
technology. The availability of affordable computers with 
very high memory and computing power is responsible 
for this. The computerization of our day-to-day life has 
resulted in easy access to documents and a reduction of 
privacy. These two factors are related, because as it is true 
that a paperless office has resulted in increased 
productivity and active cooperation and networking, it has 
opened a gate of unwanted information. Unsolicited email 
("junk mail") is only a small incarnation of the problem. 
Unwanted information is now routinely passed on to 
people resulting in a deluge of documents, reducing 
productivity by wasting valuable time. This realization 
has created a demand for a technology that can filter or 
flag unwanted documents. While it is relatively simple to 
filter out unwanted emails from unknown sources by 
mapping keywords, sending addresses, topics etc., 
filtering out documents can be a completely different 
kettle of fish. A commercial summarizer will be very 
useful in this context. 

This paper has proposed a new commercial 
summarizer using Natural Language Processing (NLP) 
techniques. The aim is to design a summarizer that not 
only processes traditional "flat" documents, which are 

primarily textual documents with no structure, but also to 
process complex structured documents by retaining the 
structure.  
 
2. Background of summarization 
 

Summarization is a widely researched problem. As a 
result, researchers have reported a rich collection of 
approaches for document summarization.  

 
2.1 Academic approaches to summarization 

 
There are two main types of resources available in the 

literature. The first is a class of approaches that deals with 
the problem of document classification from a theoretical 
point of view, making no assumption on the application of 
these approaches. These include statistical [1,2], 
analytical [3,4], information retrieval [5,6] and 
information fusion [7] approaches. The second class of 
resources deal with techniques that are focused on 
specific applications, such as baseball program summaries 
[8], clinical data visualization [9] and web browsing on 
handheld devices [10]. In addition, complete working 
systems have also been reported [11,12]. For a 
comprehensive review, the reader is referred to [13]. In 
general, these summarization techniques focus on the 
textual content of a document and the graphical or tabular 
information is largely ignored.  

 
2.2 Commercial summarizers 
 

There are some summarizers already commercially 
available in the market. They include Copernic® 
(http://www.copernic.com/index.html), Sinope® (http://-
www.sinope.nl/en/sinope/index.html) and AutoSumm-
arize, embedded as part of Microsoft® Word®. 
Copernic® produces summary reports for text contents by 
processing documents, web pages, hyperlinks, e-mail 
messages and files. Sinope®, generates summaries of 
arbitrary texts, including web pages, by integrating with 
Microsoft® Internet Explorer. AutoSummarize® allows 
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summarization of Word® documents, but offers far fewer 
options. It only allows target specifications in terms of 
number of sentences, some percentages of size and some 
number of words, but does not allow any structural 
analysis, i.e. Table of Content (TOC)-type output. 

 

3. The proposed document summarizer  
 
The proposed document summarizer has multiple 

steps associated with it. The first is an analysis of the 
document structure. The second step is to classify the 
documents into a set of pre-defined categories. The third 
is to use natural language techniques to regenerate 
summaries of the textual content of the document. Finally, 
in the fourth step, the textual summaries are combined 
with the document structure extracted in the last step to 
generate the overall summary. 

 
3.1 Document structure analysis 
 
The structure of a document is defined in terms of 
headings, titles and sectional hierarchy. The principal 
attributes for detecting titles and section headings include 
font size, boldness, underline, and link properties. Once 
identified, heuristics are used to classify them as titles or 
section headings by analyzing their relative font size 
variations corresponding to other section headings and the 
surrounding text. This creates a hierarchy of sections and 
subsections ("Table of Content" or TOC, etc.), producing 
a structural summary of the document in terms of the 
sectional layout. This also provides information about the 
overall layout and content size of each section. Content 
may include text, images, links and other entries.  

Figure 1 shows the extracted structural layout from 
the document of Figure 3. Figure 2 shows the extracted 
structural layout from the document of Figure 4. The 
structural layout is described using a custom XML 
notation.  

 
3.2 Document classification 

Documents are categorized into two classes, structured 
and non-structured. Structured documents have a well-
defined hierarchical structure, such as titles and sections 
clearly marked with single or multiple level headings. 
Other attributes that create hierarchy, such as distinctive 
color, underlines, boldness, etc., are also considered. 
Figure 3 shows an example of a structured document. A 
non-structured document (a "flat" document) will not 
have any of these attributes. These types of documents 
usually have a title, but after that the content is not 
organized in any structured fashion. Figure 4 shows an 
example of a flat document. 

Heuristics are used to classify a document in either of 
these two classes using the information gathered during 
the structural analysis. Once these attributes are detected 

and properly classified, it is easy to classify the 
documents into "structured" or "flat" categories. 

 

 
Figure 1: Extracted structure from Figure 3 

 

Figure 2: Extracted structure from Figure 4 
 

3.3 Creating a textual summary 
 

Lexical chains have been used to create summaries of 
their content. Cohesion is a way of connecting different 
parts of text into a single theme. In other words, this is a 
list of semantically related words, constructed by the use 
of co-reference, ellipses and conjunctions. This aims to 
identify the relationship between words that tend to co-
occur in the same lexical context. An example might be 
the relationship between the words "students" and "class" 
in the sentence: "The students are in class". 

For every sentence in the node (the "content"), all 
nouns are extracted using a Parts of Speech (POS) tagger 
[14], all possible synonym sets are determined that each 
noun could be part of. For every synonym set, a lexical 
chain is created by utilizing a list of words related to these 
nouns by WordNet relations [15]. Once lexical chains are 
created, a score for each chain is calculated using the 
following scoring criterion: 

 
Score = Chain Size * Homogeneity Index 
where,   
ChainSize = ∑

all chain entries (ch(i)) in the text
 w(ch(i)); representing how 

large the chain is, and each member 
contributing according to how related it is. 

w(ch(i)) = relation(ch(i)) / (1 + distance (ch(i))) 
relation(ch(i)) = 1, if ch(i) is a synonym, 

0.7, if ch(i) is an antonym, 
0.4, if ch(i) is a hypernym, holonym or 
hyponym. 

distance(ch(i)) = number of intermediate nodes in the 
hypernym graph for hypernyms and 
hyponyms and 0 otherwise. 

Homogeneity Index = 1.5 – (∑
all distinct chain entries (ch(i)) in the text

 
w(ch(i)))/ChainSize; representing how 
diverse the members of the chain are. 
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To make sure that there is no duplicate chain and that 
no two chains overlap, only one lexical chain with highest 
score is selected for every word and the rest are discarded. 

 
Figure 3: Structured document 

 

 
Figure 4: Unstructured "flat" document 

Of the remaining chains, "strong chains" are 
determined by applying the following criterion: 

 
Score >= Average Score + 0.5 * Standard Deviation 
 
While generating the summary, each sentence with the 

strong chains is cumulatively added to form a summary 
until there is no sentence with a "strong" chain is left. 
Each sentence is scored by the following criterion: 

 
(∑ all chains passing through this sentence, ch – an entry in the chain that is from the sentence 

w(ch)*Score + 2 * ∑ all chains starting in this sentence w(ch)*Score) / 
sentence length 

 
The final summary is formed by adding sentences to 

the summary starting with the highest score until there is 
no sentence left or the length or the summary reaches the 
target length. The target length of the summary is often 
related to the length of the original content, but can also 
be empirically set by the user. 

 
3.4 Fusion of textual summary and the structure 

 
Textual summaries can be combined in many ways 

with the structure of the document. This is primarily 
dictated by the requirement of the user, which in turn is 
governed by the way the summaries are to be used by the 
user. There are four different combination schemes: 

 
• Flat summary: This is presented by combining the 

textual summary with only the title (if any) of the 
document. This is a quick way of converting a 
structured document to a non-structured summary 
form. This works best when the source document 
has a flat structure. 

• Distributed flat summary: Sometimes the flat 
summary, when applied to structured documents, 
produces a skewed summary, i.e. some of the 
sections are heavily represented, but information 
from other sections is ignored. While this may be 
logical from the relevance of the content in terms 
of the overall content theme, the summary output 
often becomes hard to read. In distributed flat 
summary, each section is given its fair share of 
representation, calculated by associating the 
summary length of each section to the 
corresponding content weight. This is a quick way 
of converting a structured document to a flat 
summary form and works best when the source 
document is structured with uneven content 
distribution. 

• Structured summary: This is presented by 
combining the textual summary with overall 
structure of the document. This preserves the 
structure of the original document and super-
imposes the summary on that structure. This 
works best when the source document has a well-
defined hierarchical structure, the content is 
evenly distributed and the composition is focused 
on a small number of themes. 

• Smart summary: The summarizer automatically 
recommends the best possible type of summary 
and the optimum length by analyzing the 
document structure. For structured documents 
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with multiple levels of sections, it also 
recommends the number of levels in the 
summarizer output (e.g. 2nd level X.1, X.2 etc.). 

 

Figure 5: A sample document 

4. Example 
 

Figure 5 shows an example document. Figure 6 
shows a flat summary generated from this document. As 
expected, the document structure is lost, but the generated 
summary is coherent and meaningful. Figure 7 shows a 
distributed flat summary of this document. This improves 
largely on the flat summary by exploiting information 
about the structure of the document. Figure 8 shows the 
structured summary of the same document. This clearly 
shows that the summary retains the structure of the source 
document and that the summarization emphasizes the 
even distribution of the main theme. The readability of 
this summary is also the best of the three approaches for 
this particular example. The other types of summarization 
might be more appropriate based on the type of document. 

 
5. Evaluation 
 

The proposed summarizer was compared with three 
summarizers commercially available, Copenic®, Sinope® 
and AutoSummarize®. A set of 22 documents were 
randomly collected by evaluators making sure that the 
samples included examples of both structured and flat 
documents. Evaluators assessed readability, ease of use, 
flexibility, customizability and accuracy of these 
summarizers. Overall, the proposed summarizer came out 
as either the top choice or the second choice in all of these 
categories. A sample set of their evaluation is presented in 
Figure 9.  

 

 
Figure 6: Flat summary 

 
Figure 7: Distributed flat summary 

Proceedings of the Seventh International Conference on Document Analysis and Recognition (ICDAR 2003) 
0-7695-1960-1/03 $17.00 © 2003 IEEE 



 
Figure 8: Structured summary 

 
Figure 9: Part of the evaluation of the proposed summarizer to some 

commercial summarizer 

 
Figure 10: A part of the evaluation of the three types of summarization 

The evaluators also compared the various options 
offered by the proposed summarizer on the same 
database. It was noted that flat documents were almost 
always better summarizer using the flat summary, but 
structured documents were better summarized by either 
the distributed flat summary or the structured summary, 
depending on how evenly the content is distributed and 

how many central themes were present in the document. 
Figure 10 shows a snapshot of this evaluation. 

 

6. Further work 
 

The summarizer reported in this paper is a work in 
progress. Some of the issues that still need to be 
addressed include ways to generate a good summary from 
documents that have multiple main themes, have specific 
constructs such as bullets and lists, cross comparing 
section headings with text, and detecting relationship 
among sections for safe merging. Integration of this NLP 
summarization method to existing web page 
summarization techniques based on structural analysis 
alone [10,16] is already well underway [17]. 
 

6. Conclusion 
 

This paper has presented a novel approach of 
summarizing structured and non-structured documents 
using a hybrid approach of structural analysis and theme 
generation using lexical chain computation. It was 
compared with three other summarizers commercially 
available and found to be either better or comparable to 
them.  
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