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Abstract

What are the consequences of mobility for augmented re-
ality? This brief paper explores some of the issues that I
believe will be raised by the development and future com-
monplace adoption of mobile, wearable, augmented reality
systems. These include: social influences on tracking ac-
curacy, the importance of appearance and comfort, an in-
crease in collaborative applications, integration with other
devices, and implications for personal privacy.

1. Introduction

Over the past decade, the reality of mobile computing
has begun to embrace the potential of wearable computing.
In the process, several researchers have attempted to clarify
what distinguishes wearable computing from mobile com-
puting. Rhodes [10] suggests five criteria for wearable sys-
tems: portable while operational, needing minimal manual
input, sensitive to the user’s surrounding environment, al-
ways on, and able to attract the user’s attention even when
not actively in use. Mann [8] cites three desirable proper-
ties for wearable computers: situated physically such that
the user and others consider it part of the user, controlled by
the user (as opposed to, for example, an employer’s exter-
nally administered monitoring device), and having negligi-
ble operational delays. (His expansion of this last property
is essentially equivalent to Rhodes’s last two criteria: al-
ways active, and always having some output channel that
the wearer can perceive.)

Both of these sets of criteria formulate wearability in
terms that attempt to differentiate wearable computers from
non-wearable ones, in physical form and human interaction.
And both are intentionally designed to rule out some sys-
tems that would otherwise fulfill a strict dictionary defini-
tion of the term “wearable”; for example, systems that rely

heavily on traditional manual input devices or are controlled
by someone other than the wearer.

Just as these criteria have been used to frame discussions
of systems that embody them, here I suggest and discuss
some of the social consequences of mobility for wearable
augmented reality systems. However, rather than adopting
one of these specialized definitions, I am comfortable with
the generic definition of “wearable” as meaning capable of
being worn, with the implication that it refers to something
that actually is worn. With similar generality, I use “aug-
mented reality” to mean overlaying material (often, but nec-
essarily, visual) on the user’s experience of the real world.
Simple examples of augmented reality are routinely accom-
plished with displays that are neither head-worn nor head-
tracked, such as vehicle instrumentation superimposed on
the user’s view of the road through means of a windshield
combiner. However, much augmented reality research con-
centrates on head-worn, head-tracked systems, because of
their potential for providing personalized, spatially regis-
tered information to a mobile user [1]. Therefore, I will
assume such systems to be typical of wearable augmented
reality.

2. Social Consequences

2.1. Social influences on tracking accuracy

Augmented reality systems rely on tracking technolo-
gies to determine the position and orientation of the user’s
head and parts of their body, and of other people and ob-
jects. Current approaches to tracking span a wide range
of accuracy. For example, current indoor position-tracking
technologies include the relatively high accuracy of teth-
ered systems and fiducial-based vision [13, 15], and the
coarse approximation of active badges [14]. Outdoor
position-tracking systems are currently less accurate, rang-
ing from centimeter-level real-time–kinematic GPS (Global
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Positioning System) and submeter differential GPS [3, 5] to
regular GPS and dead reckoning (accomplished, for exam-
ple, with a pedometer, magnetometer, and altimeter [9]).

Hybrid technologies that incorporate vision may ulti-
mately result in highly accurate tracking of users and what
they can see indoors and outdoors [16]. However, no matter
how accurate these technologies may become, social con-
ventions may influence the accuracy with which we can
track others, and, at times, even ourselves. For example,
if several users are conversing remotely, then sharing track-
ing information among them could enable a better approx-
imation of a face-to-face conversation, and therefore may
become the “polite” thing to do. Even if the users are col-
located, or can otherwise see each other directly, sharing
tracking information could provide a literally more stable
interaction by improving the overall accuracy of gestural
references and adding information about temporarily oc-
cluded features. For example, a user may release infor-
mation about her hand, so that others can see where she
is pointing, whether or not her hand is obscured. Further-
more, if another user cannot see his own hand because of
an obstruction and her computer can, then she may provide
her own vision-based hand-tracking information to him and
to others who also are blocked.

Outside of the conventions that may be imposed by di-
rect conversation, the tracking information a user is willing
to release and the parties to whom it is released may also
depend on social protocols. In general, a person may be
comfortable releasing their precise tracking information to
a small, select group of friends and colleagues; may be will-
ing to allow others to know their location with less accuracy
(e.g., that they are in a specific room or building), and still
others with much less accuracy (e.g., that they are in a par-
ticular city); and may perhaps be intentionally willing to
deceive yet others. Similarly, the recipient of this informa-
tion may also be more or less interested in the accuracy with
which it is provided, if only to suppress some or all of it to
decrease the clutter in their own virtual environment that
would be produced by displaying it all.

2.2. Appearance and comfort

High-quality tracking, and the precise registration that
it could make possible, might seem to be the most impor-
tant technical issue confronting the development of practi-
cal augmented reality systems. There are some applications,
however, that do not require registration. For example, sup-
pose that a clock could be discreetly overlaid on one’s visual
field whenever desired. This could make it possible to deter-
mine the time during a conversation, without the need for an
embarrassing glance at one’s watch. Or consider being able
to scroll through a set of notes while giving a talk, without
breaking eye contact, essentially using the equivalent of a
head-worn teleprompter. Informal conversations with many

people indicate their interest in having these capabilities,
and the underlying computational framework needed is triv-
ial. What is missing is a wearable display technology that
is sufficiently attractive, comfortable, optically transparent,
and inexpensive for most people to be willing to wear on a
daily basis.

Despite the effort being directed at achieving precise reg-
istration, along with wide field of view, high resolution, and
high brightness and contrast, it is unclear whether head-
worn displays will achieve success in anything other than
niche applications until appearance and comfort are ade-
quately addressed. Even the common term “head-mounted
display” is a telling one: someone may be far more inter-
ested in “wearing” a display, as they do eyeglasses or a hat,
than in “mounting” it on their head. One promising direc-
tion is represented by the beta version of a head-worn dis-
play made by MicroOptical Corporation [11]. The optics
for one version of this see-through display are embedded
in a conventional eyeglass frame made by Safilo, a ven-
dor whose advertisements are normally found in the fashion
pages, rather than the technology pages.

2.3. Mobility breeds collaboration

When users are mobile, they no longer spend their com-
putational time in front of a solitary desk. However, main-
stream mobile computing currently supports only those col-
laborative activities within which it is appropriate to devote
one’s attention temporarily to a laptop or hand-held device.
In contrast, mobile augmented reality can make it possible
for computation to be integrated with essentially any ac-
tivity. Thus, new collaborative applications could support
face-to-face conversation without the need to divert one’s
attention to a PDA, let alone pause to flip it open.

Current mobile collaboration relies on error-prone con-
ventional hardwired networks, explicit connections to wire-
less services, or tedious preparations to “beam” information
between PDAs. Mobile wearable augmented reality sys-
tems will make it possible for active users to move into and
out of the presence of others, as regularly and smoothly as
we currently do when we are not computing. Bringing an-
other user into the fold computationally will therefore need
to be as easy and natural as including them in a normal
conversation—just as we can sense another person’s physi-
cal presence, our systems should be able to sense their com-
putational presence.

The technological underpinnings of such ad hoc mobile
networks are already being addressed by research on capac-
itively coupled “personal area networks” [17] and by com-
mercial initiatives such as the Bluetooth radio network spec-
ification [2]. However, user interfaces will need to change to
take advantage of these capabilities. For example, inviting
a new participant to join us might be accomplished with the
same voice, face, hand, and body language that we already
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use to initiate an unaugmented conversation.

2.4. Integration with other devices

No matter how good head-worn displays may become,
there may well be other mobile and stationary displays with
which users will want to interact. Combining together het-
erogeneous displays and devices can create “hybrid user in-
terfaces” that benefit from the complementary capabilities
of each [4]. For example, shared wall-sized displays may
have the highest resolution available, true 3D volumetric
displays may properly couple binocular vergence and ac-
commodation, and large haptic displays may present certain
kinds of information more effectively. If see-through (and,
similarly, hear-through or feel-through) displays are used in
conjunction with other displays, such as these, it could be
possible for common information presented to many users
on one or more shared displays to be privately overlaid with
each user’s individual supplementary information.

Large numbers of users and of displays produce a chal-
lenging user interface problem—explicit “direct manipula-
tion” control of such systems may be quite unwieldy. Even
taking responsibility for determining the exact size and po-
sition of each window on a single unshared display, as
supported in current window managers, can be onerous if
there are many windows. Imagine, instead, having to main-
tain explicit control over hundreds or thousands of virtual
objects, on dozens of displays—some personal and some
shared—as a changing group of users and their displays
move about. We have referred to this problem as “envi-
ronment management” [7], in analogy to window manage-
ment, and believe that well-designed knowledge-based ap-
proaches may help ease the burden.

2.5. Implications for personal privacy

Researchers have pointed out the privacy issues raised
by individual wearable tracking devices [14] and individual
wearable computers with audio or video recording capabili-
ties [8, 12]. Refusing to wear a monitoring device, or insist-
ing that a recording device be off when one interacts with
its wearer, would appear to circumvent these problems, al-
though this may not always be feasible. While the use of
a single such system may be invasive, what are the con-
sequences of a world in which networked personal wear-
able computers with recording devices are commonplace?
Future pressures in this direction may be strong, given the
potential advantages of wearable vision-based tracking sys-
tems that mandate cameras and wearable context-sensitive
systems that rely on audio and visual information [12], de-
creasing size and cost of mass storage, increasing wireless
network throughput, and the utility of maintaining a de-
tailed personal diary [6].

Mann [8] paints the reassuring picture of a “safety net”
of wearable computer users who watch out for each other,

monitoring information that their fellow group members
transmit, and coming to their aid in case of danger. But,
consider instead the following dystopian scenario: Sup-
pose that some organization were willing to pay individu-
als a small, but adequate, sum to acquire real-time access to
their recorded experiences. To make such an arrangement
more attractive, access might be controlled as the individ-
ual saw fit; for example, automatically expurgating material
captured at work and home, or interactions with the user’s
friends and colleagues, effectively addressing that user’s
concerns about maintaining some amount of privacy. An in-
dividual user’s material may be of little or no value by itself,
but consider what might be done with the aggregate time-
stamped and position-stamped recordings of a very large
number of users.

Massively parallel image and audio processing could
make it possible to reconstruct a selected person’s activities
from material recorded by others who have merely seen or
heard that person in passing. Imagine a private two-person
conversation, recorded by neither participant. That conver-
sation might be reassembled in its entirety from information
obtained from passersby, who each overhead small snip-
pets and who willingly provided inexpensive access to their
recordings. The price paid for such material, and the partic-
ular users to whom that price is offered, might even change
dynamically, based on a user’s proximity to events or peo-
ple of interest to the buyer at that time. This could make it
possible to enlist temporarily a well-situated user who may
normally refuse access at the regular price, or to engage a
user’s wearable computer in a “bidding war” among com-
peting organizations, performed without any need for the
user’s attention.

While unauthorized commercial use of the actual ma-
terial reconstructed this way (e.g., appropriation of a user’s
audio or video likeness) could face legal restrictions, merely
acting on information derived from this material may not be
illegal. Nevertheless, the possibility of having one’s actions
traced through the sum of many small and unavoidable in-
teractions is an unsettling prospect.

Imagine, for example, that someone were interested in
the activities of a competitor at a large conference. “Tail-
ing” the competitor oneself or hiring someone else to do
it may be expensive and ineffective, especially if the com-
petitor is cautious. In contrast, contracting a third party to
harvest electronic material from nearby attendees and an-
alyze it may make it possible to piece together significant
portions of the competitor’s interactions. The only parts ex-
cluded might be interactions that were fully private or over-
heard only by observers unwilling to part with their infor-
mation (perhaps those whose silence was already bought
by the competitor). However, many people might overhear
isolated bits and pieces of just a single conversation, and
some may have already assigned exclusive rights to what
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their systems record, and will not be able to be temporar-
ily silenced. Thus, ensuring the confidentiality of even the
most mundane interactions might become extraordinarily
difficult.
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