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2- and 4-hour Subsets Out of 83 Hours

Research Questions

» Can we repurpose ASR data to create T TS voices? Feature 2hrs 4hrs
» Can we select training utterances to optimize intelligibility? High mean energy 60.0 48.3
» Does automatic evaluation using ASR correlate with human judgments? High stdv energy 83.1 64.6

Fast speaking rate 66.6 48.3
Data and Tools Hypo-articulation 64.6 49.1

Middle stdv f0 48.0 45.1

» MACROPHONE: short utterances read over the phone

> Multiple speakers Best voices:
> Using 8.3 hours. of female speech » 4/83 and 2/83 hrs middle stdv f0
> Transcribed noise » 4/83 hrs fast speaking rate

» HTS: Toolkit for training HMM-based TTS voices > 4/83

nrs high mean energy
» Amazon Mechanical Turk (AMT): Crowdsourcing platform

» 4/83 hrs hypo-articulated

Automatic Evaluation Using ASR

Approach: Subset Selection

» Baseline: Train speaker-independent voice using first 10 hours of

female data fQ c;
» Subsets: Train voices only on subsets of the data, selected from high, d—b

medium, or low levels of various features:

> I\/Iean and Standard dEViatiOn Of fO and encrgy IBM Watson Google Cloud Wit.ai
> Speaking rate, level of articulation, and utterance length
> Clipping, transcribed noise, spelled words

» Evaluation: Amazon Mechanical Turk
200
_ . MTU rk
A Wit.ai
Transcribe each of 11 short sentences. They won't always make sense, so write down each word as you hear it
| . | | 150 m Watson
(or a ? if you cannot understand it). You can listen to each sentence twice.
NB: If you cannot play the audio on your browser, don't do the HIT - please return it! Note that IE browsers may ‘ G I
not work - try using Chrome or Firefox instead. A Oog €
e Do not include any punctuation. A | ‘VA
e Again, you can listen to each clip only two times. 100 /\ \'b "a— —————0—
e Recommended: Use earphones. / BN 4 N ‘
N \/
| oA D\
/ \ S
0:00 50 V‘ :

Please write the transcription here:

Comparison of WERs from MTurk and ASR APIs

% WER

Vz:

» Constraint: Transcribers are allowed to evaluate a given sentence only
once.

2-hour Subsets Out of 10 Hours

Voices

Eval  Correl (r) Std.Dev (%)
MTurk — 4.52
Baseline: 67.7% WER L
wit.ai 0.728 1.20
Feature Low Med High Watson 0.797 0.00
Mean 0 98.6 85.7 100.3 Google 0.876 0.00
Stdv f0 3.1 380.0 87.1
Mean energy 98.6 95.7 70.6 i s
imications.
Stdv energy 100.9 85.4 79.7 ) ’
Speaking rate - 99.1 54.3 > Bladf box
Articulation 76.0 87.7 - » Built for semantically sensible utterances
Utterance length 96.6 85.4 96.9 » Models may change
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