
Steps Toward Accommodating Variable Position Tracking Accuracy in a
Mobile Augmented Reality System

Tobias Höllerer Drexel Hallaway Navdeep Tinna Steven Feiner

Department of Computer Science
Columbia University

500 West 120th St., 450 CS Building
New York, NY 10027

+1 212 939 7000
fhtobias,drexel,nst7,feinerg@cs.columbia.edu

Abstract

The position-tracking accuracy of a location-aware mobile system
can change dynamically as a function of the user’s location and
other variables specific to the tracker technology used. This is es-
pecially problematic for mobile augmented reality systems, which
ideally require extremely precise position tracking for the user’s
head, but which may not always be able to achieve the necessary
level of accuracy. While it is possible to ignore variable positional
accuracy in an augmented reality user interface, this can make for
a confusing system; for example, when accuracy is low, virtual ob-
jects that are nominally registered with real ones may be too far off
to be of use.

To address this problem, we describe the early stages of an exper-
imental mobile augmented reality system that adapts its user inter-
face automatically to accommodate changes in tracking accuracy.
Our system employs different technologies for tracking a user’s po-
sition, resulting in a wide variation in positionalaccuracy: an indoor
ultrasonic tracker and an outdoor real-time kinematic GPS system.
For areas outside the range of both, we introduce a dead-reckoning
approach that combines a pedometer and orientation tracker with
environmental knowledge expressed in spatial maps and accessibil-
ity graphs. We present preliminary results from this approach in the
context of a navigational guidance system that helps users to orient
themselves in an unfamiliar environment. Our system uses infer-
encing and path planning to guide users toward targets that they
choose.

1 Introduction

One of the strongest advantages of mobile and wearable computing
systems is the ability to supportlocation-awareor location-based
computing, offering services and information that are relevant to the
user’s current locale [3]. Location-aware computing systems need
to sense or otherwise be told their current position, either absolute
within some reference coordinate system or relative to landmarks
known to the system.

Augmented reality systems, which overlay spatially registered
information on the user’s experience of the real world, offer a po-
tentially powerful user interface for location-aware computing. To
register visual or audio virtual information with the user’s environ-
ment, an augmented reality system must have anaccurate estimate
of the user’s position and head orientation. There are many com-
peting tracking technologies, which vary greatly as to their range,
physical characteristics, and how their spatial and temporal accu-
racy is affected by properties of the environments in which they
are used. One particularly appealing approach is to combine multi-
ple tracking technologies to create hybrid trackers, using the differ-

ent technologies either simultaneously or in alternation, depending
upon the current environment. In all cases, however, if information
registration techniques designed for accurate tracking are employed
when tracker accuracy is too low, virtual information will not be
positioned properly, resulting in a misleading or evenunusable user
interface.

To address this problem, we are developing an experimental mo-
bile augmented reality system that adapts its user interface auto-
matically to accommodate changes in tracking accuracy. Our sys-
tem employs different technologies for tracking a user’s position,
resulting in a wide variation in positionalaccuracy. These tech-
nologies include a ceiling-mounted ultrasonic tracker covering a
portion of an indoor lab, and a real-time kinematic GPS system
covering outdoor areas with adequate visibility of the sky. For ar-
eas outside the range of both of these tracking systems, we have
developed a dead-reckoning approach that combines a pedometer
and orientation tracker with environmental knowledge expressed in
spatial maps and accessibility graphs. Our adaptive user interface is
designed to serve as a navigational assistant, helping users to orient
themselves in a unfamiliar environment. Inferencing and path plan-
ning components use the environmental knowledge to guide users
toward targets that they choose.

In the remainder of this paper, we first describe previous related
work in Section 2. Next, in Section 3, we present our hybrid track-
ing approach, concentrating on our method for improving the ac-
curacy of dead reckoning through the use of spatial maps and ac-
cessibility graphs. Then, in Section 4, we introduce an adaptive
augmented reality user interface for navigational guidance that ac-
commodates differences in positional accuracy. Within this context,
we describe the intelligent navigation aids that we have developed
for our system in Section 5. Finally, in Section 6, we present our
conclusions and plans for future work.

2 Previous Work

Many approaches to position tracking require that the user’s envi-
ronment be equipped with sensors[17], beacons [15] [28] [6], or
visual fiducials [20]. Tethered position and orientation tracking
systems have attained high accuracy for up to room-sized areas us-
ing magnetic [26], ultrasonic, and optical technologies, including
dense arrays of ceiling-mounted optical beacons [1]. Alternatively,
sparsely placed infrared beacons can support tetherless position-
only tracking over an entire building at much lower accuracy [28],
[6].

Mobile phone technology has also been used to provide coarse
position tracking over a potentially unlimited area. Among oth-
ers, British mobilephone companies Vodafone and BT Cellnet al-
ready offer cell identification and cell broadcasting services, that



inform customers of the code for the area in which they are cur-
rently located, and give them access to local services [9]. One
can achieve better than cell-size resolution (about 50m for areas
with good coverage) by employing triangulation methods, measur-
ing time-of-flight information for the radio signals to three or more
transceiver base stations [8].

For outdoor tracking, satellite-based global positioning system
(GPS) receivers track 3DOF position when at least four satellites
are visible, yielding roughly 10–20 m accuracy. Differential GPS
systems broadcast correction information from a stationary base
station to roving users, based on comparing computed position
with the known position of a carefully surveyed reference antenna;
this can substantially improve tracking accuracy within many miles
of the reference antenna, achieving submeter accuracy. Real-time
kinematic (RTK) GPS uses information about the GPS signal’s car-
rier phase at the base station and the rover to reach centimeter-level
accuracy.

GPS is line of sight and it loses track easily when indoors, un-
der tree cover, or near tall buildings (especially in so-called “urban
canyons”). Terrestrial GPS transmitters or transceivers, known as
pseudolitescan supplement the satellite signals or replace them al-
together [23]. More typically, GPS signal loss is addressed through
dead-reckoningtechniques that rely on tetherless local sensors (e.g.,
magnetometers, gyroscopes, accelerometers, odometers, and pe-
dometers) [32].

Local-sensor–based methods form a class of tracking techniques
in their own right [16, 22]. However, their positionupdates are
reported relative to the previous location, resulting in errors that ac-
cumulate over time unless the position is periodically synchronized
with absolute values from a reliable source.

Knowledge about the environment and the constraints that it im-
poses on navigation can serve as an important source of information
to correct for inaccuracies in the tracking systems of choice. Exam-
ple studies can be found in the field of mobile robotics, where this
concept is calledmodel matchingor map-based positioning[5].

One sensor technology that is commonly used for model match-
ing is computer vision. Vision-based tracking has been used to
makeorientationtracking much more accurate and stable; for ex-
ample, for augmented reality [33, 4]. Using computer vision forpo-
sition updates in unconstrained environments is disproportionately
more challenging. However, by strategically placing visual fidu-
cials in the environment, very accurate short-range position track-
ing has been demonstrated [20]. Larger fiducials are also being tried
for wider area outdoor and indoor tracking [31].

Experimental fiducial-free vision-based tracking approaches
compare features of recorded imagery to a catalogue of previously
gathered features for the given environment, making it possible to
identify discrete events, such as entering a room [29, 2]. Other
recent work attempts to identify continuous paths through an envi-
ronment based on omnidirectional imagery captured from the user’s
head [27].

Given the wide range of strengths and weaknesses that different
tracking technologies have in different circumstances, one promis-
ing approach is to combine a set of complementary technologies
to create hybrid trackers that are more robust or accurate than any
of the individual technologies on which they rely. Hybrid track-
ing systems have been developed both as commercial products [19]
and research prototypes [16, 21, 10, 22]. Hybrid tracking systems,
in which different technologies are used in alternation, may experi-
ence large variations in accuracy from one point in time to another,
as the specific technologies in use are phased in and out.

Several researchers have begun to explore the question of how
user interfaces can take into account tracking errors and other
environment-specific factors. MacIntyre and Coelho [24] introduce
the notion oflevel-of-errorfiltering for augmented reality: com-
puting a registration error value that is used to select one of a set

of alternate representations for a specific augmentation. We be-
lieve that their notion of only one single pose measurement error
value needs to be extended to distinguish position errors (as we ex-
plore here) from orientation errors, and to account for other varying
tracking characteristics (e.g., update rates or likelihood to drift).
Butz and colleagues [7] describe an adaptive graphics generation
system for navigational guidance. While our projects share many
of the same goals, we concentrate on user interfaces for augmented
reality, while their initial implementation focuses on small portable
devices and stationary displays.

3 Complementary Tracking Modes

The experimental adaptive mobile augmented reality user interface
that we describe in this paper is intended to assist a user in navigat-
ing through an unfamiliar environment. It is designed for use with
our custom-built backpack computer, based on an Intel Pentium III
700MHz processor, and nVidia GeForce2 MX 3D graphics acceler-
ator, and connected to our campus backbone through IEEE 802.11b
wireless networking [18]. The user interface is presented on a Sony
LDI-D100B see-through head-worn display, and is implemented in
Java 3D. Our system relies on different technologies for tracking
a user’s position in three different circumstances: within part of a
research laboratory served by a high-precision ceiling tracker, in in-
door hallways and rooms outside of the ceiling tracker range, and
outdoors.

Orientation tracking is done with an InterSense IS300 Pro hybrid
inertial/magnetic tracker. We can track both the user’s head and
body orientation by connecting head-mounted and belt-mounted
sensors to the unit. When walking around indoors, we have to
switch off the magnetic component of the tracker to avoid being
affected by stray magnetic fields from nearby labs (see Section 3.1)
and rely on purely inertial orientation information.

When outdoors with line of sight to at least four GPS or Glonass
satellites, our system is position tracked by an Ashtech GG24 Sur-
veyor RTK differential GPS system. For indoor tracking, we use a
Point Research PointMan Dead-Reckoning Module (DRM) and an
InterSense Mark II SoniDisk wireless ultrasonic beacon. The sys-
tem can detect whether the beacon is in range of an InterSense Mark
II ceiling tracker. The Mark II tracker is connected to a stationary
tracking server and the positionupdates of the roaming user’s Soni-
Disk beacon are relayed to the user’s wearable computer using our
Java-based distributed augmented reality infrastructure [18].

Tracking accuracies and update rates vary widely among these
three position tracking approaches. The IS600 Mark II ceiling
tracker can track the position of one SoniDisk to a resolution of
about 1 cm at 20–50 Hz. The outdoor RTK differential GPS sys-
tem has a maximum tracking resolution of 1–2 cm at an update rate
of up to 5 Hz. The GPS accuracy may degrade to 10 cm, or even
meter-level when fewer than six satellites are visible. If we lose
communication to our GPS base station, we fall back to regular
GPS accuracy of 10–20 m.

Our augmented reality user interface for navigational guidance
adapts to the levels of positional tracking accuracy associated with
different tracking modes. changes. In this paper, we focus on ceil-
ing tracker and DRM tracking modes.

3.1 Wide Area Indoor Tracking using Dead Reck-
oning

Whenever the user is not in range of an appropriate ceiling tracker,
our system has to rely on local sensors and knowledge about the
environment to determine its approximate position. Unlike existing
hybrid sensing approaches for indoor position tracking [16, 21, 10],
we try to minimize the amount of additional sensor information to



collect and process. The only additional sensor is a pedometer (the
orientation tracker is already part of our mobile augmented reality
system). Compared with [22] who use digital compass information
for their heading information, we have a much more adverse envi-
ronment to deal with (see discussion below). Therefore, we decided
to rely on inertial orientation tracking and to correct for both the
resulting drift and positional errors associated with the pedometer-
based approach by means of environmental knowledge in the form
of spatial maps and accessibility graphs of our environment.

Our dead reckoning approach uses the pedometer information
from the DRM to determine when the user takes a step, but uses
the orientation information from the more accurate IS300 Pro ori-
entation tracker instead of the DRM’s built-in magnetometer. We
do this because the IS300 Pro’s hybrid approach is more accurate
and less prone to magnetic distortion. Furthermore, we have the
option to use the IS300 Pro in inertial-only tracking mode. Figure
1(a) illustrates the problems that our indoor environment poses for
magnetometer-based tracking. The plot corresponds to a user walk-
ing around the outer hallways of the 6th floor of our research build-
ing, using the IS300 Pro tracker in hybrid mode. The plot reflects
a lot of magnetic distortion present in our building. In particular,
the loop in the path on the left edge of the plot dramatically reflects
the location of a magnetic resonance imaging device for material
testing two floors above us.

For indoor environments with magnetic distortions of such pro-
portions we decided to forgo magnetic tracker information com-
pletely and rely on inertial orientation data alone. Figure 1(b) shows
the results for a user traveling the same path, with orientation track-
ing done by the IS300 Pro tracker in purely inertial mode. The plot
clearly shows much straighter lines for the linear path segments but
there is a linear degradation of the orientation information due to
drift, resulting in the “spiral” effect in the plot, which should have
formed a rectangle.

Figure 1(c) and (d) show the results after correcting the method
of (b) with information about the indoor environment. Plot (c)
shows a similar path through the outer hallway as those of plots
(a) and (b). In contrast, plot (d) shows an “S”-shaped path from
our lab door at the southeast, around the outside hallway at the east
and north, down through the center corridor to the south hallway,
then heading to and up the west hallway, and across the north hall-
way back to the north end of the center corridor. To perform these
corrections, we use two different representations of the building in-
frastructure in conjunction: spatial maps and accessibility graphs.

Spatial mapsaccurately model the building geometry (walls,
doors, passageways), whileaccessibility graphsgive a coarser ac-
count of the main paths a user usually follows. Figure 2 compares
the two representations for a small portion of our environment.
Both the spatial map and the accessibility graph were modeled by
tracing over a scanned floorplan of our building using a modeling
program that we developed.

The spatial map models all walls and other obstacles. Doors
are represented as special line segments (as denoted by the dashed
lines connecting the door posts). In addition to its role in tracking
correction, the accessibility graph is also the main data structure
used by the path planning component described in Section 5.1.

For each step registered by the pedometer, and taking into ac-
count the heading computed by the orientation tracker, our dead
reckoning algorithm checks the spatial map to determine if the user
will cross an impenetrable boundary (e.g., a wall). If that is the
case, then the angle of collision is computed. If this angle is be-
low a threshold (currently 30 degrees), the conflict is classified as
an artifact caused by orientation drift and the directional informa-
tion is corrected to correspond to heading parallel to the obstacle
boundary.

If the collision angle is greater than the threshold, the system
searches for a segment on the accessibility graph that is close to

(a)

(b)

(c)

(d)

Figure 1: Tracking plots using the DRM in our indoor environment.
(a) pedometer and magnetic orientation tracker, (b) pedometer and
inertial orientation tracker, (c) & (d) pedometer, inertial orientation
tracker, and environmental knowledge.



(a) (b)

Figure 2: Two different representations of a small part of our build-
ing infrastructure, as used in the dead-reckoning–basedtracking ap-
proach: (a) spatial map, (b) accessibility graph.

the currently assumed position, is accessible from the currently as-
sumed position (i.e., is not separated from it by an impenetrable
boundary, which is checked with the spatial map data structure),
and is the closest match in directional orientation to the currently as-
sumed heading information. The system assumes that the user is re-
ally currently located at the beginning of that segment and changes
the last step accordingly to transport the user there.

Doors are handled as special cases. First, the sensitive door area
is assumed to be larger than the doorframe itself (currently, all walls
in the immediate continuation of the door 1 m to either side will
trigger door events if the user attempts to cross them). In case of
a door event, the angle of collision is determined. If the angle is
below our 30 degree threshold, the system behaves as if the door
were a simple wall segment and no passage occurs. If the angle
is greater than 60 degrees, the system assumes that the user really
wanted to enter through that door and proceeds correspondingly. If
the angle is in between the two thresholds, the system continues
with the accessibility graph search described above.

Our initial results with this approach are very promising. The
plot in Figure 1(d) for example corresponds to a path along which
the user successfully passed through three doors (the lab door at the
east end of the south corridor, and two doors at the north end and
middle of the center corridor), and never deviated far from the cor-
rect position. We are in the process of collecting more quantitative
results on the adequacy of our approach.

4 Adaptive Augmented Reality User In-
terface

Figure 3 shows a view through the see-through head-mounted dis-
play when the user is accurately position tracked by the ceiling
tracker. The system overlays features of the surrounding room, in
this case a wireframe model consisting of our lab’s walls and ceil-
ing, doors, static objects of interest (e.g., a rear projection display),
and rooms in the immediate neighborhood. Labels are realized as
Java 3D [12] Text2D objects: billboarded polygons with transpar-
ent textures representing the label text. Labels are anchored at their
corresponding 3D world positions, so that closer objects appear to
have bigger labels. The color scheme highlights important objects
(e.g., results of a navigational query, described in Section 5, and
passageways from the current room to the main corridors).

When we roam with our mobile system—away from the ceil-
ing tracker, but not yet outdoors where GPS can take over—we
currently depend upon our hybrid, dead-reckoning system for po-
sitional data. As a result, we have relatively more accurate orien-
tation tracking than position tracking. To leverage the relatively
superior orientation accuracy in this situation, we have chosen to
situate much of the overlaid material when roaming within the con-
text of a World in Miniature (WIM) [30]: a scaled-down 3D model

Figure 3: Augmented reality user interface inaccurate tracking
mode (imaged through see-through head-worn display). Labels and
features (a wireframe lab model) are registered with the physical
environment.

of our environment.
Our WIM has a stable position relative to the user’sbody, but

is oriented relative to the surrounding physical world. That is, it
hovers in front of the user, moving with her as she walks and turns
about, while at the same time maintaining the same 3D orienta-
tion as the surrounding environment of which it is a model. In re-
lated work on navigational interfaces, Darken and colleagues [11]
explore different ways of presenting 2D and 3D map information
to a user navigating in a virtual environment. They conclude that
while there is no overall best scheme for map orientation, a self-
orienting “forward-up” map is preferable to a static “north-up” map
for targeted searches. The WIM is a 3D extension of the ”forward
up” 2D option in Darken’s work. Because our WIM’s position is
body-stabilized, the user can choose whether or not to look at it—
it is not a constant consumer of head-stabilized head-worn display
space, and doesn’t require the attention of a tracked hand or arm
to position it. If desired, the WIM can exceed the bounds of the
HMD’s restricted field of view, allowing the user to review it by
looking around, since the head and body orientation are indepen-
dently tracked. The WIM incorporates a model of the environment
and an avatar representation of the user’s position and orientation
in that environment. It also provides the context in which paths are
displayed in response to user queries about routes to locations of
interest.

When the user moves out of range of the ceiling tracker, position
tracking is shifted to the dead-reckoning tracker. To notify the user
that this is happening, we first replace the registered world over-
lay with the WIM model, but at full-scale and properly registered.
Then the WIM is interpolated in scale and position to its destination
configuration [25].

Figure 4 shows the user interface just after this transition. Be-
cause the head–body alignment is relatively constant between these
two pictures, the position of the projected WIM relative to the dis-
play is similar in both pictures, but the differing position and orien-
tation of the body relative to the world reveal that the WIM is world
aligned in orientation. These images also include route arrows that
point the way along a world-scale path to a location that the user
has requested (in this case, the nearest stairway). As the user tra-
verses this suggested path, the arrows advance, always showing the
two next segments. The WIM also displays the entire path, which is
difficult to see in these figures because of problems imaging through



(a) (b)

Figure 4: Augmented reality user interface in DRM-tracked mode (imaged through see-through head-worn display). (a) A body-stabilized
world-aligned WIM with world-space arrows. (b) The same WIM with the user at a different position and orientation.

the see-through head-worn display. (A more legible view of a path
is in shown in Figure 5(b), which is a direct frame-buffer capture,
and therefore doesn’t show the real world on which the graphics are
overlaid.)

5 Intelligent Navigation Aids

In Figure 5(a) the user uses a menu to request the path to the nearest
elevator. The system responds to this query with two solutions. The
first of the two is represented in Figure 5(b) as a larger, brighter 3D
path to the most literal solution—the nearest elevator. The second
is plotted as a medium-sized, less bright path to the nearest stair-
way. A reasoning component determines that although the user has
explicitly specified an interest in elevators, she may actually be in-
terested in some means of egress, and, since the stairway is closer, it
is presented as well (see below). Solution paths begin at the tracked
position of the user, represented in the WIM by the avatar, and find
their second vertex as the nearest accessible node in the underlying
accessibility graph, which represents the set of all possible paths.

5.1 Knowledge Representation

The system’s knowledge of the physical domain and its resources
resides in a persistent database [18]. At load time, tables in that
database are parsed into structures that implement a rudimentary
Description Logic [14]. In the domain described here, theconcepts
[14] are the classes of resources found on the 6th floor of the build-
ing where our lab is located. At the lowest level, concepts include
things like “Men’s Restroom,” “Dining,” “Stairway,” “Laboratory,”
and “Office.” The subsumption of each concept by its more general
parent creates a conceptual tree, culminating in a root—the entire
set of resources that we model in our building. TheTBox(which
handles terminological knowledge about concepts) includes a list
of these concepts, each associated with its subsuming parent. The
ABox(which handles assertional knowledge about individuals) in-
cludes a list of individual resources, each associated with a concept
(the most specific membership) and the path node that is its location
of availability in the world. It is up to the system—at load time or
run time—to infer more general concept memberships.

A more logistical, metrical concept, outside the hierarchy of re-
sources, is that of the Path Node. To employ the graph searching
techniques of A* or Dijkstra’s Algorithm [13], we represent the

(a)

(b)

Figure 5: Navigational guidance. (a) User query. (b) Different
solution paths in the WIM.



graph (of possible paths to resources) in our database and data struc-
tures as a set of these nodes. In an ABox table independent of the
individual resources above, we list a set of path nodes and associate
them with 3D world positions. In a separate table we represent the
edges in this graph as pairs of nodes that encode, in keeping with
Description Logic theory, constructors of therole “connectedTo”
(or “accessibleFrom”). At load time, these individual nodes and
edge roles are parsed into our accessibility graph, which is typi-
cally, but not necessarily, undirected and planar.

When the user of our system asks for the path to an individual
resource, the shortest path is calculated on our graph structure using
Dijkstra’s Algorithm. When a user asks for the way to the nearest
of a certain kind of resource, however, comparisons must be made.
The length of the shortest path—from the user’s position, along
the traversable edges of our graph, to a candidate resource—is the
metric we want to minimize. The user indicates how many plies she
wishes the search to traverse, or accepts the default number of plies.
When she asks for the nearest Elevator, as shown in Figure 5(a), the
first solution shows just that. The lengths of the shortest paths from
her position to the pathnodes associated with all the individuals in
the concept Elevator are compared, and the shortest one wins: in
this case, the path to the South Elevator. If the ply choice is greater
than zero, though, the system notes that the concept Elevator is sub-
sumed by that of Egress, and hence proceeds to evaluate members
of that parent concept, which subsumes the concept Stairway. Since
the East Stairway is nearer than the South Elevator, a path to it is
plotted as a second solution, with somewhat less prominent graph-
ical presence. In this example, since the ply count was set to 2,
the system traversed one level higher, but found no solution with a
shorter path in that yet more general set. Had it found one, a third
path would have been plotted, with even less prominent graphical
characteristics.

6 Conclusions and Future Work

We have described a mobile augmented reality system that employs
different modes of tracking a user’s position, resulting in a wide
variation in positional accuracy between the different modes. One
of these tracking modes is established by a new dead-reckoning
tracking module that makes use of pedometer and orientation infor-
mation, and applies corrections derived from knowledge about the
user’s immediate environment in the form of area maps and accessi-
bility graphs. We presented the early stages of an augmented reality
user interface that automatically adapts to the changes in tracking
accuracy associated with these different tracking modes, and modi-
fies its visual representation accordingly. Finally we introduced the
knowledge-based components used in our augmented reality user
interface for navigational guidance.

Our research to date raises several interesting questions. Does
a 3D WIM, stabilized in some manner with respect to the user,
inviting a sense of “forward,” offer measurable navigational advan-
tages over a 2D map with an implicit sense of “up” that might be
screen-stabilized? Is a body-stabilized, world-oriented WIM signif-
icantly more powerful than ones that are head-stabilized and world-
aligned, head-stabilized and north-forward, or body-stabilized and
north-forward? These questions suggest the need for a taxonomy
of navigational “maps.” Possible principal dimensions for such a
taxonomy are spatial dimensionality (2D or 3D), positional stabi-
lization, and orientational alignment.

A number of issues could be addressed through user studies.
Considering head-stabilization of WIM position, might it be bet-
ter to fix the height, allowing the head to look up (away from) and
down (to) the WIM, or should the WIM remain within the frustum
regardless of where the head looks? Given body stabilization and
world-orientation, might it be better to have the user immersed in
the WIM with the centroid of her world-sized, physical body coin-

cident with her position in the WIM? Or, as we conjecture in the
design of our system, might it be better to situate the WIM with
its centroid (and its entire volume) somewhat in front of the user’s
body? Immersing the user directly in a WIM would avoid the indi-
rection and potential distraction implicit in representing her in the
WIM by an avatar, but does this offset the presumed disadvantage
of having the user’s physical body displace considerably more than
its realistic “share” of the WIM’s volume? Does one really want
the user to have to look “inside” herself to see the miniature version
of the floor several meters in front of where she currently stands?
Can she tell exactly where she is in the miniature, without some vir-
tual representation of herself? Should the user’s locus in the WIM
be body-stabilized (rather than stabilizing the WIM’s centroid), and
the user’s position be represented by a virtual belt-buckle that would
overlay the real thing (instead of being back in the centroid of her
physical body)?
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