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1. ABSTRACT 
Our HiBall Tracking System generates over 
2000 head-pose estimates per second with less 
than one millisecond of latency, and less than 
0.5 millimeters and 0.02 degrees of position and 
orientation noise, everywhere in a 4.5 by 8.5 
meter room. The system is remarkably respon- 
sive and robust, enabling VR applications and 
experiments that previously would have been 
difficult or even impossible. 

Previously we published descriptions of only 
the Kalman filter-based software approach that 
we call Single-Constraint-at-a-Time tracking. 
In this paper we describe the complete tracking 
system, including the novel optical, mechanical, 
electrical, and algorithmic aspects that enable 
the unparalleled performance. 

1.1 Keywords 
virtual environments, tracking, calibration, autocalibration, 
delay, latency, sensor fusion, Kalman filter, optical sensor 

2. INTRODUCTION 
In 1991 the University of North Carolina demonstrated a 
working scalable optoelectronic head-tracking system in the 
Tomorrow’s Realities gallery at that year’s ACM 
SIGGRAPH conference [24, 25, 261. The system used four 
head-mounted lateral effect photo diode (LEPD) sensors that 
looked upward at a regular array of infrared light-emitting 
diodes (LEDs) installed in preciseIy machined ceiling panels 
as shown in Figure 1. Photogrammetric techniques were 
used to compute a user’s head position and orientation using 
the known LED positions and their projected images on each 
LEPD sensor [4]. The system was ground-breaking because 
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Figure 1. Left: the original UNC optoelectronic ceiling 
tracker in use, and a close-up of the head-mounted dis- 
play and sensor fixture, along with the signal processing 
and communications electronics pack. Right: the new 
system in use, and a close-up of the self-contained HiBall 
with lenses and part of the cover removed. See also the 
color plate Welch 1. 

it was unaffected by ferromagnetic and conductive materials 
in the environment, and the working area of the system was 
determined solely by the number of ceiling panels. See the 
left panel in Figure 1, and color plate image Welch 1. 

In this paper we present a new and vastly improved version 
of that 1991 system. We call the new system the HiBall 
Tracker. Thanks to significant improvements in both 
hardware and software this new system offers unprecedented 
speed, resolution, accuracy, robustness, and flexibility. In 
particular, the bulky and heavy cameras and backpack of the 
previous system have been replaced by a small head- 
mounted HiBull. In addition, the precisely machined LED 
ceiling panels of the previous system have been replaced by 
lower-tolerance panels that are relatively inexpensive to 
make and simple to install. See the right panel in Figure 1, 
and color plate image Welch 1. Finally, we are using an 
unusual Kalman-filter-based approach to tracking that 
generates very accurate tracking estimates at a high rate with 
low latency, and simultaneously self-calibrates the system. 



As a result of these improvements the HiBall Tracker can 
generate over 2000 estimates per second, with less than one 
millisecond of latency. The system exhibits sub-millimeter 
translation noise and similar measured accuracy, as well as 
less than 0.03 degrees of orientation noise with similar 
measured accuracy. The weight of the user-worn HiBall is 
about 300 grams, making it lighter than just one camera in 
the 1991 system. The working volume of the current system 
is greater than 90 cubic meters (greater than 45 square 
meters of floor space, greater than 2 meters of height 
variation). This area can be expanded by adding more tiles, 
or by using checkerboard configurations which spread tiles 
over a larger area. 

3. SYSTEM OVERVIEW 

Ceiling (with LEDs) 

HiBall 

Interface Board (CIB) 

Figure 2. A block diagram of the HiBall tracking system. 

The HiBall tracker system (Figure 2) provides six-degree-of 
freedom tracking of devices in real time. An outward- 
looking infrared-sensing subsystem called a HiBall 
(Figure 1, lower-right) is mechanically fixed to each device 
to be tracked. The HiBalls view an environment containing 
a subsystem of fixed-location infrared beacons which we 
call the Ceiling. At the present time, the beacons are in fact 
entirely located in the ceiling of our laboratory, but could as 
well be located in walls or other arbitrary fixed locations. 
These subsystems are coordinated by a Ceiling-HiBall 
Interface Board (CIB) which provides communication and 
synchronization functions between the host computer and 
the attached subsystems. Each HiBall has 26 narrow (less 
than 6 degree) views distributed over a large solid angle. 
Beacons are selectively flashed in a sequence such that they 
are seen by many different fields of view of each HiBall. 
Initial acquisition is performed using a brute force search 
through beacon space, but once initial lock is made, the 
selection of beacons to flash is tailored to the fields of view 
of the HiBalls. Tracking is maintained using a Kalman- 
filter-based prediction-correction algorithm known as 
SCAAT. This technique has been further extended to 
provide self-calibration of the Ceiling on-line with the 
tracking of the attached HiBalls. 

4. SYSTEM COMPONENTS 

4.1 The Ceiling 
The Ceiling architecture provides for flashing only one 
beacon at a time. The beacons may be flashed in any 
sequence, but protection is provided in hardware and 

software to prevent exceeding the duty cycle of the infrared 
(IR) light emitting diodes (LEDs). Thus, no single LED can 
be flashed again until it has had sufficient time to cool. LED 
driving current and therefore emitted light level is selectable 
for use by a software automatic gain control (AGC) function 
as described in section 5.2. 

Figure 3. Left: Bishop lifts some Ceiling panels. Right: an 
individual Ceiling panel module showing the main PC 
board with four LED strips (eight LEDs per strip). 

As presently implemented, the beacons are packaged in 
modules, physically 61 centimeters square, to drop into a 
standard false ceiling grid (Figure 3 and color plate image 
Welch 2). Each module contains 32 LEDs in four strips, 
resulting in a rectangular pattern with periods of 7.6 and 
15.2 centimeters, respectively. We currently have enough 
panels to cover an area approximately 5.5 by 8.5 meters, for 
a total of approximately 3,000 LEDs. The LEDs are 
Siemens SFH-487P GaAs diodes which provide both a wide 
angle radiation pattern and high peak power, emitting at a 
center wavelength of 880 nm in the near IR. These devices 
can be pulsed up to 2.0 Amps for a maximum duration of 
200~~ with a 1:50 (on:ofQ duty cycle. 

The Ceiling panel modules are daisy-chain connected, with 
module selection encoding being position rather than device 
dependent. Operational commands are presented to the first 
module of the daisy chain. At each module, if the module 
select code is zero the module decodes and executes the 
operation; else it decrements the module select code and 
passes it along to the next module. Upon decoding, a 
particular LED is selected, a drive level is established, and 
the LED is flashed for up to 200~~ (in 20~~ increments). 

4.2 The HiBall 
As can be seen in Figure 1 and color plate image Welch 1 
the HiBall is a hollow ball having dodecahedral symmetry 
with lenses in the upper six faces and lateral effect photo 
diodes (LEPDs) on the insides of the opposing six lower 
faces. This immediately gives six primary fields of view, or 
camera systems which share the same internal air space, and 
whose adjacent directions of view are uniformly separated 
by 57 degrees. 

While the original intent of the shared internal air space was 
to save space, we subsequently realized that light entering 
any lens sufficiently off axis can be seen by an adjacent 
LEPD. As such, five secondary fields of view are provided 
by the top or central lens, and three secondary fields of view 
are provided by the five other lenses. Overall, this provides 
26 fields of view which are used to sense widely separated 
groups of beacons in the environment. While these extra 



views complicate the initialization of the Kalman filter as 
described in section 5.5, they turn out to be of great benefit 
during steady-state tracking by effectively increasing the 
overall HiBall field of view without sacrificing resolution. 

The lenses are simple plano-convex fixed focus lenses. IR 
filtering is provided by fabricating the lenses themselves 
from RG-780 Schott glass filter material which is opaque to 
better than 0.001% for all visible wavelengths, and 
transmissive to better than 99% for IR wavelengths longer 
than 830 nm. The longwave filtering limit is provided by the 
DLS-4 LEPD silicon photodetector (UDT Sensors, Inc.) 
with peak responsivity at 950 run but essentially blind above 
1150 nm. 

The LEPDs themselves are not imaging devices; rather they 
detect the centroid of the luminous flux incident on the 
detector. The x-position of the centroid determines the ratio 
of two output currents, while the y-position determines the 
ratio of two other output currents. The total output current of 
each pair are commensurate, and proportional to the total 
incident flux. Consequently, focus is not an issue, so the 
simple fixed-focus lenses work well over a range of beacon 
distances from about half a meter to infinity. 

Finally, the LEPDs and associated analog and digital 
electronic components are mounted on a custom rigid-flex 
printed circuit board as shown in color plate image Welch 2. 
This arrangement makes efficient use of the internal HiBall 
volume while maintaining isolation between analog and 
digital circuitry, and increasing reliability by alleviating the 
need for inter-component mechanical connectors. 

4.3 The Ceiling-HiBall Interface Board 
The Ceiling-HiBalI Interface Board (CIB), shown below in 
Figure 4, provides communication and synchronization 
between a host personal computer, the Ceiling (section 4.1) 
and the HiBall (section 4.2). 

-.-_____I___ _-- 

Figure 4. The Ceiling-HiBall Interface Board (CIB). The 
CIB shown is 19 inches, the newest revision is 14 inches. 

The CIB has four Ceiling ports allowing interleaving of 
ceiling panels for up to four simultaneous led flashes and/or 
higher Ceiling bandwidth for more simultaneous hiball 
usage. (The Ceiling bandwidth is inherently limited by LED 
current restrictions as described in section 4.1, but this can 
be increased by spatially multiplexing the Ceiling tiles.) The 
CIB has two tether interfaces that can communicate with up 
to four daisy-chained hiballs each. The full-duplex 
communication with the hiballs uses a modulation scheme 
(BPSK) allowing future wireless operation. The interface 

from the CIB to the host PC is the stable IEEE1284C 
extended parallel port (EPP) standard. 

The CIB comprises analog drive and receive components as 
well as digital logic components. The digital components 
implement store and forward in both directions and 
synchronize the timing of the LED “on” interval within the 
HiBall dark-light-dark intervals. The protocol supports full- 
duplex flow control. The data are arranged into packets 
containing error detection to insure data quality. 

5. METHODS 

5.1 Bench-Top (Off-Line) HiBall Calibration 
After each HiBall is assembled we perform an off-line 
calibration to determine the correspondence between image- 
plane coordinates and rays in space. This involves more than 
just determining the view transform for each of the 26 
camera (sensor) views. Non-linearities in the silicon sensor 
and distortions in the lens (e.g., spherical aberration) cause 
significant deviations from a simple pin-hole camera model. 
We dealt with all of these issues through the use of a two- 
part camera model. The first part is a standard pin-hole 
camera represented by a 3x4 matrix. The second part is a 
table mapping real image-plane coordinates to ideal image- 
plane coordinates. 

Both parts of the camera model are determined using a 
calibration procedure that relies on a goniometer (an angular 
positioning system) of our own design. This device consists 
of two servo motors mounted together such that one motor 
provides rotation about the vertical axis while the second 
motor provides rotation about an axis orthogonal to vertical. 
An important characteristic of the goniometer is that the 
rotational axes of the two motors intersect at a point at the 
center of the HiBall optical sphere; this point is defined as 
the origin of the HiBall. (It is this origin that provides the 
reference for the HiBall state during run time as described in 
section 5.3.) The rotational positioning motors were rated to 
provide 20 arc-second precision; we further calibrated them 
using a surveying grade theodolite, an angle measuring 
system, to 6 arc seconds. 

In order to determine the mapping between sensor image- 
plane coordinates and three-space rays, we use a single LED 
mounted at a fixed location in the laboratory such that it is 
centered in the view directly out of the top lens of the 
HiBall. This ray defines the Z or up axis for the HiBall 
coordinate system. We sample other rays by rotating the 
goniometer motors under computer control. We sample each 
view with rays spaced about every 6 minutes of arc 
throughout the field of view. We repeat each measurement 
100 times in order to reduce the effects of noise on the 
individual measurements and to estimate the standard 
deviation of the measurements. 

Given the tables of approximately 2500 measurements for 
each view, we first determine a 3 by 4 view matrix using 
standard linear least-squares techniques. Then we determine 
the deviation of each measured point from that predicted by 
the ideal linear model. These deviations are re-sampled into 



a 25 by 25 grid indexed by sensor-plane coordinates using a 
simple scan conversion procedure and averaging. Given a 
measurement from a sensor at run time we convert it to an 
“ideal” measurement by subtracting a deviation bi-linearly 
interpolated from the nearest 4 entries in the table. 

5.2 On-Line HiBall Measurements 
Upon receiving a command from the CIB (section 4.3), 
which is synchronized with a CIB command to the ceiling, 
the HiBall selects the specified LEPD and performs three 
measurements, one before the beacon flashes, one during 
the beacon flash, and one after the beacon flash. Known as 
“dark-light-dark”, this technique is used to subtract out DC 
bias, low frequency noise, and background light from the 
beacon signal. 

Each LEPD has four transimpedance amplifiers, the analog 
outputs of which are multiplexed with those of the other 
LEPDs, then sampled, held, and converted by four 16-bit 
Delta-Sigma ADCs. Multiple samples can be integrated 
internally in the HiBall. The digitized LEPD data are 
organized into a packet for communication back to the CIB. 
The packets also contain information to assist in error- 
detection. The communication protocol is simple, and while 
presently implemented by wire, the modulation scheme is 
amenable to a wireless implementation. The present wired 
implementation allows multiple HiBalls to be daisy chained 
so a single cable can support a user with multiple HiBalls. 

During run time we attempt to maximize the signal-to-noise 
ratio of the measurement with an automatic gain control 
scheme. For each LED we store a target signal strength 
constant. We compute the LED current and number of 
integrations (of successive A/D samples) by dividing this 
strength constant by the square of the distance to the LED, 
estimated from the current position estimate. After a reading 
we look at the strength of the actual measurement. If it is 
larger than expected we reduce the gain, if it is less than 
expected we increase the gain. The increase and decrease 
are implemented as on-line averages with scaling such that 
the gain constant decreases rapidly (to avoid overflow) and 
increases slowly. Finally we use the measured signal 
strength to estimate the noise on the signal using [8], and 
then use this as the measurement noise estimate for the 
Kalman filter (section 5.3). 

5.3 Recursive Pose Estimation (SCAAT) 
The on-line measurements (section 5.2) are used to estimate 
the pose of the HiBall in real time, on line. The 1991 system 
collected a group of similar measurements for a variety of 
LEDs and sensors, and then used a method of simultaneous 
non-linear equations called Collinearity [4] to estimate the 
pose of the sensor fixture shown in Figure 1 (left). There 
was one equation for each measurement, expressing the 
constraint that a ray from the front principle point of the 
sensor lens to the LED, must be coHinear with a ray from 
the rear principle point to the intersection with the sensor. 
Each estimate made use of a group of measurements 
(typically 20 or so) that together over-constrained the 
solution. 

This multiple constraint method had several drawbacks. 
First, it had a significantly iower estimate rate due to the 
need to collect multiple measurements per estimate. Second, 
the system of non-linear equations did not account for the 
fact that the sensor fixture continued to move throughout the 
collection of the sequence of measurements. Instead the 
method effectively assumes that the measurements were 
taken simultaneously. The violation of this simultaneity 

assumption could introduce significant error during even 
moderate motion. Finally, the method provided no means to 
identify or handle unusually noisy individual measurements. 
Thus, a single erroneous measurement could cause an 
estimate to jump away from an otherwise smooth track. 

In contrast, the approach we use with the new HiBall system 
produces tracker reports as each new measurement is made 
rather than waiting to form a complete collection of 
observations. Because single measurements under-constrain 
the mathematical solution, we refer to the approach as 
Single-Constraint-at-a-Time or SCAAT tracking [28, 291. 
The key is that the single measurements provide some 

information about the user’s state, and thus can be used to 
incrementally improve a previous estimate. Using a Kalman 
filter [15] we intentionally fuse measurements that do not 
individually provide sufficient information, incorporating 
each individual measurement immediately as it is obtained. 
With this approach we are able to generate estimates more 
frequently, with less latency, with improved accuracy, and 
we are able to effectively estimate the LED positions on-line 
concurrently while tracking the HiBall (section 5.4). 

We use a Kalman filter, a minimum variance stochastic 
estimator, to estimate the HiBall state 5, i.e. the position 
and orientation of the HiBall. We use a Kalman filter in part 
because the sensor measurement noise and the typical user 
motion dynamics can be modeled as normally-distributed 
random processes, but also because we want an efficient on- 
line method of estimation. A basic introduction to the 
Kalman filter can be found in Chapter 1 of [17], while a 
more complete introductory discussion can be found in [20], 
which also contains some interesting historical narrative. 
More extensive references can be found in [7,12,14,16,17, 
301. The Kalman filter has been used previously to address 
similar or related problems. See for example [2, 3,9, 10, 18, 
231, and most recently [ 113. 

The SCAAT approach in particular is described in great 
detail in [28, 291. The benefits of using this approach, as 
opposed to a multiple-constraint approach such as [43, are 
also discussed in [28,29]. However one key benefit warrants 
discussion here. There is a direct relationship between the 
complexity of the estimation algorithm, the corresponding 
execution time per estimation cycle, and the character of 
HiBall motion between estimation cycles. As the 
algorithmic complexity increases, the execution time 
increases, which allows for significant non-linear HiBall 
motion between estimation cycles, which in turn implies the 
need for a more complex estimation algorithm. 



The SCAAT approach on the other hand is an attempt to 
reverse this cycle. Because we intentionally use a single 
constraint per estimate, the algorithmic complexity is 
drastically reduced, which reduces the execution time, and 
hence the amount of motion between estimation cycles. 
Because the amount of motion is limited we are able to use a 
simple dynamic (process) model in the Kalman filter, which 
further simplifies the computations. In short, the simplicity 
of the approach means it can run very fast, which means it 
can produce estimates very rapidly, with low noise. 

The Kalman filter requires both a model of the process 
dynamics, and a model of the relationship between the 
process state and the available measurements. In part due to 
the simplicity of the SCAAT approach we are able to use a 
very simple process model. We model the continuous 
change in the HiBall state vector Z(t) with the simple 
differential equation 

where the scalar 

u(t) is a normally-distributed scalar white noise process, 
and the scalar p represents the magnitude of the noise (the 
spectral density). A similar model with a distinct noise 
magnitude p is used for each of the six position and 
orientation elements. The individual noise magnitudes are 
determined using an off-line simulation of the system and a 
non-linear optimization strategy that seeks to minimize the 
variance between the estimate pose and a known motion 
path. (See section 6.2.2.) The above differential equation 
represents a continuous integrated random walk, or an 
integrated Wiener or Brownian-motion process. Specifically, 
we model each component of the linear and angular HiBall 
velocities as random walks, and use these, assuming 
constant inter-measurement velocity, to estimate the six 
elements of the HiBall pose at time t + 6t as follows: 

(1) 

In addition to a relatively simple process model, the HiBall 
measurement model is relatively simple. For any Ceiling 
LED (section 4.1) and HiBall camera view (section 4.2), the 
2D sensor measurement can be modeled as 

u 
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v is the camera viewing matrix from section 5.1, the vector 
l contains the position of the LED in the world, and R is a 
rotation matrix constructed from the orientation quatemion 
contained in the state vector: 

R = rot-from-quat(Eq) . 

In practice we maintain the orientation of the HiBall as a 
combination of a global (external to the state) quaternion 
and a set of incremental angles as described in 128,291. 

Because the measurement model is non-linear we use an 
extended Kalman jilter, making use of the Jacobian of the 
non-linear HiBall measurement model to transform the 
covariance of the Kalman filter. While this approach does 
not preserve the Gaussian nature of the covariance, it has 
been used successfully in countless applications since the 
introduction of the (linear) Kalman filter. Based on 
observations of the statistics of the HiBall filter residuals, 
the approach also appears to work well for the HiBall. 

At each estimation cycle, the next of the 26 possible views 
is chosen randomly. Four points corresponding to the 
comers of the LEPD sensor associated with that view are 
then projected into the world using the 3 by 4 viewing 
matrix for that view, along with the current estimates for the 
HiBall position and orientation. This projection, which is 
the inverse of the measurement relationship described 
above, results in four rays extending from the sensor into the 
world. The intersection of these rays and the approximate 
plane of the Ceiling determines a 2D bounding box on the 
Ceiling, within which are the candidate LEDs for the 
current camera view. One of the candidate LEDs is then 
chosen in a least-recently-used fashion to ensure a diversity 
of constraints. 

Once a particular view and LED have been chosen in this 
fashion, the CIB (section 4.3) is instructed to flash the LED 
and take a measurement as described in section 5.2. This 
single measurement is compared with a prediction obtained 
using (2), and the difference or residual is used to update the 
filter state and covariances using the Kalman gain matrix. 
The Kalman gain is computed as a combination of the 
current filter covariance, the measurement noise variance 
(section 6.2. l), and the Jacobian of the measurement model. 

A more detailed discussion of the HiBall Kalman filter and 
the SCAAT approach is beyond the scope of this paper. For 
additional information see [28,29]. 



5.4 On-line LED Autocalibration 
Along with the benefit of simplicity and speed, the SCAAT 
approach offers the additional capability of being able to 
estimate the 3D positions of the LEDs in the world 
concurrently with the pose of the HiBall, on line, in real 
time. This capability is a tremendous benefit in terms of the 
accuracy and noise characteristics of the estimates. Accurate 
LED position estimates is so important that prior to the 
introduction of the SCAAT approach a specialized off-line 
approach was developed to address the problem [ 131. 

The method we use for autocalibration involves effectively 
defining a distinct Kalman filter for each and eyery LED. 
Specifically, for each LED we maintain the state 2 (estimate 
of the 3D position) and a 3x3 Kalman filter covariance. At 
the beginning of each estimation cycle we augment the 
HiBall Kalman filter described in section 5.3 with the 
appropriate individual LED filter. In particular we add the 
three elements of I to the state X, and similarly augment 
the Kalman filter error covariance matrix with that of the 
LED filter. We then follow the normal steps outlined in 
section 5.3, with the result being that the LED portion of the 
filter state and covariance is updated in accordance with the 
measurement residual. At the end of the cycle we extract the 
LED portions of the state and covariance from the filter, and 
save them externally. The effect is that as the system is 
being used, it continually refines its estimates of the LED 
positions, thereby continually improving its estimates of the 
HiBall pose. Again, for additional information see [28,29]. 

5.5 Initialization and Re-Acquisition 
The recursive nature of the Kalman filter, and hence the 
method described in section 5.3, typically requires that the 
filter be initialized with a known state and corresponding 
covariance before steady-state operation can begin. This is 
true for the HiBall system, as convergence cannot be 
assured from a randomly chosen state. Such an initialization 
must take place prior to any tracking session, but also upon 
the (rare) occasion when the filter diverges and “loses lock” 
as a result of blocked sensor views for example. 

Acquiring lock is complicated by the fact that each LEPD 
sees a number of different widely separated views. 
Therefore detecting a beacon provides at best an ambiguous 
set of potential beacon directions in HiBall coordinates. 
Moreover, before establishing lock, no assumptions can be 
made to limit the search space of visible beacons. As such, a 
relatively slow brute-force algorithm is used to acquire lock. 

We begin with an exhaustive beacon scan of sufficiently fine 
granularity to ensure that the central primary field of view is 
not missed. For the present Ceiling, we flash every 13th 
LED in sequence, and look for it with the central LEPD 
until we get a hit. Then a sufficiently large patch of beacons, 
centered on the hit, is sampled to ensure that several of the 
views of the central LEPD will be hit. The fields of view are 
then disambiguated by estimating the yaw of the HiBall 
from the initial hits, and finally, more selective 
measurements are made to refine the estimate sufficiently to 
switch into tracking mode. 

6. RESULTS 
Three days after the individual pieces of hardware were 
shown to be functioning properly we demonstrated a 
complete working system. After months of subsequent 
tuning and optimization, the system continues to perform 
both qualitatively and quantitatively as well, or in some 
respects better, than we had anticipated (section 6.1). The 
articulation of this success is not meant to be self- 
congratulatory, but to give credit to the extensive and careful 
modeling and simulation performed prior to assembly 
(section 6.2). In fact, the Kalman filter parameters found by 
the optimization procedure described in section 6.2.2 were, 
and continue to be, used directly in the working system. 
Likewise much of the software written for the original 
simulations continues to be used in the working system. 

6.1 On-Line Operation 
The HiBall system is in daily use as a tool for education and 
research. For example, it was recently used by Martin Usoh 
et al. to perform Virtual Reality experiments comparing 
virtual “flying”, walking in place, and real walking [22]. 
The researchers used the HiBall system to demonstrate that 
as a mode of locomotion, real walking is simpler, more 
straightforward, and more natural, than both virtual flying 
and walking in place. Some images from these experiments 
are shown in color plate image Welch 3. The unprecedented 
combination of large working volume and high performance 
of the HiBall system led the researchers to claim that there 
was literally nowhere else that they could have 
meaningfully performed the experiments. Other researchers 
who visit and try the HiBall system almost always ask how 
they can get one. We are working on a means to make that 
happen in selected laboratories. 

Figure 5. The HiBall being used by Kevin Arthur to track 
the head and hand for the presence experiments in [22]. 

Strangely enough, in some sense it is amazing that the 
system works at all. In particular, you effectively have to 
know where the HiBall is for it to work at all. The reason is 
that as a result of a mechanical design trade-off, each sensor 
field of view is less than six degrees. A small mistake could 
quickly cause problems. The focal length is set by the size 
of the sensor housing, which is set by the diameter of the 
sensors themselves. Energetics enters in also because you 
have to have light collecting area. And yet the system is 
amazingly robust: users can dance around, crawl on the 
floor, lean over, even wave their hands in front of the 
sensors, and the system does not lose lock. During one 
session we were using the HiBall as a 3D digitization probe, 
a HiBall on the end of a pencil-shaped fiberglass wand as 



shown in Figure 6. We laid the probe down on a table at one 
point, and were amazed to later notice that it was still 
tracking, even though it could only “see” 3 or 4 LEDs near 
the edge of the Ceiling. We picked the probe up and 
continued using it. It never missed a beat. 

The simplest quantitative measurement of tracking system 
performance is standard deviation of its estimates when it is 
held stationary. With a tracker as sensitive as the HiBall it is 
important to be certain that it really is stationary. The raised 
floor in our laboratory allows motion, for example when a 
person walks by, that is larger than the expected error in the 
HiBall. We made careful measurements by resting the 
support for the HiBall on the concrete sub-floor in our 
laboratory. The standard deviation of the error on the HiBall 
estimates while stationary is about 0.2 millimeters and 0.03 
degrees. The distribution of ‘the errors fit a normal 
distribution quite well. 

To make measurements of the noise when the HiBall is in 
motion we rely on the assumption that almost all of the 
signal resulting from normal human motion is at frequencies 
below 2 Hz. We use Welch’s method [31] to isolate the 
signal energy above 2 Hz. (Since the SCAAT method is 
running at about 2000 Hz it is reasonable to assume that 
most of the noise energy is above 2 Hz.) This measurement 
produces results that are comparable to those made with the 
HiBall stationary, except at positions for which there are 
very few LEDs visible in only one or two views. In these 
positions, near the edge of the ceiling, the geometry of the 
constraints results in amplification of errors. For nearly all 
of the working volume of the tracker the standard-deviation 
of the noise on measurements while the HiBall is still or 
moving is 0.2 millimeters and 0.03 degrees. 

In July of 1999 two Boeing Corporation engineers, David 
Himmel and David Princehouse, visited our laboratory to 
assess the accuracy of the HiBall system in tracking the 
position and orientation of a hand-held pneumatic drill. The 
engineers are interested in improving the accuracy of holes 
drilled by hand during the aircraft manufacturing process. 
To asses the accuracy of the HiBall system they brought 
with them an aluminum “coupon” (plate) with holes pre- 
drilled at locations accurate to l/1000 of an inch. In a set of 
carefully controlled experiments we together measured an 
average positioning error of l/2 miliimeter (20/I 000 inch) at 
the tip of the HiBall probe mentioned above and shown in 
the left image of Figure 6. Unfortunately at the time we 
decided not to position the experimental platform on the 
concrete sub-floor, but for expediency, to live with the 
additional uncertainty of placing it on the raised floor. 
However we are encouraged by the results, and are excited 
about the possibility that the HiBall system has uses beyond 
Virtual Reality tracking. Some images from the Boeing 
experiments are shown in Figure 6 and in color plate image 
Welch 3. 

6.2 Off-Line Simulation and Modeling 
The design of the HiBall system made substantial use of 
simulation, in some domains to a very detailed level of 

Figure 6. Left: a Boeing engineer uses our 3D digitization 
probe (HiBall on a pencil-shaped fiberglass rod) to mea- 
sure the pre-drilled holes in their aluminum coupon. 
Right: the HiBall is mounted on a hand-held pneumatic 
drill for additional testing and measurements. 

abstraction. For example, Zemax [32] was used extensively 
in the design and optimization of the optical design, 
including the design of the filter glass lenses, and geometry 
of the optical component layout. AutoCADTM was used to 
design, specify, and fit-check the HiBall body mechanicals, 
to visualize the physical design, and to transmit the design 
to our collaborators at the University of Utah for fabrication 
by the Alpha I System [ 1, 211. A custom ray-tracing system 
was built by Stefan Gottschalk (UNC) for the purpose of 
evaluating the optical behavior and energetics of the 
primary, secondary, and tertiary fields of view; the results 
were used by the noise model developed by Chi [S] as 
described in the next section. 

In addition, a complete simulator of the system was written 
in C-t-+. This simulator, discussed further in section 6.2.2, 
was used to evaluate the speed, accuracy, and robustness of 
the system. In addition it was used to “tune” the Kalman 
filter for realistic motion dynamics. This simulator 
continues to be used to evaluate mechanical, optical, and 
algorithmic alternatives. 

6.2.1 HiBall Measurement Noise Model 
Signal-to-noise performance is a prime determiner of both 
accuracy and speed of the system, so an in-depth study [8] 
was performed to develop a detailed noise model accounting 
for properties of the LED, the LEPD (sensor), the optical 
system, the physical distance and pose, the electronics, and 
the dark-light-dark integrations described in section 5.2. 
The predominant noise source is shot noise, with Johnson 
noise in the sheet resistivity of the LEPD surfaces being the 
next most significant. Careful measurements made in the 
laboratory with the actual devices yielded results that were 
almost identical to those predicted by the sophisticated 
model in [8]. A simplified version of this model is used in 
the real system to predict the measurement noise for the 
Kalman filter (section 5.3) when the automatic gain control 
described in section 5.2 is not in use. 

62.2 Complete System Simulations 
To produce realistic data for developing and tuning our 
algorithms we collected position and orientation reports 
from our first generation ceiling tracker at its 70 Hz 
maximum report rate. These data were recorded both from 



naive users visiting our monthly “demo days” and from 
experienced users in our labs. Based on our previous 
research [5] we filtered the raw ceiling data with a non- 
causal zero-phase-shift low-pass filter to eliminate energy 
above 2 Hz. The output of the low-pass filtering was then re- 
sampled at whatever rate we wanted to run the simulated 
tracker, usually 1000 Hz. For the purposes of our 
simulations these paths were considered to be a perfect 
representation of the user’s motion. Tracking error was 
determined by comparing this input “truth” to the estimate 
produced by the tracker. 

The simulator reads camera models describing the 26 views, 
the sensor noise parameters, the LED positions and their 
expected error, and the motion path described above. Before 
beginning the simulation, the LED positions are perturbed 
from their ideal positions by adding normally distributed 
error to each axis. Then, for each simulated cycle of 
operation, the “true” position and orientation are updated 
using the input motion path. Next, a view is chosen and a 
visible LED within that view is selected, and the image- 
plane coordinates of the LED on the chosen sensor are 
computed using the camera model for the view and the LED 
as described in section 5.3. These sensor coordinates are 
then perturbed based on the sensor noise mode1 
(section 6.2.1) using the distance and angle to the LED. 
Now these noise corrupted sensor readings are fed to the 
SCAAT filter to produce an updated position estimate. The 
position estimate is compared to the true position to produce 
a scalar error metric described next. 

The error metric we used combines the error in position and 
orientation in a way that relates to the effects of tracker error 
on a HIvID user. Imagine points arrayed around the user at 
some fixed distance. We compute two sets of coordinates for 
these points; the true position using the true pose, and their 
estimated position using the estimated pose. The error 
metric is then the sum of the distances between the true and 
estimated positions of these points. By adjusting the 
distance of the points from the user we can control the 
relative importance of the orientation and the position error 
in the combined error metric. If the distance is small, then 
the position error is weighted most heavily; if the distance is 
large then the orientation error is weighted most heavily. 
Our single error metric for the entire run is the square-root 
of the sum of the squares of all the distances. 

Determining the magnitude of the parameters which control 
the SCAAT Kalman filter is called tuning. We used Powell’s 
method [19] to minimize the above error metric. Starting 
with a set of parameters we ran the simulator over a full 
motion run to determine the total error for the run. Then the 
optimizer made a small adjustment to the parameters and 
the process was repeated. These runs required hours of 
computer time and some skill (and luck) in choosing the 
initial parameters. Of course, it was important to choose 
motion paths that were representative of expected user 
motion. For example, a run in which the user is very still 
would result in very different tuning from a run in which the 
user moves very vigorously. 

7. FUTURE WORK 
At the moment we are investigating the use of a multi-modal 
or multiple-model Kalman filter framework [6, 71. The 
reason is because the current filter form (section 5.3) and 
tuning values (section 6.2.2) are a compromise between the 
responsiveness desired for high dynamics, and the heavy 
filtering desired for smooth estimates during very slow or no 
motion. As it stands, the system is almost smooth enough 
for open-loop Augmented Reality applications such as 
computer-assisted medical procedures. The problem is that 
when a user attempts to sit very still, for example to align a 
needle with a tumor for a biopsy, even the small noise of our 
system results in visually-noticeable jitter. A multiple- 
mode1 implementation of the HiBall should be able 
automatically, continuously, and smoothly choose between 
one Kalman filter tuned for high dynamics, and another 
tuned for little or no motion. We have this working in 
simulation, but not yet implemented. 

As mentioned in section 4.3, the system was designed to 
support wireless communication between the HiBall and the 
CIB, without significant modification or added information 
overhead. However because commercial head-mounted 
displays are themselves tethered at this time, we have felt 
little incentive to actually implement a wireless version of 
the system. As it turns out, our users are becoming 
increasingly frustrated by the cumbersome cabling that you 
must drag with you when walking around our laboratory. As 
such we are now beginning work on a completely wireless 
HiBall and display system. 

Beyond improving the existing system, we are anxious to 
head down a path of research and development that will lead 
to systems with reduced dependency on the laboratory 
infrastructure. For example, our current Ceiling pane1 
design with 32 LEDs per panel, provides far more dense 
coverage than we believe is necessary. The density of LEDs 
is a result of design based on the original sensor fixture 
show in Figure 1, and the original multiple-constraint 
algorithm [4]. Furthermore, we believe that we could 
achieve similar performance using a version of the HiBall 
that has a small number of widefield ofview cameras. 

While we are very happy with our ability to autocalibrate 
the LED positions concurrently while tracking (section 5.4), 
we would eventually like to take this one step further and 
begin with no estimates of beacon locations, and possibly no 
notion of individual beacon identity. We have done some 
preliminary investigation and simulation that indicates this 
should be possible. Such capability could drastically reduce 
the cost of the system, and provide immense flexibility. 

Finally, we believe that by leveraging the knowledge gained 
from successful work in the laboratory, it may some day be 
possible to achieve similar performance with no explicit 
infrastructure, anywhere in a building, or even outdoors. A 
particular approach that we are interested in pursuing is the 
hybrid approach presented in [27]. It is our belief that no 
single technology or fundamental modality can provide the 
necessary performance, in a consistent and robust fashion, 



across the necessary range of dynamics for head-mounted 
displays. We believe that the solution must lie in the clever 
and careful combination of complementary technologies. 
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