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1. INTRODUCTION
We present an initial evaluation of SimFinderML, a system for identifying similar text in multiple languages. Given a set of documents on the same topic, our goal is to identify the text units that are about the same event. Our system computes a similarity metric between texts using linguistic features identified in the source language, and matched to features in the target language through standard translation mechanisms. We have implemented a rich set of complex linguistic features for English and Japanese, and are exploring support for Arabic, Chinese, and French. SimFinderML is being developed within the framework of multi-document summarization used in Columbia’s NewsBlaster [3] online news browsing system. This multilingual version of SimFinder will enable the incorporation of non-English text into our multi-document summaries, and is useful for summarization of multilingual digital library information.

2. SYSTEM DESCRIPTION
The concept of textual similarity is used in many applications that involve matching one text to another, such as information retrieval, categorizing texts into predefined categories, filtering text, or document clustering. The similarity of a document must be computed to a query, a category, a filter, or other documents. SimFinderML (Similarity Finder MultiLingual) is a program designed to identify similar texts in multilingual documents. SimFinderML is an extension of the ideas explored in SimFinder [2] developed for detecting sentence-level similarity for English text.

Our approach to multilingual text similarity identification consists of five basic steps: identifying primitives in each language, translating primitives between languages, computing feature values across primitives and translations of primitives, merging feature values into a single similarity value, and clustering text units based on the computed similarity values.

A primitive is an atomic element that is used as the basis for similarity computation. For example, one primitive we might use is the words in a sentence, while another might be dates appearing in a sentence. Sentences are then compared using the “words” and “dates” primitives. The system uses a plug-in architecture for creating primitive extractors for supported languages; there are currently nine primitive extractors implemented for English (all tokens, stemmed tokens, WordNet classes, nouns, verbs, proper nouns, heads of noun phrases, adjectives, and cardinals), ten for Japanese (tokens, five noun classes, cardinals, three verb classes), and one for Chinese (word tokens).

Once all of the primitives have been extracted from the text units, primitives from different languages are linked together by translating primitives from one language to another. Currently, a simple dictionary-based translation system is used, although we are exploring the use of more sophisticated statistical translation systems. The similarity of sentences is computed over a variety of features, which are either simple overlap metrics (e.g. the amount of overlap two sentences share on the “proper noun” primitive), or more complex composite features. Composite features are Boolean conditions specified by two primitive classes (for example, verbs and WordNet class), a window specifying the maximum distance between the two primitives, and whether the primitives must match in the same order.

The next stage merges the similarity values over multiple features between sentences to a single similarity value using a statistical model for feature merging described in [1]. The single similarity values between sentence pairs are then output, and an external clustering program is used to cluster similar sentences together.

3. ENGLISH PERFORMANCE
We have performed an evaluation of SimFinderML in English, and compared it with the previous English-only system (SimFinder). Both systems were trained on and
Table 1: Comparison of SimFinder to SimFinderML (SFML) over English data.

<table>
<thead>
<tr>
<th>System and # of Features</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>SimFinder</td>
<td>7</td>
<td>23.6%</td>
</tr>
<tr>
<td>SFML stemmed token model</td>
<td>1</td>
<td>0.71%</td>
</tr>
<tr>
<td>SFML proper noun model</td>
<td>1</td>
<td>0.94%</td>
</tr>
<tr>
<td>SFML large model</td>
<td>25</td>
<td>85.7%</td>
</tr>
</tbody>
</table>

Table 2: SimFinderML Performance for Japanese sentence similarity detection using different models.

<table>
<thead>
<tr>
<th>System and # of Features</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>random performance</td>
<td>5.02%</td>
<td>50.0%</td>
</tr>
<tr>
<td>tokens</td>
<td>1</td>
<td>42.1%</td>
</tr>
<tr>
<td>nouns</td>
<td>1</td>
<td>52.1%</td>
</tr>
<tr>
<td>proper nouns, common nouns</td>
<td>2</td>
<td>42.6%</td>
</tr>
<tr>
<td>large model</td>
<td>9</td>
<td>53.3%</td>
</tr>
</tbody>
</table>

Table 1 shows precision and recall for SimFinder and three SimFinderML runs with different models. The SimFinderML model with 25 features has 7 features on primitives (stemmed token overlap, noun overlap, verb overlap, proper noun overlap, adjectives, noun phrase heads) and a composite feature matching stemmed token and WordNet primitive pairs within a 5 word window between sentences, plus 17 additional composite features in other variations. The other two models use only a single feature as a baseline to compare against, and exhibit much lower performance. SimFinderML has a better precision than SimFinder, but worse recall; in the training run, we preferred precision to recall since our prior results showed that precision is more important than recall for our summarization application.

4. JAPANESE PERFORMANCE

We tested SimFinderML’s performance on Japanese to show that the same techniques and approaches used for English are applicable to other languages. To do this, we collected three sets of articles on different topics and had a native Japanese-speaking judge annotate the sentences in the article sets for similarity. Statistical models for combining feature values were generated from the training sets with 10% of the training examples held aside, to ensure some unseen cases in the test set.

Table 2 shows the precision, recall, and number of features used for four different models used for feature combination in Japanese sentence similarity identification. The baseline of random performance (choosing similar or dissimilar with equal probability) is given as a point of reference, while the first model containing only token overlap is used as a baseline, achieving 42.1% precision and 9.375% recall. The model containing only nouns achieves 52.1% precision and 13.5% recall, while a model which differentiates between proper and common nouns curiously performs worse with 42.6% precision and 7.3% recall. The best performing model contains 9 features (tokens, all nouns, all verbs, independent verbs, proper nouns, common nouns, Japanese “suru” nouns, counter affixes, and cardinals), and has a recall of 53.3% precision and 9.375% recall.

5. FUTURE WORK

SimFinderML is a framework for testing different approaches to sentence level multilingual text similarity detection. We have shown that our approach of identifying primitives in the source language and computing similarity features over the primitives is applicable to both English and Japanese. Our next steps involve more thoroughly investigating translation models for matching primitives across languages, and investigating more complex primitives across languages. Specifically, we plan to investigate common and proper noun phrases and the effect of noun phrase variation in primitive matching.

We are also working on building a multilingual multidocument summarization system using SimFinderML. We plan on integrating it in Newsblaster for multidocument multilingual summarization of daily news, which would also prove useful for enabling information access to multilingual digital libraries.
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