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Abstract—Multicast is an efficient paradigm for transmitting data fr om

a sender to a group of receivers. In this paper, we focuson multicast in
singlechannelmulti–accesswirelesslocalareanetworks (LANs) comprising
several small cells. In sucha system,a receiver cannot correctly receive a
packet if two or more packets are sent to it at the sametime, becausethe
packets“collide.” Therefore, onehasto ensure that only onenodesendsat
a time. We look at two important issues.First, we considerthe problem of
the senderacquiring the multi–accesschannel for multicast transmission.
Second,for reliable multicast in eachcell of the wirelessLAN, we examine
ARQ–basedapproaches.Thesecondissueis important becausethewireless
link error ratescanbevery high.

We presenta new approachto overcomethe problem of feedbackcolli-
sion in singlechannelmulti–accesswirelessLANs, both for the purposeof
acquiring thechanneland for reliability. Our approachinvolvesthe election
of oneof the multicast group members(receivers) as a “leader” or repre-
sentative for the purposeof sendingfeedbackto the sender. For reliable
multicast, on erroneousreceptionof a packet, the leader doesnot sendan
acknowledgement,prompting a retransmission.On erroneousreceptionof
the packet at receivers other than the leader, our protocol allows negative
acknowledgementsfr om thesereceivers to collide with the acknowledge-
ment fr om the leader, thus destroying the acknowledgementand prompting
the senderto retransmit the packet.

Usinganalytical models,wedemonstratethat the leader–basedprotocol
exhibits higher throughput in comparisonto two other protocolswhich use
traditional delayedfeedback–basedprobabilistic methods.Last, wepresent
a simpleschemefor leaderelection.

I . INTRODUCTION

Multicast is anefficient paradigmfor transmittingdatafrom
a senderto a groupof receivers,alsocalled“group members.”
Multicastincurslowernetworkandend-systemcoststhanbroad-
castto all nodesin the network or unicastto individual group
members.Several applicationsincluding informationdissemi-
nation,multimediaconferencing,sharedwhiteboards,distance
learning,multi–partygamesanddistributedcomputinguse(or
will use)multicastcommunication.

Futurenetworks will include large numbersof portablede-
vices moving amongwirelesscells. Several of thesedevices
(or receivers)in acell mightbeinterestedin receiving multicast
datasentfrom a local or a remotesender. For efficient utiliza-
tion of thewirelessbandwidthandfor betterperformance,it will
be importantto have multicastcommunicationsupportin these
cells. To distinguishbetweenthe original senderof the multi-
castdataandthenodethatmulticastsdataon thewirelesslink
in a cell, we will refer to the first oneasthe “original sender”
(e.g.,a remotenodemulticastingstockquotes)andthelatteras
the“sender”(e.g.,base-stationof thecell).

In this paperwe focuson multicastin singlechannelmulti–
accesswirelesslocal areanetworks(LANs) comprisingseveral
smallcells. In suchasystem,areceivercannotcorrectlyreceive
a packet if two or morepacketsaresentto it at thesametime,� This author’s work wassupportedby ARPA undercontractN6601-97-C-
8513.

becausethepackets“collide.” Therefore,onehasto ensurethat
only onenodesendsat a time. We look at two importantis-
sues.First,weconsidertheproblemof thesenderacquiringthe
multi–accesschannelfor multicasttransmission.Second,for
reliablemulticastin eachcell of thewirelessLAN, weexamine
ARQ–basedapproaches.Thesecondissueis importantbecause
thewirelesslink errorratescanbeveryhigh. Whentheoriginal
sendermulticastsdatato a large numberof wirelessreceivers
which might be far away from it, recovery from wirelesslink
errorsexclusively from theoriginal senderwill behighly inef-
ficient. Instead,local errorrecovery from thesender, thebase–
station,on thewirelesslink, will helpin increasingthroughput,
reducingdelayandbandwidthconsumption.

Acquiring the sharedchannelfor transmissionin a cell in-
volvessendinga requestandgettinga positive feedbackfrom
therecipient.This workswell for unicastbut cannotbesimply
extendedto multicast.This is becauseanuncontrolledfeedback
fromseveralgroupmemberswill resultin afeedbackcollisionat
thesender. Thesameproblemalsoariseswhenasenderexpects
feedbackfrom thereceiversfor ensuringreliablemulticastcom-
munication.Again,uncontrolledacknowledgements(ACKs)or
negative acknowledgements(NAKs) from severalgroupmem-
berswill result in a collision at the sender, delayingany error
recoveryandwastingbandwidth.Traditionaldelayedfeedback–
basedprobabilisticmethodscouldbeusedfor reducingthefeed-
backcollision to someextentbut they arenot very efficient ei-
ther.

Wepresentanew approachto overcometheproblemof feed-
back collision in single channelmulti-accesswirelessLANs,
both for the purposeof acquiringthe channelandfor reliabil-
ity. Our approachinvolvestheelectionof oneof the multicast
group members(receivers)as a “leader” or representative for
thepurposeof sendingfeedbackto thesender. To illustrateour
approach,weconsiderthereliabletransmissionof a packet. On
erroneousreceptionof the packet, the leaderdoesnot sendan
acknowledgement,promptinga retransmission.On erroneous
receptionof thepacketatreceiversotherthantheleader, ourap-
proachallows negativeacknowledgementsfrom thesereceivers
to collide with the acknowledgementfrom the leader, thusde-
stroying theacknowledgementandpromptingthesenderto re-
transmitthepacket. TheACKs and/orNAKs aresentimmedi-
atelyafterpacket transmissionis over;sothereis nowaiting in-
volvedasin delayedfeedback–basedmethods,therebyavoiding
wastedchannelbandwidthand improving performance.This
approachcanbeveryeasilyintegratedwith thecurrentwireless
LAN standard(IEEE802.11).

Using analyticalmodels,we analyzethe throughputbehav-
ior of the leader–basedprotocolandtwo otherprotocolswhich
usetraditionaldelayedfeedback–basedprobabilisticmethods.



We demonstratethat the leader–basedprotocolexhibits higher
throughput.Last,we presenta simpleschemefor leaderelec-
tion.

The remainderof this paperis structuredasfollows. In the
next sectionwe examinerelatedwork. In SectionIII, we ex-
aminewhy it is necessaryto make the wirelesslink reliable.
In SectionIV, we describethe problemsetting. We propose
theleader–basedprotocolfor channelaccessanderrorrecovery,
aswell astwo otherprotocolsbasedon traditionalprobabilistic
approachesin SectionV. SectionVI containsour performance
study. In Section VII we discussleaderelection. Conclusions
anddirectionsfor futurework arecontainedin SectionVIII.

I I . RELATED WORK

Multicast is beingrecognizedasanefficient communication
paradigmandisgettingincreasingattentionfromthemobileand
wirelessnetwork’s community. In [15], designsfor efficiently
supportingmulticastfor mobilehostson theInternethave been
presented.In [11], andapproachfor supportinghostmobility
usingIP multicastingasthesolemechanismfor addressingand
routingpacketsto mobilehosthasbeenconsidered.Both these
proposalsfocusonmobility aspectsandareconcernedwith net-
work layerandrouting issues.They do not dealwith error re-
coveryor with multi-accesschannels.

As far as multi-accesswirelessLANs are concerned,most
of the existing work [1], [3], [4], [7] hasfocusseduponpoint-
to-pointunicastcommunication.Theproblemof acquiringthe
sharedchannelfor multicasthasbeenmentionedin [1] but no
solutionhasbeenproposed.Recently, Bharghavan[2] haspro-
posedatoken–basedsolutionfor multicastin multi-accesswire-
lessLANs. Here,thebasestationof a cell in thewirelessLAN
distributestokenstopotentialsendersin thecell. Whenthebase-
stationwishesto multicast,it doesnot give any token to other
membersof the cell for the purposeof acquiringthe channel.
Our work differsfrom Bharghavan’swork in thefollowing sig-
nificant ways. First, we do not give control to any particular
nodefor co–ordinatingtransmissions;ratherall nodesincluding
thebase-stationcontendfor thechannel.Second,in additionto
theproblemof acquiringthechannelwe alsoprovidesolutions
for reliablemulticast.

In [13], it hasbeennotedthat the transmissionof multicast,
asproposedin thecurrentIEEE 802.11standard,is lessrobust
dueto absenceof positiveacknowledgementfor multicast.Our
leader–basedprotocoladdressesthisconcern.

I I I . IMPORTANCE OF RELIABLE WIRELESS L INKS

In this sectionwe discussthe importanceof providing reli-
ablewirelesslinks for multicastcommunication.For the class
of multicastapplicationshaving strictend–to–enddelayrequire-
ments(for example,multimediaconferencing),error recovery
on an end–to–endbasisis not an option becauseit takes too
long. However, link–level errorrecovery operateson a consid-
erablysmallertimescale(assumingthatthequality of thelinks
is not too bad),and is thereforea viable approach. Investing
in link–level error recovery is worthwhile becauseit improves
the quality of the links asseenby the applicationsandconse-
quentlyimprovesthequalityof multimediaapplicationsasseen
by the enduser. For end–to–endreliable multicastcommuni-
cationapplicationssuchasmulticastfile transfer, dissemination
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0

0.5

1

1.5

2

2.5

3

3.5

4

1 10 100 1000 10000

A
ve

ra
ge

 N
um

be
r 

of
 R

et
ra

ns
m

is
si

on
s

�
Number of Wireless Receivers

loss = 1%
loss = 5%

loss = 10%

Fig. 2. Averagenumberof retransmissions.

of stockquotesandsharedwhiteboards,wirelesslink–level re-
liability savestime aswell asbothnetwork andend-systemre-
sources.

To focuson thewirelesslinks, we considera loss–freewired
network (seeFigure1) andassumethat lossestake placeonly
on the wirelesslinks. Figure2 shows the averagenumberof
retransmissionsrequiredfor correctreceptionof a packet from
anoriginal senderasa functionof thenumberof receivers.The
lossprobabilitiesshown in Figure2 arefor individual wireless
links. The numberof retransmissionsplottedon the y–axis is
obtainedby usingtheexpressionsderived in [12]. We seethat
asthenumberof wirelessreceiversthatusea reliablemulticast
applicationgrows,thenumberof retransmissionsalsoincreases.
Theincreaseis morefor higherlossprobabilities.

The needfor additional transmissionsdue to errors in the
wirelesslinks putsunnecessaryprocessingburdenon the orig-
inal sender. Theseadditionaltransmissionsgo over the entire
wired multicasttreeandalsothe wirelesslinks, wastingband-
width andalsoleadingto processingof unwantedredundantre-
transmissionsat thosereceivers([9]) which might have already
received the packet. If the base-stationswere to take the re-
sponsibilityof supplyingretransmissionsratherthanthe origi-
nal sender, thenthe load of supplyingretransmissiongetsdis-
tributedacrossbase-stations.Eachbase–stationneedsto supply
only a few retransmissions(this is thecasewhenthereareonly
a smallnumberof wirelessreceiversin Figure2) which arere-
strictedonly within theareacontrolledby thebase–station.

In summary, theimpactof recovery from wirelesslink errors
only from theoriginalsenderis muchmoreseverefor multicast
applications. Error recovery donefrom base–stations,which
are upstreamand closestto the point of wireless–linklosses,
is muchmoreefficient.

Eventhoughthewirelesslink–level error recovery is impor-
tant, we note that if the link–level error recovery is achieved
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Fig. 3. Top view of the system,showing bases,terminals,thesharedwireless
channelin eachcell andthewired interconnectionbetweenbases.

throughdata link layer protocolsthen it is possiblethat this
recovery processmight interferewith recovery processat the
transportlevel, asmentionedin [5]. This interferencecouldbe
reducedif thedelayin link layer recovery is small. Henceone
of the goalsof any link layererror recovery schemeshouldbe
to keepthedelayminimal.

IV. PROBLEM SETTING

We considermulticastcommunicationin a microcell–based
wirelessnetwork supportingmobileterminals(Figure3). Each
microcell (henceforthcalled “cell”) is administeredby a base
stationlocatedat the centerof the cell. The basestationcom-
municateswith a group of mobile terminals,also called “re-
ceivers,” over thesharedwirelesschannel.All communication
is eitherdirectedtowardsthebasestation(terminal–to–base)or
directedaway from thebasestation(base–to–terminalor base–
to–terminalsin thecaseof multicasting/broadcasting).

Time is measuredin termsof a basicunit called the “slot.”
Thus,time evolvesin discretesteps:1stslot, 2ndslot, . . . , �����
slot, andso on. Systemevents,like transmission/receptionof
a packet, occurat integer–valuedslot times. It is importantto
ensurethatall theentitiesin acell — thebaseandtheterminals
— identify thebeginningsandendsof slotsunambiguouslyand
simultaneously. This is theproblemof synchronizationand,for
thepurposesof this paper, we assumethatperfectsynchroniza-
tion is achieved.

Therearesignificantdifferencesbetweenthewiredandwire-
lessLAN transmissionmedia,whichmake it impossibleto port
traditionalwired–LAN MAC strategieslikeCSMA/CDto wire-
lessLANs. In a multi–accesswirelessLAN, collisiondetection
is not practical. This is becausethe dynamicrangeof the sig-
nalson themediumis very large,so thata transmittingstation
cannoteffectivelydistinguishincomingweaksignalsfrom noise
andtheeffectsof its own transmission[14]. In orderto prevent
lossof bandwidthdueto finding out abouta collision (possibly
dueto anACK/NAK) aftertheentirepackethasbeentransmit-
ted, a transmitterneedsunambiguousandconclusive evidence
that it hasacquiredthechannelbeforestartingtransmission.In
thewirelesscontext, thisevidencecanbeprovidedby meansof
a handshakingmechanismimplementedusingshortfixed–size
signalingpackets: Request–to–Send(RTS) andClear–to–Send
(CTS)[7], [8].

Wenow briefly describetheRTS–CTSmechanismfor unicast

transmission.Whena baseor a terminalwishesto transmit,it
sendsanRTS packet to the intendedrecipient;this RTS packet
containsthelengthof theproposedtransmission.If therecipient
hearstheRTS, it repliesimmediatelywith a CTS;theCTSalso
containsthe length of the imminent datatransmission.Upon
hearingtheCTS,theinitiator goesaheadwith thetransmission.
Any terminaloverhearinganRTS defersall transmissionfor an
interval sufficient for theassociatedCTS to besentandheard.
Any terminaloverhearingthe CTS defersfor the lengthof the
oncomingdatatransmission.After a datapacket is received,
therecipientprovideslink–levelARQ feedback,by meansof an
ACK.

The RTS–CTSmechanismalsohelpsin combatingthe hid-
denterminalproblem[7]. Whena transmitteraboutto transmit
sensesnocarrierin its vicinity, it cannotconcludethattheshared
channelis unused,becauseanothertransmitterhiddenfrom it
maybetransmittingat that instant.With theRTS–CTSmecha-
nism,thehiddenterminalscanheartheCTSanddeferusingthe
channel.In thispaperweconsiderthatall terminalsin acell are
within therangeof oneanotherandthebasestation.All termi-
nalshave a consistentview of what is goingon in thecell and
that thereareno hiddenterminals.A discussionon the impact
of hiddenterminalson our work andthe meansto dealwith it
canbefoundin [10].

TheIEEE 802.11MediaAccessControlstandardusesRTS–
CTSexchange.It is importantthattheRTS–CTScontrolstruc-
tureberetainedwhenmulticastfunctionalityis overlaid.Conse-
quently, whenaddingmulticastfunctionality, wedevisewaysof
extendingtheaccesscontrolmechanismratherthanmodifying
its basicstructure.

While the RTS–CTSmechanism,describedabove, for co–
ordinatingaccessto thechannelandsupplyinglink–level ARQ
feedbackworks well enoughfor unicasttransmissions,it runs
into problemsstraightaway in thecontext of multicasting.With
the above protocol,eachof the membersin a multicastgroup
would respondwith a CTS to a multicast–RTS from the base,
leadingto a CTScollisionat thebase.A similar collisionprob-
lem canalsobeexpectedwith respectto thefeedback(ACK or
NAK) providedby thelink–level ARQ mechanism.

Standardprobabilisticapproachescanbe usedto tackle the
CTScollision problem.In the“delayedfeedback”scheme,ter-
minalshearinga multicast–RTS senda CTSwith a randomde-
lay, hoping to avoid a CTS collision. Another possibility is
the“probabilisticfeedback”scheme,whereeachreceiversends
a CTS immediately, but only with a certainprobability. We
will alsoconsiderprotocolsbasedon theseideas.To tacklethe
ACK/NAK collision problem,a contention–basedapproachis
possible,wherereceiverscontendfor thechannelto sendfeed-
back. However, the probabilisticand contention–basedapp-
roachessuffer from problemsof their own, aswill be seenin
subsequentsections.This motivatesusto developa new proto-
col, that is leader–based,thataddressesthesespecificproblems
satisfactorily.

V. PROTOCOLS

We now proposethreegenericprotocols,one leader–based
andtwo thatarebasedon randomtimersandprobabilisticmea-
sures,for reliablemulticastover a multi–accesswirelessLAN.
All theseprotocolsare for a single sender, the base–station,



sendingreliably to a groupof receiverswithin a cell. We as-
sumethat	 thebasicsupportfor link level multicast,suchaslink
level multicastaddress,is availableat boththebase-stationand
thereceivers.Thereceiverswhichsubscribeto themulticastad-
dressaresaidto belongto themulticastgroupcorrespondingto
themulticastaddress.

A. Leader–BasedProtocol

We now presentour leader–basedprotocolfor reliablemul-
ticastover a multi-accesswirelessLAN. This protocolassumes
thatoneof thereceiversof themulticasthasbeenchosento be
a leaderfor thepurposeof supplyingCTSandACK in response
to RTS anddatapackets(of length 
 , say),respectively. We will
discusstheleaderelectionprocessseparatelyin Section7. The
leader–basederror recovery protocol,termedLBP, is specified
asfollows:

[A] Base�� Receivers(Slot1)
Sendmulticast–RTS.

[B] Receivers �� Base(Slot2)
Leader: if readyto receivedata,sendCTS.

if not readyto receivedata(e.g.,dueto insufficient
buffers),donothing.

Others: if readyto receivedata,donothing.
if not readyto receivedata,sendNCTS(NotClear
to Send)1.

[C] Base�� Receivers(Slot3)
If a CTSwasheardin slot2, startmulticasttransmission.
If noCTSwasheardin slot2, backoff andgo to StepA.

Thenext stepis executedonly whenmulticasttransmissionoc-
cursin StepC.

[D] Receivers �� Base(Slot ��
������ )
Leader: if packet receivedwithouterror, sendACK.

if in error, sendNAK.
Others: if packet receivedwithouterror, donothing.

if in error, sendNAK.

LBP usesbothACKs andNAKs from receiversasfeedback
to the sender. It makesan interestinguseof collisionsassoci-
atedwith the multi–accesschannel. It allows collision of an
ACK with oneor moreNAKs to ensurethatthesenderdoesnot
get a positive feedbackif oneor moregroupmembersreceive
erroneoustransmission.

Thenext two subsectionsdescribetheothertwo protocolsthat
donotassumethepresenceof any leader. Weproposethesepro-
tocols mainly for comparisonpurposes.Both theseprotocols
incorporateonly negative acknowledgementbasederror recov-
ery andaresimilar in principle to the error recovery protocols
proposedfor wirednetworks.

B. DelayedFeedback–BasedProtocol

In the delayedfeedback–basedprotocol, the CTS collisions
aresoughtto be avoidedusinga randomtimer. This protocol,
termedDBP, is specifiedasfollows:

[A] Base�� Receivers�
Note that a versionof LBP without NCTS is perfectlypossible;however,

incorporatingNCTSprovidesrichersemantics.

1. Sendmulticast–RTS.
2. Starta timer (timeoutperiod � ), expectingto heara

CTSbeforethetimerexpires.

[B] Receivers �� Base
1. On hearingRTS,starttimerwith aninitial valuechosen

randomlyfrom � 1,2,.. . , ��� .
2. Decrementtimerby 1 in eachslot.
3. If a CTSis heardbeforetimerexpires,freezetimer (CTS

suppression).
If noCTSis heardbeforetimerexpires,sendCTS.

[C] Base�� Receivers
If noCTSis heardwithin � , backoff andgo to StepA.
If a CTSis heardwithin � (ata randomtime),startdata
transmission.
After finishingtransmission,prepareto transmitnext
packetandgo to StepA (nowaiting for feedback).

Thenext stepis executedonly whenmulticasttransmissionoc-
cursin StepC.

[D] Receivers �� Base
If packet receivedwithouterror, donothing.
If in error, contendfor thechannelto sendNAK.

C. ProbabilisticFeedback–BasedProtocol

The probabilistic feedback–basedprotocol, termedPBP, is
similar to DBP with oneimportantdifference.In PBP, instead
of waiting for arandomnumberof timeslotsto sendaCTS,the
groupmemberssendout a CTS in the slot following the RTS
( �������! ), with a certainprobability. This probability is
chosenbasedon thenumberof groupmembers.As in thecase
of LBP, thereceiversin PBPcouldsendNCTSwith probability
1 if they arenot ready.

D. Discussion

We now presenta qualitative discussionsof the threeproto-
colsdescribedabove. In comparisonto LBP, a successfulRTS–
CTS exchangewould take longer in both DBP andPBP. This
is becauseDBP and PBP have to deal with the possibility of
CTS collisions. DBP delaysfeedbackto reducethe possibil-
ity of collision. PBPdoesnot delay feedbackbut might have
to gothroughseveralroundsof RTS–CTSexchangedueto CTS
collisionor dueto receiversnotsendingany CTSatall. Thisad-
ditionaldelayandfailedexchangesreducechannelutilization.

As DBP andPBPareNAK–based,the link level buffer re-
quirementsin DBPatthebase-stationaswell asthereceiversare
higher. At thebase-station,a packethasto bekeptfor longerto
ensurethatmostof theretransmissionrequestscanbeserviced.
At areceiver, morebufferwill berequiredtobufferout–of–order
packetssothatupperlayersgetordereddelivery. Anotherprob-
lem with DBP and PBP is the choiceof right parametersfor
waiting timesandprobabilityof sendingfeedback.This choice
is dependentuponthe numberof groupmembers.The group
membersarenot likely to have anestimateof thegroupsize. It
is possiblefor thesenderto do this estimationandsendout the
right parameterswith theRTS to save themfrom implementing
complex estimationmechanisms.

In all the threeprotocols,we have not consideredthe case
wheretheRTSis receivedonly by somebut notall groupmem-
bers.In thiscaseit is possiblethattheRTS–CTSexchangewill



go throughandthesenderwill successfullytransmitthepacket
whichmightnotbereceivedby thereceiversthatdid notreceive
theRTS.Weleavetherecoveryof thesepacketsto theupperlay-
ers.If controlpacketsarenot lost,LBP guaranteesin–sequence
delivery, whichDBPandPBPcannot.

A flexible flow control featureis built into LBP andPBPby
meansof NCTS. This is flexible becauseit allows prevention
of datatransmissionevenif onereceiver is not ready. DBP can
try to do this (by refusingto sendCTS or by sendingNCTS)
but havenoguaranteeof success,becausesomebodyelse’sCTS
mayinitiate transmission.

VI . PERFORMANCE STUDY

In this section,we comparethe performancesof LBP, DBP
andPBP. We considera scenariowheremulticasttraffic is the
only traffic presentin the cell. We also assumethat control
packets(e.g.,RTS, CTS, ACK, NAK) arenever lost. Time is
measuredthroughoutin termsof abasicunit calledthe“slot.”

The basic criterion usedfor studying the performancesof
LBP, DBP andPBPis the mean“channelholding time” asso-
ciatedwith a taggeddatapacket (alsoreferredto asthe “cost”
correspondingto thatpacket). This is a naturalcriterionto use
becausethe reciprocalof the meanchannelholding time pro-
vides a measureof throughput. The channelholding time is
obtainedby summingup thetime, to accessthechannelandto
actually transmitdataor feedback,associatedwith successful
transmissionof thetaggeddatapacket to all groupmembers.

We considertheidealizedcaseof theerror–freechannelfirst.
This is evidently in favor of DBP and PBP, sinceno retrans-
missionsarenecessary. Wederiveanalyticalexpressionsfor the
meanaccessperiodsunderDBPandPBP. In thesubsequentsec-
tion, thatconsidersa lossychannel,we derivea lower boundto
themeanchannelholdingtimeunderDBP. This lowerboundis
valid for a completelygenerallossmodel.

A. Error–freechannel

A.1 Performanceof DBP

In DBP, a receiver hearinga multicast–RTS from the base
startsa timer with a valuechosenat random(uniformly) from
theset � 1,2,. . . , ��� . We assumethatthevalue � is madeavail-
able to the receiversby the base;for example,it may be car-
ried in a field in theRTS packet. Thereceiver whosetimer ex-
piressendsaCTS.UponhearingtheCTS,otherreceiverswhose
timershave not yet expired suppresstheir own CTSs. A CTS
collision occursif two or morereceivershappento choosethe
sameinitial valuefor their timers.

SincethereceiverssendtheCTSaftera delay, thebasemust
wait for sometime to heartheCTS.This is thebase’s timeout
periodof � slots. If a basedoesnot heara CTS within time� , it assumestherewasa collision,andtriesagain.We choose�#"$� . This is becauseif � is large, then a lot of time is
wastedbeforethebasetimesout. Ontheotherhand,choosinga
moderatelylarge � helpsin avoidinga CTScollisionwithin � .

Probabilityof receiving a CTS

The first questionthat arisesin this scenariois: given the
numberof receivers % , � and � , what is the probability that
thebasehearsa CTSwithin time � ? Let this probabilitybede-
notedby &' . &' canbe expressedasfollows (see[10] for the
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derivation): &'/� % � 01 2 354 6 �7�98� :<;>= 4 (1)

In Figure4, we show how & ' varieswith � , when % and �
areheldfixed. In all caseswe find that & ' first increases,hits a
peakandthendecreasesas � is increased.When � is small,the
chancesof CTScollisionincrease.When � is large,thechances
of noreceiversendingaCTSwithin thetimeoutperiod � goup.
Thebestvaluesof & ' arethereforefoundin themiddle.

Averagelengthof theaccessperiod

In DBP, aftersendingoutamulticast–RTS,thebasewaitsfor
the timeoutperiod � to heara CTS.If no CTSis heardwithin� , thebasebacksoff andrestartsthewholeprocessby sending
out a multicast–RTS again.Theback–off featureis intendedto
resolve contentionfor the channel;i.e., it is intendedto come
into playwhentheRTSssentoutby thecontenderscollide. The
failureto hearaCTSis interpretedby thebaseascontentionfor
thechannelamongsenders.

However, in DBP, thelackof aCTScanbecausedsimplyby
colliding CTSs,evenwhenthereis absolutelynocontentionfor
thechannel.So,a CTScollisioncausesthebaseto unnecessar-
ily backoff. Thiswill clearlyincreasetheaveragelengthof the
accessperiod.

In orderto createa situationfavorableto DBP, we make the
following assumption:
AssumptionS: If no CTSis heard within the timeoutperiod � ,
thebasedoesnotback off.
Underthis condition,we askthequestion:on theaverage,how
longdoesthebasespendin theaccessperiod?

Let �<?A@CBD betherandomvariablerepresentingthetotal time
spentby thebasein theaccessperiod,measuredfrom theinstant
whenit is readyto sendthefirst RTS. We assumethat it takes
1 slot to transmitthe RTS or any othercontrol packet. Let E
denotethe event that the basehearsa CTS within � slots of
sendingthe first RTS, and E denotethecomplementaryevent.
Thenwehave� ?A@CBD �GF  H�JI if E occurs�K H�L�>�M�ON D if E doesnotoccur,



whereIQPR� is the(random)time at which theCTSis heardifE occurs,and, N D is the time spentin the accessperiodafter
thefirst timeout.

Now thedistribution of N D is thesameasthedistribution of�<?A@CBD , i.e., N D7S�T� ?A@CBD U
whereV S�RW denotesthatrandomvariablesV and W areequal
in distribution. Noting thatProb(E ) �J&�' , weobtainX �Y� ?A@CBD �A� X �YI[Z\E/�]� �K ��^&'_�& ' ���  & ' (2)

In Figure 5, we presentsomeexamplesof how
X �Y� ?`@5BD �

varieswith the parameters� and � . The numberof receivers% is chosento be30. For a fixed � ,
X �Y�>?A@5BD � first decreases,

reachesa minimumandthenincreasesagainas � is increased.
This is because

X ���<?A@CBD � is highwhen&' is low andviceversa
(Equation2), andFigure4 shows that &' is low at theextremes
of � andhigh in between.

A.2 Performanceof PBP

Next we considerprotocol PBP. In this case,after hearing
themulticast–RTS,a receiver sendsa CTSin thenext slot with
probability & . Thebasewaits for 1 slot after sendingtheRTS.
If exactly1 memberhappenedto reply thentheaccessperiodis
complete.If thebasedoesnot heara CTSthenit hasto restart
theprocessby sendingthemulticast–RTSagain.

So,theminimumtime spentin theaccessperiodis 2 slots,1
to sendtheRTSand1 to heartheCTS.Let &�a betheprobability
thattheaccessperiodlasts2 slots.Clearly,&a��b%c&5�d ��e&�� ;>= 4
UnderAssumptionS, thenumberof attemptsnecessaryfor the
accessperiodto be completeis geometricallydistributedwith
parameter&�a . Hencethemeantime spentin theaccessperiod,X ���<BM@CBD � , is givenby f�Zg&�a . To minimizethis time,we choose& sothat &�a is maximized;this is achievedfor &h�i jZk% , giving
thefollowing expressionfor themeantime:X �Y� B]@5BD �`� fl  �� 4; m ;>= 4 (3)

Thevalue % canbetransmittedto thereceiversfrom thebasein
a field of theRTSpacket, for example.

A.3 Comparisonof DBP andPBP

Fig 5 alsoshows themeantimespentin theaccessphaseun-
der DBP andPBP(Equations2 and3). UnderPBP, the value
of % determinesthemeantime,while underDBP, wehave two
additionalparameters,� and � , that mustbe assignedvalues.
Weseethat,with appropriatevaluesfor � and � , DBPcanhave
a shortermeanaccessperiodthanPBP. Therefore,in therestof
thepaper, weabandonPBPandconsiderDBPonly.

A.4 CostunderDBPversusCostunderLBP

ConsiderDBP. Whenthechannelis error–free,no NAKs are
necessarybecausenopacket is receivedin error. Then,asample
path of eventson the channelmay look like Fig 6: The base
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Fig. 6. Eventson theerror–freechannel;DBP.

transmitsa multicast–RTS (time taken: 1 slot) andthenwaits
for the timeoutperiod � to heara CTS.After possiblyseveral
attempts,thebasehearstheCTSandtransmitsthepacket.

We focuson a taggedpacket andconsiderthemeantime re-
quired to transmitthe packet, including the time spentin the
accessperiod.We considerthis time to bethe“cost” associated
with the taggedpacket. The cost to transmita packet givesa
measureof the efficiency of the protocol. Let the datapacket
transmissiontime be t slots. Then, from Figure 6, we find
that thecostof a packet underDBP is:

X �Y�<?A@CBD �u�Rt , whereX ���<?A@CBD � is obtainedfrom Equation2.
On theotherhand,considertheeventson thechannelunder

LBP, shown in Figure7. Here,apackettransmissionis preceded
by 2 slots: 1 for the multicast–RTS, immediatelyfollowed by
the CTS. In addition,a packet transmissionis followed by an
ACK packet which also occupies1 slot. Thus, the cost of a
packet transmissionunderLBP is: ��tv�R�_� . So,a comparison
of packet transmissioncostsbetweenLBP andDBP reducesto
finding thebestvaluesof

X ���<?A@CBD � . Assumingthatit takes20
slotsto transmita datapacket ( tv�bf\w ), wearriveatTableI.

FromTableI, it is clearthattheperformanceof LBP is better
thanthebestperformanceachievablewith DBP.

B. Lossychannel

Whenthechannelis lossy, packetsarereceived in errorand
retransmissionsarerequired.Sincedatapacketsareusuallyap-
preciablylarger thancontrolpacketslike RTS, CTS,ACK etc,
theprobabilityof a datapacketbeingin error is largerthanthat
for controlpackets.Weassumethatthecontrolpacketsarenever
lost. xxxyyy zzz{{{|�|�|�|�|�|�|�|�|�|�||�|�|�|�|�|�|�|�|�|�||�|�|�|�|�|�|�|�|�|�|}�}�}�}�}�}�}�}�}�}�}}�}�}�}�}�}�}�}�}�}�}}�}�}�}�}�}�}�}�}�}�} ~�~�~�~�~�~�~�~�~�~�~�~~�~�~�~�~�~�~�~�~�~�~�~~�~�~�~�~�~�~�~�~�~�~�~���������������������������������������������������������������������
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Fig. 7. Eventson theerror–freechannel;protocolLBP.



% Best � U � DBP LBP %
Min cost Cost gain

2 2,3 23.83 23 3.50
5 2,7 24.58 23 6.41

10 2,13 24.82 23 7.89
20 2,26 24.94 23 7.79
30 2,38 24.98 23 7.94
40 2,51 25.00 23 8.01
50 2,64 25.02 23 8.06

TABLE I

COMPARISON OF PACKET TRANSMISSION COSTS UNDER DBP AND LBP;�����h�k���
.

���� �u�u�u�u�u�u�u�u�u�u��u�u�u�u�u�u�u�u�u�u��u�u�u�u�u�u�u�u�u�u��u�u�u�u�u�u�u�u�u�u� �u��u��u��u����� �� �u��u��u��u�����1 1 1 1 1τ

RRRTS CTS RTS CTS CTSRTS RR

Random Random Random

Packet

Fig. 8. Eventson thelossychannel;DBP(RR= repeat–request)

Considerthebehavior of DBP. After adatapacketis transmit-
ted,thebaseandthereceiversstartcontendingfor thechannel.
Thereceiversthatarecontendingneedto recover a packet that
hadbeenreceived in error earlier. The basetries to accessthe
channelto transmitthe next datapacket. Underthesecircum-
stances,a samplepathof eventson thechannelmay look asin
Figure8. On this samplepath,a packet transmissionfrom the
baseis followedby two repeat–requesttransmissionsfrom the
receivers. Thedottedportionrepresentsthetime intervalsover
which thebaseandthereceiverswerecontendingfor thechan-
nel.

Wenotethatthenumberof receiverscontendingfor thechan-
nel now variesrandomly, dependingon the pasthistory of the
samplepath. Thus,ananalyticalexpressionfor thecostunder
DBP cannotbe obtainedin a simpleway. However, to show
thatLBP performsbetterthanDBP, wefirst find a lower bound
of thecostunderDBP. Thenwe show numericallythatthecost
underLBP is lessthanthis lowerbound.

B.1 A GeneralLowerBoundof thecostunderDBP

ConsiderFigure8 again. Let the randominterval beforethe
transmissionof thepacket bedenotedby V . Now theaverage
of V ,

X ��V9� , cannotbelessthan
X �Y�>?A@5BD � , because

X �Y�<?`@5BD �
is theaveragelengthof theaccessphaseunderthebestcircum-
stancesfor DBP: �Y8K� no receivercontendingfor thechanneland�Y8�8K� no backingoff for the base. Thus,

X ��V9��� X �Y� ?A@CBD � .
Also, the time interval immediatelyprecedinga repeat–request
transmittedby a receiver is at least2 slotslong: 1 slot for the
unicastRTS from the receiver and1 slot for the CTSfrom the
base.

Let � Dk� betheaveragenumberof timesthata packet hasto
betransmittedbeforeall receiversgetit error–free.Then,under
DBP, thecostassociatedwith a taggedpacket is lowerbounded
by: � Dk� � X ��� ?A@CBD �]��t��5�T��� Dk� �� ��������Of+� U (4)

where � is thesizeof therepeat–requestpacket transmittedby

the receivers,and �Y� Dk� �v �� is the averagenumberof repeat–
requestssent,assumingperfectrepeat–requestsuppression.

We notethattheaboveargumentholdsfor a completelygen-
eral lossmodel.Thevalueof � Dk� will bedifferentfor different
lossmodels.

B.2 LowerBoundof CostunderDBP versusCostunderLBP

UnderLBP, however, thecostassociatedwith ataggedpacket
is givensimplyby: � Dk� � t¡������¢ (5)

Now thevalueof � X �Y� ?A@5BD �C��t�� in expression4 dependson
the parameters� and � usedin DBP. However, the minimum
valueof � X ��� ?A@CBD �]��t�� is alreadyavailablein thefourthcol-
umnof TableI (“Min cost(DBP)”). FromTableI, we observe
that2 � X �Y� ?A@CBD �]�Ot��£�v� tR�L�_�k¢
Now from expressions4 and5, andthe fact that � Dk� �¤ , we
find that the cost of a packet transmissionunderLBP is less
thaneventhelowerboundof thecostunderDBP, for aperfectly
generallossmodel.

To obtainan ideaof the minimumimprovementthat canbe
expected,weconsidera simplelossmodelin which lossesseen
by receiversareindependent.Theaveragenumberof transmis-
sionsrequiredto ensurethatall receiversreceive a packet, � D�� ,
for this simplelossmodelcanbe be found in [12]. Using the
expressionsfrom [12] andsetting t¥�bf+w and �¦�� , wecom-
parethe costunderLBP with the lower boundunderDBP in
TableII. Theimpactof spatialandtemporalcorrelationin loss
canbefoundin [10].

Loss Min Cost Cost Min % Gain
Prob % � Dk� DBP LBP LBP/DBP

10 1.43 36.69 32.82 10.55
20 1.69 44.31 38.94 12.11

0.05 30 1.86 49.10 42.83 12.79
40 1.97 52.22 45.36 13.15
50 2.05 54.35 47.08 13.38
10 1.76 45.90 40.43 11.91
20 2.08 55.20 47.91 13.21

0.10 30 2.25 59.99 51.77 13.70
40 2.36 63.09 54.28 13.96
50 2.44 65.47 56.21 14.14

TABLE II

COST UNDER LBP COMPARED WITH THE lowerboundOF THE COST UNDER

DBP;
�^�h�k�

, § �9¨ .
The performancestudyin this sectionwasmotivatedby the

desiretocompareDBPandPBP, thatutilizestandardprobabilis-
tic approachesto mitigatetheCTSandACK collisionproblems,
and LBP that makes useof a leaderto tackle theseproblems
in a novel manner. The protocolswere comparedin a situa-
tion wheremulticasttraffic is theonly traffic presentin thecell.
From the columns“Cost underLBP” in TablesI and II, it is
clear that the throughputunderLBP is higher than that under
DBP(werecallthatthethroughputis thereciprocalof thecost).©

This is yet to beformally proved.



Group Link–level Address
Number of Leaderª 4 «¬4ª� « 

. . . . . .ª 2 ®

. . . . . .ª°¯ ®
TABLE III

GROUP–LEADER TABLE MAINITAINED AT THE BASE.

Being basedon the probabilisticapproach,DBP andPBPend
upwastingchannelbandwidthin trying to co–ordinateaccessto
thechannel.On theotherhand,LBP providesefficientmedium
accessandcomprehensivelyoutperformstheotherprotocols.

VI I . LEADER ELECTION

In thissection,wediscusstheleaderelectionprocess.Weas-
sumethatuponjoining or leaving a group,a terminalsendsex-
plicit link–level join–groupor leave–groupmessagesto its base
station.

Let ±¥�¤� ª 4 U ª� U ¢�¢�¢ U ª°¯ � be the setof possiblegroupsto
whichaterminalmaysubscribe.Thebasestationmaintainsata-
ble containingeachgroupandthecorrespondingleader(if any)
as in Table III. A

®
in the “Address”columnmeansthat the

correspondinggrouphasno leader. Whenthebasestartsup,the
entire“Address”columncontains

®
’s.

Whena terminal � sendsa link–level join–groupmessageto
join group

ª 2
(say),thebasechecksthetableto find outif groupª 2

alreadyhasa leader. If it does,and � itself is not theleader,
thebasereplieswith themessagethat � will beanon–leaderfor
group

ª 2
. If group

ª 2
doesnot have a leaderalready, thenthe

basereplieswith themessagethat � will bea leaderfor groupª 2
.
Whena terminal � sendsa link–level leave–groupmessage

to leave group
ª 2

(say),thebasechecksthetableto seeif � is
theleaderof group

ª 2
. If � is nottheleader, thebasedoesnoth-

ing. If � is the leader, the baseerasestheentry in thecolumn
correspondingto

ª 2
. In otherwords,we now have a

®
in the

columncorrespondingto
ª 2

.
However, a difficulty arisesif the leave–groupmessagesent

by the leaderleaving group
ª 2

is not heardat the basestation
for somereason.Then,thebasewrongly believesthat

ª 2
hasa

leadereventhoughthe leaderhasalreadysignedoff. In sucha
case,whenthebasesendsout a multicast–RTS for group

ª 2
, it

will hearno CTS.After severalunsuccessfulattempts,thebase
will erasethe leaderentry correspondingto

ª 2
, andstop for-

wardingpacketsaddressedto thisgroup.If thereareothergroup
membersthatarestill interestedin

ª 2
, they will eventuallytime

outandstarttheprocessof subscribingto group
ª 2

afresh.
Wenotethatit is possibleto reducetheamountof controltraf-

fic flow for leaderelectionpurposeswhena higherlayergroup
managementprotocollike the IGMP (InternetGroupManage-
mentProtocol,[6]) is runningabovethelink layer. In this case,
explicit link–level join–groupmessagesmaybesuppressed,and
leaderelectioncarriedoutby “snooping”IGMP packets.Under

IGMP, receiverssendexplicit IGMP–level join–groupmessages
upon joining a group. Thesejoin–groupmessagesmust pass
throughthebasestation. Hence,it is possiblefor thebasesta-
tion to becomeawareof oneor moregroupmembersin thecell.
Thebase–stationcanthenassignoneof thesemembersthetask
of a leaderby sendinga messageto thismember.

VI I I . CONCLUSION

In this paperwe proposeda new approachfor reliablemulti-
castin a multi–access,cell–basedwirelessLAN. Our approach
addressedtwo importantissues,oneof acquiringthe wireless
multi–accesschannelfor multicastandtheotherof errorrecov-
ery for reliability.

We proposeda leader–basedprotocolthatdeliberatelyallows
responsesfrom the leaderandothermembersto possiblycol-
lide. We showed how the collision event itself canbe usedto
convey retransmissionrequests.

The leader–basedprotocolprovidesvery efficient solutions
to the CTS andACK/NAK collision problems. In addition, it
is very simpleto implementandcanbe integratedeasilywith
the currentwirelessLAN standard(IEEE 802.11). Compari-
son with traditionaldelayedfeedback–basedand probabilistic
protocolsshowedthesuperiorperformanceof theleader–based
protocol.Simplemechanismsfor leaderelectionwerealsodis-
cussed.An emulationof the leader–basedprotocolis currently
underconsideration.
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