ReliableMulticastin Multi—acces3NirelessLANS

Joy Kuri
Centerfor ElectronicDesignand Technology
IndianInstituteof Science
Bangalore|ndia 500012
{kuri@cedt.iisc.ernet.in

Abstiact—Multicast is an efficient paradigm for transmitting data from
a senderto a group of recevers. In this paper, we focus on multicast in
singlechannelmulti—accesswir elesdocal areanetworks (LANS) comprising
several small cells. In sucha system,a recever cannot correctly receve a
packet if two or more packets are sentto it at the sametime, becausethe
packets“collide.” Therefore, onehasto ensure that only onenodesendsat
atime. Welook at two important issues.First, we considerthe problem of
the senderacquiring the multi-accesschannelfor multicast transmission.
Second for reliable multicast in eachcell of the wirelessLAN, we examine
ARQ-basedapproaches.The secondssueis important becausehe wir eless
link error rates canbevery high.

We presenta new approachto overcomethe problem of feedbackcolli-
sionin single channelmulti—accesswir elessLANs, both for the purposeof
acquiring the channeland for reliability. Our approachinvolvesthe election
of one of the multicast group members(recevers) asa “leader” or repre-
sentative for the purposeof sendingfeedbackto the sender For reliable
multicast, on erroneousreceptionof a packet, the leader doesnot sendan
acknowledgement,prompting a retransmission.On erroneousr eceptionof
the packet at recevers other than the leader, our protocol allows negative
acknowledgementsfrom theserecevers to collide with the acknowledge-
ment from the leader, thus destroying the acknowledgementand prompting
the senderto retransmit the packet.

Using analytical models,we demonstratethat the leader-basedprotocol
exhibits higher thr oughputin comparisonto two other protocolswhich use
traditional delayed feedback—basegbrobabilistic methods.Last, we present
a simple schemefor leader election.

|. INTRODUCTION

Multicastis an efficient paradigmfor transmittingdatafrom
a sendetto a groupof recevers,alsocalled“group members.
Multicastincurslowernetwork andend-systencostshanbroad-
castto all nodesin the network or unicastto individual group
members.Several applicationsincluding informationdissemi-
nation, multimediaconferencingsharedwhiteboardsdistance
learning, multi—party gamesanddistributed computinguse (or
will use)multicastcommunication.

Futurenetworks will include large numbersof portablede-
vices moving amongwirelesscells. Several of thesedevices
(orrecevers)in acell mightbeinterestedn receving multicast
datasentfrom alocal or a remotesender For efficient utiliza-
tion of thewirelesshandwidthandfor bettemperformanceit will
be importantto have multicastcommunicatiorsupportin these
cells. To distinguishbetweenthe original senderof the multi-
castdataandthe nodethat multicastsdataon the wirelesslink
in a cell, we will referto thefirst oneasthe “original sender”
(e.g.,aremotenodemulticastingstockquotes)andthelatteras
the“sender”(e.g.,base-stationf thecell).

In this paperwe focuson multicastin singlechannelmulti—
acceswirelesslocal areanetworks (LANs) comprisingseveral
smallcells. In sucha systemarecevercannotcorrectlyreceive
a pacletif two or morepacletsaresentto it atthe sametime,

* This authors work was supportecoy ARPA undercontractN6601-97-C-
8513.

SnehaKumarKaseré
ComputerScienceDepartment
Univ. of Massachuset&mherst
Amherst,MA 01002
{kasera@cs.umass.gdu

because¢he paclets“collide.” Thereforepnehasto ensurethat
only one nodesendsat a time. We look at two importantis-
sues First,we considetthe problemof the sendeacquiringthe
multi-acceschannelfor multicasttransmission. Second,for
reliablemulticastin eachcell of thewirelessLAN, we examine
ARQ-basedpproachesThesecondssueis importantbecause
thewirelesslink errorratescanbevery high. Whenthe original
sendemulticastsdatato a large numberof wirelessrecevers
which might be far away from it, recovery from wirelesslink
errorsexclusively from the original sendewill be highly inef-
ficient. Instead]ocal errorrecovery from the senderthe base—
station,on thewirelesslink, will helpin increasinghroughput,
reducingdelayandbandwidthconsumption.

Acquiring the sharedchannelfor transmissiorin a cell in-
volvessendinga requestand getting a positive feedbackfrom
therecipient. This works well for unicastbut cannotbe simply
extendedo multicast.Thisis becaus@nuncontrolledeedback
from severalgroupmembersill resultin afeedbaclcollisionat
thesenderThesameproblemalsoarisesvhenasendeexpects
feedbackrom thereceversfor ensuringeliablemulticastcom-
munication.Again, uncontrolledacknavliedgement$ACKSs) or
negative acknavledgementgNAKs) from several groupmem-
berswill resultin a collision at the senderdelayingary error
recoveryandwastingbandwidth. Traditionaldelayedeedback—
basedrobabilisticmethodsouldbeusedfor reducinghefeed-
backcollision to someextentbut they arenot very efficient ei-
ther

We presentanew approacho overcomethe problemof feed-
back collision in single channelmulti-accesswirelessLANSs,
both for the purposeof acquiringthe channelandfor reliabil-
ity. Our approachnvolvesthe electionof one of the multicast
group memberg(recevers)as a “leader” or representatie for
the purposeof sendingfeedbacko the sender To illustrateour
approachyve considetthereliabletransmissiorof a paclet. On
erroneougeceptionof the paclet, the leaderdoesnot sendan
acknavledgementpromptinga retransmission.On erroneous
receptiorof the pacletatreceversotherthantheleaderourap-
proachallows negative acknaviedgementérom theserecevers
to collide with the acknavledgemenfrom the leader thusde-
stroying the acknavledgementnd promptingthe senderto re-
transmitthe paclet. The ACKs and/orNAKs aresentimmedi-
atelyafterpaclettransmissioris over; sothereis nowaiting in-
volvedasin delayedeedback—baseauethodstherebyavoiding
wastedchannelbandwidthand improving performance. This
approactcanbe very easilyintegratedwith the currentwireless
LAN standardlEEE 802.11).

Using analyticalmodels,we analyzethe throughputbeha-
ior of theleaderbasedprotocolandtwo otherprotocolswhich
usetraditional delayedfeedback—basegrobabilisticmethods.



We demonstrateéhat the leaderbasedprotocol exhibits higher
throughput. Last, we presenta simpleschemdor leaderelec-
tion.

The remainderof this paperis structuredasfollows. In the
next sectionwe examinerelatedwork. In Sectionlll, we ex-
aminewhy it is necessaryo malke the wirelesslink reliable.
In SectionlV, we describethe problemsetting. We propose
theleaderbasedgrotocolfor channebccessnderrorrecovery,
aswell astwo otherprotocolsbasedn traditionalprobabilistic
approachef SectionV. SectionVI containsour performance
study In Section VII we discusdeaderelection. Conclusions
anddirectionsfor futurework arecontainedn SectionVIIl.

Il. RELATED WORK

Multicastis beingrecognizedasan efficient communication
paradigmandis gettingincreasingttentionfrom themobileand
wirelessnetwork’s community In [15], designsfor efficiently
supportingmulticastfor mobile hostson the Internethave been
presented.In [11], andapproachor supportinghost mobility
usinglP multicastingasthe solemechanisnfor addressingnd
routing packetsto mobile hosthasbeenconsideredBoth these
proposaldocuson mobility aspectandareconcernedvith net-
work layerandroutingissues.They do not dealwith errorre-
covery or with multi-accesghannels.

As far as multi-accesswirelessLANs are concernedmost
of the existing work [1], [3], [4], [7] hasfocusseduponpoint-
to-point unicastcommunication.The problemof acquiringthe
sharedchannelfor multicasthasbeenmentionedn [1] but no
solutionhasbeenproposed Recently Bhaghavan[2] haspro-
posedatoken—basedolutionfor multicastin multi-accessvire-
lessLANs. Here,the basestationof acell in thewirelessLAN
distributestokensto potentialsenderén thecell. Whenthebase-
stationwishesto multicast,it doesnot give ary tokento other
membersof the cell for the purposeof acquiringthe channel.
Ourwork differsfrom Bhaighavan’swork in thefollowing sig-
nificant ways. First, we do not give control to ary particular
nodefor co—ordinatingransmissions;atherall nodesncluding
the base-statiowontendfor the channel.Secondjn additionto
the problemof acquiringthe channelwe alsoprovide solutions
for reliablemulticast.

In [13], it hasbeennotedthat the transmissiorof multicast,
asproposedn the currentlEEE 802.11standardijs lessrobust
dueto absenc®f positive acknavledgementor multicast.Our
leaderbasedrotocoladdressethis concern.

I1l. IMPORTANCE OF RELIABLE WIRELESS LINKS

In this sectionwe discussthe importanceof providing reli-
ablewirelesslinks for multicastcommunication.For the class
of multicastapplicationsaving strictend—to—endelayrequire-
ments(for example,multimediaconferencing)error recovery
on an end—to—endasisis not an option becauset takestoo
long. However, link—level errorrecovery operateon a consid-
erablysmallertime scale(assuminghatthe quality of thelinks
is not too bad), andis thereforea viable approach. Investing
in link—level error recovery is worthwhile becauset improves
the quality of the links as seenby the applicationsand conse-
guentlyimprovesthe quality of multimediaapplicationsasseen
by the enduser For end—to—endeliable multicastcommuni-
cationapplicationssuchasmulticastfile transfer dissemination
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of stockquotesandsharedwhiteboardswirelesslink—level re-
liability savestime aswell asboth network andend-systente-
sources.

To focuson the wirelesslinks, we considera loss—freewired
network (seeFigure 1) andassumehat lossestake placeonly
on the wirelesslinks. Figure 2 shavs the averagenumberof
retransmissionsequiredfor correctreceptionof a paclet from
anoriginal sendemsa functionof thenumberof recevers. The
lossprobabilitiesshovn in Figure2 arefor individual wireless
links. The numberof retransmissionglotted on the y—axisis
obtainedby usingthe expressionglerivedin [12]. We seethat
asthe numberof wirelessreceversthatusea reliablemulticast
applicationgrows, thenumberof retransmissionalsoincreases.
Theincreasds morefor higherlossprobabilities.

The needfor additionaltransmissionglue to errorsin the
wirelesslinks putsunnecessarprocessingurdenon the orig-
inal sender Theseadditionaltransmissiongjo over the entire
wired multicasttree andalsothe wirelesslinks, wastingband-
width andalsoleadingto processingf unwantedredundante-
transmissionsit thosereceiers([9]) which might have already
receved the paclet. If the base-stationsvereto take the re-
sponsibility of supplyingretransmissionsatherthanthe origi-
nal senderthenthe load of supplyingretransmissiomgetsdis-
tributedacrosdase-stationdEEachbase—stationeedgo supply
only afew retransmissionghis is the casewhenthereareonly
a smallnumberof wirelessreceversin Figure2) which arere-
strictedonly within the areacontrolledby the base—station.

In summarytheimpactof recovery from wirelesslink errors
only from the original sendetis muchmoreseverefor multicast
applications. Error recovery donefrom base—stationsyihich
are upstreamand closestto the point of wireless—linklosses,
is muchmoreefficient.

Eventhoughthe wirelesslink—level errorrecovery is impor-
tant, we note that if the link—level error recovery is achieved
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Fig. 3. Top view of the system shaving basesterminals,thesharedwireless
channein eachcell andthewired interconnectiotbetweerbases.

through datalink layer protocolsthen it is possiblethat this
recovery processmight interferewith recovery processat the
transportievel, asmentionedn [5]. This interferencecould be
reducedf thedelayin link layerrecoveryis small. Henceone
of the goalsof ary link layer errorrecorery schemeshouldbe
to keepthe delayminimal.

IV. PROBLEM SETTING

We considermulticastcommunicationin a microcell-based
wirelessnetwork supportingmobileterminals(Figure3). Each
microcell (henceforthcalled “cell”) is administeredby a base
stationlocatedat the centerof the cell. The basestationcom-
municateswith a group of mobile terminals,also called “re-
ceivers, over the sharedwirelesschannel.All communication
is eitherdirectedtowardsthe basestation(terminal-to—basejr
directedaway from the basestation(base—to—terminair base—
to—terminalsn the caseof multicasting/broadcasting).

Time is measuredn termsof a basicunit calledthe “slot.”
Thus, time evolvesin discretesteps:1stslot, 2ndslot, ..., nt?
slot, andso on. Systemevents,like transmission/receptioof
a paclet, occurat integervaluedslot times. It is importantto
ensurehatall theentitiesin a cell — thebaseandtheterminals
— identify thebeginningsandendsof slotsunambiguoushand
simultaneouslyThisis the problemof synchronizatiorand,for
the purpose®f this paper we assumehat perfectsynchroniza-
tion is achieved.

Therearesignificantdifferencedetweerthewired andwire-
lessLAN transmissiommedia,which make it impossibleto port
traditionalwired—LAN MAC stratgieslike CSMA/CDto wire-
lessLANSs. In amulti—accessvirelessLAN, collisiondetection
is not practical. This is becausehe dynamicrangeof the sig-
nalson the mediumis very large, sothata transmittingstation
cannoteffectively distinguishincomingweaksignalsfrom noise
andthe effectsof its own transmissiorj14]. In orderto prevent
lossof bandwidthdueto finding out abouta collision (possibly
dueto anACK/NAK) afterthe entirepaclet hasbeentransmit-
ted, a transmittemeedsunambiguousnd conclusve evidence
thatit hasacquiredthe channebeforestartingtransmissionin
thewirelesscontext, this evidencecanbe providedby meansf
a handshakingnechanisnimplementedusing shortfixed—size
signalingpaclets: Request—-to—Sen@RTS) and Clearto—Send
(CTS)[7], [8]-

We now briefly describehe RTS—CTSmechanisnfor unicast

transmission.Whena baseor a terminalwishesto transmit,it
sendsan RTS paclet to theintendedrecipient;this RTS paclet
containghelengthof theproposedransmissionlf therecipient
hearsthe RTS, it repliesimmediatelywith aCTS;the CTSalso
containsthe length of the imminentdatatransmission.Upon
hearingthe CTS, theinitiator goesaheadwith thetransmission.
Any terminaloverhearingan RTS defersall transmissiorfor an
interval sufficient for the associatedC TS to be sentandheard.
Any terminaloverhearinghe CTS defersfor the length of the
oncomingdatatransmission. After a datapaclet is receved,
therecipientprovideslink—level ARQ feedbackpby meansf an
ACK.

The RTS-CTSmechanisnalso helpsin combatingthe hid-
denterminalproblem[7]. Whenatransmitteraboutto transmit
sensesocarrierin its vicinity, it cannotconcludethattheshared
channelis unused becausenothertransmitterhiddenfrom it
may be transmittingat thatinstant. With the RTS—CTSmecha-
nism,thehiddenterminalscanhearthe CTSanddeferusingthe
channelln this papemwe considetthatall terminalsin acell are
within therangeof oneanotherandthe basestation. All termi-
nalshave a consistentview of whatis goingonin thecell and
thatthereareno hiddenterminals. A discussioron the impact
of hiddenterminalson our work andthe meansto dealwith it
canbefoundin [10].

ThelEEE 802.11Media AccessControlstandardisesRT S—
CTSexchangelt is importantthatthe RTS—CTScontrol struc-
tureberetainedvhenmulticastfunctionalityis overlaid. Conse-
guently whenaddingmulticastfunctionality, we devisewaysof
extendingthe accessontrol mechanisnratherthanmodifying
its basicstructure.

While the RTS—-CTSmechanismdescribedabore, for co—
ordinatingaccesgo the channelandsupplyinglink—level ARQ
feedbackworks well enoughfor unicasttransmissionsit runs
into problemsstraightaway in the context of multicasting.With
the above protocol, eachof the membersn a multicastgroup
would respondwith a CTS to a multicast—-R'S from the base,
leadingto a CTScollision atthebase.A similar collision prob-
lem canalsobe expectedwith respecto thefeedback ACK or
NAK) providedby thelink—level ARQ mechanism.

Standardorobabilisticapproachegan be usedto tackle the
CTScollision problem.In the “delayedfeedback’schemeter-
minalshearinga multicast—-H'S senda CTSwith arandomde-
lay, hopingto avoid a CTS collision. Another possibility is
the“probabilisticfeedback’schemewhereeachrecever sends
a CTS immediately but only with a certain probability We
will alsoconsidemprotocolsbasedon theseideas. To tacklethe
ACK/NAK collision problem,a contention—basedpproachs
possible wherereceverscontendfor the channelto sendfeed-
back. However, the probabilisticand contention—basedpp-
roachessuffer from problemsof their own, aswill be seenin
subsequentections.This motivatesusto developa new proto-
col, thatis leaderbasedthataddressethesespecificproblems
satishctorily.

V. PrROTOCOLS

We now proposethree genericprotocols,one leaderbased
andtwo thatarebasedn randomtimersandprobabilisticmea-
suresfor reliablemulticastover a multi—accessvirelessLAN.
All theseprotocolsare for a single sender the base—station,



sendingreliably to a group of receverswithin a cell. We as-
sumethatthe basicsupportfor link level multicast,suchaslink
level multicastaddressis availableat boththe base-statiomand
therecevers.Thereceverswhich subscribeéo the multicastad-
dressaresaidto belongto the multicastgroupcorrespondindo
themulticastaddress.

A. Leader-BasedProtocol

We now presentour leaderbasedprotocolfor reliable mul-
ticastover amulti-accesavirelessLAN. This protocolassumes
thatoneof thereceversof the multicasthasbeenchoserto be
aleaderfor the purposeof supplyingCTSandACK in response
to RTS anddatapaclets(of lengthl, say),respectrely. We will
discusgheleaderelectionprocessseparatelyn Section7. The
leaderbaseckerror recovery protocol,termedLBP, is specified
asfollows:

[A] Base— Recevers(Slot1)
Sendmulticast-R'S.

[B] Recevers— Base(Slot2)
Leader if readyto receve data,sendCTS.
if notreadyto receve data(e.g.,dueto insufficient
buffers),do nothing.
Othess: if readyto receve data,do nothing.
if notreadyto receve data,sendNCTS (Not Clear
to Send}.

[C] Base— Recevers(Slot3)
If aCTSwasheardin slot 2, startmulticasttransmission.
If no CTSwasheardin slot2, backoff andgoto StepA.

The next stepis executedonly whenmulticasttransmissioroc-
cursin StepC.

[D] Recevers— Base(Slot (I + 3))
Leader if pacletrecevedwithouterror, sendACK.
if in error, sendNAK.
Othess. if pacletrecevedwithouterror, do nothing.
if in error, sendNAK.

LBP usesboth ACKs andNAKs from receversasfeedback
to the sender It makesan interestinguseof collisionsassoci-
atedwith the multi-accesshannel. It allows collision of an
ACK with oneor moreNAKSs to ensurehatthe sendedoesnot
geta positive feedbackif oneor moregroupmemberseceive
erroneougransmission.

Thenext two subsectiondescribeheothertwo protocolsthat
donotassumehepresencef ary leader We proposehesepro-
tocols mainly for comparisonpurposes. Both theseprotocols
incorporateonly negative acknavledgemenbasederror recov-
ery andaresimilar in principle to the error recovery protocols
proposedor wired networks.

B. DelayedFeedbak—BasedProtocol

In the delayedfeedback—baseprotocol,the CTS collisions
are soughtto be avoidedusinga randomtimer. This protocol,
termedDBR is specifiedasfollows:

[A] Base— Recevers

INote that a versionof LBP without NCTS is perfectly possible;however,
incorporatingNCTS providesrichersemantics.

1. Sendmulticast-R'S.
2. Startatimer (timeoutperiodT’), expectingto heara
CTSheforethetimer expires.

[B] Recevers— Base
1. OnhearingRTS, starttimer with aninitial valuechosen
randomlyfrom {1,2,...,L}.
2. Decrementimerby 1 in eachslot.
3. If aCTSis heardbeforetimer expires,freezetimer (CTS
suppression).
If no CTSis heardbeforetimer expires,sendCTS.

[C] Base— Recevers
If no CTSis heardwithin T', backoff andgoto StepA.
If aCTSis heardwithin T' (atarandomtime), startdata
transmission.
After finishingtransmissionprepareo transmitnext
pacletandgoto StepA (nowaiting for feedback).

The next stepis executedonly whenmulticasttransmissioroc-
cursin StepC.

[D] Recevers—» Base
If pacletrecevedwithouterror, do nothing.
If in error, contendor the channeto sendNAK.

C. ProbabilisticFeedbak—BasedProtocol

The probabilistic feedback—basegrotocol, termedPBR is
similar to DBP with oneimportantdifference.In PBR instead
of waiting for arandomnumberof time slotsto senda CTS, the
groupmemberssendout a CTS in the slot following the RTS
(T = L = 1), with a certainprobability This probability is
choserbasedn the numberof groupmembers As in the case
of LBP, thereceversin PBPcouldsendNCTSwith probability
1if they arenotready

D. Discussion

We now presenta qualitative discussion®f the threeproto-
colsdescribedabove. In comparisorio LBP, a successfuRTS—
CTS exchangewould take longerin both DBP and PBP This
is becauseDBP and PBP have to deal with the possibility of
CTS collisions. DBP delaysfeedbackto reducethe possibil-
ity of collision. PBP doesnot delayfeedbackbut might have
to gothroughseveralroundsof RTS—CTSexchangedueto CTS
collisionor dueto receversnotsendingarny CTSatall. Thisad-
ditional delayandfailed exchangeseducechanneltilization.

As DBP and PBP are NAK—based,the link level buffer re-
guirementsn DBP atthebase-statioaswell asthereceversare
higher At thebase-statiora paclethasto be keptfor longerto
ensurghatmostof the retransmissiomequest&anbe serviced.
At arecever, morebufferwill berequiredo buffer out—of—order
pacletssothatupperlayersgetordereddelivery. Anotherprob-
lem with DBP and PBP is the choiceof right parametergor
waiting timesandprobability of sendingfeedback.This choice
is dependenuponthe numberof groupmembers.The group
membersarenotlikely to have anestimateof the groupsize. It
is possiblefor the sendetto do this estimationandsendout the
right parametersvith the RTS to save themfrom implementing
comple estimatiormechanisms.

In all the threeprotocols,we have not consideredhe case
wherethe RTS s receivedonly by somebut notall groupmem-
bers.In this caseit is possiblethatthe RTS—CTSexchangewill



go throughandthe sendemill successfullytransmitthe paclet
whichmightnotberecevedby thereceversthatdid notreceve
theRTS.We leavetherecoveryof thesepacletsto theupperay-
ers.If controlpacletsarenotlost, LBP guaranteesi—sequence
delivery, which DBP andPBPcannot.

A flexible flow controlfeatureis built into LBP and PBPby
meansof NCTS. This is flexible becauset allows prevention
of datatransmissiorevenif onereceveris notready DBP can
try to do this (by refusingto sendCTS or by sendingNCTS)
but have no guaranteef successhecaussomebodyelsesCTS
mayinitiate transmission.

VI. PERFORMANCE STUDY

In this section,we comparethe performancesf LBP, DBP
and PBR. We considera scenariovheremulticasttraffic is the
only traffic presentin the cell. We also assumethat control
paclets(e.g.,RTS, CTS, ACK, NAK) arenever lost. Timeis
measuredhroughouin termsof a basicunit calledthe “slot.”

The basic criterion usedfor studyingthe performancef
LBP, DBP andPBPis the mean“channelholding time” asso-
ciatedwith a taggeddatapaclet (alsoreferredto asthe “cost”
correspondingdo that paclet). Thisis a naturalcriterionto use
becauseéhe reciprocalof the meanchannelholding time pro-
vides a measureof throughput. The channelholding time is
obtainedby summingup thetime, to accesghe channelandto
actually transmitdataor feedback,associatedvith successful
transmissiorof thetaggeddatapacletto all groupmembers.

We considettheidealizedcaseof the errofreechannefirst.
This is evidently in favor of DBP and PBR sinceno retrans-
missionsarenecessaryWe derive analyticalexpressiondor the
meanaccesperiodsunderDBP andPBR In thesubsequergec-
tion, thatconsidersa lossychannelwe derive alower boundto
themeanchanneholdingtime underDBP. This lower boundis
valid for acompletelygeneralossmodel.

A. Error—freechannel
A.1 Performancef DBP

In DBPR, a recever hearinga multicast—-R'S from the base
startsa timer with a value chosenat random(uniformly) from
theset{1,2,..., L}. We assumahatthevalue L is madeavail-
ableto the receversby the base;for example,it may be car
riedin afield in the RTS paclet. Thereceverwhosetimer ex-
piressendsa CTS.UponhearingheCTS,otherreceverswhose
timershave not yet expired suppresgheir own CTSs. A CTS
collision occursif two or morerecevershappento choosethe
sameinitial valuefor theirtimers.

Sincethereceverssendthe CTS aftera delay the basemust
wait for sometime to hearthe CTS. This is the bases timeout
periodof T' slots. If a basedoesnot heara CTS within time
T, it assumesherewasa collision, andtries again. We choose
T < L. Thisis becausdf T is large, thena lot of time is
wastedbeforethe basetimesout. Ontheotherhand,choosinga
moderatelytarge L helpsin avoidinga CTS collision within T'.

Probabilityof recevinga CTS

The first questionthat arisesin this scenariois: given the
numberof recevers N, L andT, whatis the probability that
thebasehearsa CTSwithin time 7'? Let this probabilitybe de-
notedby p,. p, canbe expressedasfollows (see[10] for the
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Fig. 4. Variationof p;, with L, keepingN andT fixed.

derivation):
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In Figure4, we shav how p;, varieswith L, when N andT
areheldfixed. In all caseswve find thatp,, first increaseshitsa
peakandthendecreaseasL is increasedWhenL is small,the
chance®f CTScollisionincreaseWhenL is large,thechances
of noreceversendinga CTSwithin thetimeoutperiodT goup.
Thebestvaluesof p;, arethereforfoundin themiddle.

Averagdengthof theaccesperiod

In DBP, aftersendingouta multicast-R'S, the basewaitsfor
thetimeoutperiodT to heara CTS.If no CTSis heardwithin
T, thebasebacksoff andrestartgshewhole procesdy sending
out a multicast—R S again. The back—of featureis intendedto
resole contentionfor the channel;i.e., it is intendedto come
into playwhenthe RTSssentoutby thecontendersollide. The
failureto heara CTSis interpretedby thebaseascontentiorfor
thechannebmongsenders.

However, in DBP, thelack of aCTScanbecausedsimply by
colliding CTSs,evenwhenthereis absolutelyno contentiorfor
thechannel.So,a CTScollision causeshe baseto unnecessar
ily backoff. Thiswill clearlyincreasahe averagdengthof the
accesgperiod.

In orderto createa situationfavorableto DBP, we make the
following assumption:

AssumptiorS: If no CTSis head within the timeoutperiod T,
the basedoesnot bad off.

Underthis condition,we askthe question:onthe averagehow
long doesthe basespendn theaccesgperiod?

Let TPBP petherandomvariablerepresentinghetotal time
spentby thebasen theaccesperiod,measuredrom theinstant
whenit is readyto sendthe first RTS. We assumehatit takes
1 slot to transmitthe RTS or ary othercontrol paclet. Let A
denotethe event that the basehearsa CTS within T' slots of
sendingthe first RTS, and .4 denotethe complementargvent.
Thenwe have

if A occurs
if A doesnotoccur,

1+

DBP __
Ta —{ (1+T)+ W,



wherer < T is the (random)time at which the CTSis heardif
A occurs,and, W, is the time spentin the accesgeriodafter
thefirst timeout.

Now thedistribution of W, is the sameasthe distribution of
TDBP je.,

d ~DBP
W, =T, ,

whereX £V denoteshatrandomvariablesY andy areequal
in distribution. Noting thatProb(4) = py, we obtain

DBPy _ (1 —pn) i
E(T;,""Y=E(t/A) + o T+ o

(2)

In Figure 5, we presentsomeexamplesof how E(TPBF)
varieswith the parameterd. and7T. The numberof recevers
N is choserto be 30. For afixed T, E(TPBF) first decreases,
reachesa minimumandthenincreasesgainas L is increased.
Thisis becausd& (TPBP) is highwhenpy, islow andviceversa
(Equation?), andFigure4 shows thatpy, is low atthe extremes
of L andhighin between.

A.2 Performancef PBP

Next we considerprotocol PBR In this case,after hearing
themulticast—-R'S, arecever sendsa CTSin the next slot with
probability p. The basewaitsfor 1 slot after sendingthe RTS.
If exactly 1 membethappenedo reply thentheaccesgperiodis
complete.lf the basedoesnot heara CTSthenit hasto restart
theprocesdy sendinghemulticast—-R'S again.

So,theminimumtime spentin the accesgeriodis 2 slots,1
to sendtheRTS and1 to hearthe CTS.Let p, bethe probability
thatthe accesperiodlasts2 slots.Clearly,

po=Np(1-p)N~!

UnderAssumptionS, the numberof attemptsecessaryor the
accesgeriodto be completeis geometricallydistributed with
parametep,. Hencethe meantime spentin the accesgeriod,
E(TFPBF) is givenby 2/p,. To minimizethis time, we choose
p sothatp, is maximizedihisis achieredfor p = 1/N, giving
thefollowing expressiorfor themeantime:

2
E(T) ") = W )

Thevalue N canbetransmittedo thereceversfrom thebasen
afield of the RTS paclet, for example.

A.3 Comparisorof DBP andPBP

Fig 5 alsoshavs the meantime spentin theaccesphaseun-
der DBP and PBP (Equations? and 3). UnderPBR the value
of N determineshe meantime, while underDBP, we have two
additionalparameters]. andT, that mustbe assignedralues.
We seethat,with appropriatevaluesfor L andT', DBP canhave
ashortermeanaccesyeriodthanPBP Thereforejn therestof
thepaperwe abandorPBPandconsideDBP only.

A.4 CostunderDBP versusCostunderLBP

ConsideDBP. Whenthe channeis errorfree,no NAKs are
necessarpecaus@o pacletis recevedin error. Then,asample
path of eventson the channelmay look like Fig 6: The base

Average length of the access period

Fig. 5. Comparisorof the expectedtime spentin theaccesperiodunderDBP
andPBP
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Fig. 6. EventsontheerrorfreechannelDBP.

transmitsa multicast—R'S (time taken: 1 slot) andthenwaits
for the timeoutperiodT to heara CTS. After possiblyseveral
attemptsthebasehearghe CTS andtransmitghe paclet.

We focuson a taggedpaclet andconsiderthe meantime re-
quiredto transmitthe paclet, including the time spentin the
accesperiod.We considetthis time to bethe“cost” associated
with the taggedpaclet. The costto transmita paclet givesa
measureof the efficiency of the protocol. Let the datapaclet
transmissiortime be C' slots. Then, from Figure 6, we find
thatthe costof a packetunderDBPis: E(TPEF) + C, where
E(TPBP) s obtainedrom Equation2.

On the otherhand,considerthe eventson the channelunder
LBP, shavnin Figure7. Here,apackettransmissioris preceded
by 2 slots: 1 for the multicast—R'S, immediatelyfollowed by
the CTS. In addition,a paclet transmissioris followed by an
ACK paclet which also occupiesl slot. Thus, the costof a
paclet transmissiorunderLBP is: (C' + 3). So,acomparison
of paclet transmissiorcostsbetweerL BP andDBP reducego
finding the bestvaluesof E(TPBF). Assumingthatit takes20
slotsto transmita datapaclet (C' = 20), we arrive at Tablel.

FromTablel, it is clearthatthe performancef LBP is better
thanthebestperformancechievablewith DBP.

B. Lossychannel

Whenthe channelis lossy pacletsarerecevedin errorand
retransmissionarerequired.Sincedatapacketsareusuallyap-
preciablylargerthancontrol pacletslike RTS, CTS,ACK etc,
the probability of a datapaclet beingin erroris largerthanthat
for controlpaclets.We assumehatthecontrolpacletsarenever
lost.

K

RTS CTS Packet ACK

Fig. 7. EventsontheerrorfreechannelprotocolLBP.



N | BestT, L DBP LBP | %

Min cost| Cost| gain

2 2,3 23.83 23 | 3.50

5 2,7 24.58 23 | 641

10 2,13 24.82 23 | 7.89

20 2,26 24.94 23 | 7.79

30 2,38 24.98 23 | 7.94

40 2,51 25.00 23 | 8.01

50 2,64 25.02 23 | 8.06
TABLE |

COMPARISON OF PACKET TRANSMISSION COSTS UNDER DBP AND LBP;

(C = 20).

RTSCTS Packet

RTSCTSRR RTSCTSRR

| Random | Random|

Rando

Fig. 8. EventsonthelossychannelDBP (RR = repeat—request)

Considethebehaior of DBP. After adatapacletis transmit-
ted,the baseandthe receversstartcontendingor the channel.
Thereceversthatare contendingneedto recover a paclet that
hadbeenrecevedin error earlier The basetriesto accesghe
channelto transmitthe next datapaclet. Underthesecircum-
stancesa samplepathof eventson the channelmaylook asin
Figure8. On this samplepath,a paclet transmissiorfrom the
baseis followed by two repeat-requestansmissiongrom the
recevers. The dottedportion representshetime intervals over
which the baseandthe receverswerecontendingor the chan-
nel.

We notethatthenumberof receverscontendingor thechan-
nel now variesrandomly dependingon the pasthistory of the
samplepath. Thus,an analyticalexpressiorfor the costunder
DBP cannotbe obtainedin a simpleway. However, to shav
thatLBP performsbetterthanDBP, we first find a lower bound
of the costunderDBP. Thenwe shov numericallythatthe cost
underLBP is lessthanthis lower bound.

B.1 A Generalower Boundof thecostunderDBP

ConsiderFigure 8 again. Let the randominterval beforethe
transmissiorof the paclet be denotedby X. Now the average
of X, E(X), cannotbelessthanE(TP5F), becausds (TPBF)
is theaveragdengthof theaccesphasaunderthe bestcircum-
stancedor DBP: (7) norecever contendingor thechanneland
(i) no backingoff for the base. Thus, E(X) > E(TPBF),

Also, thetime interval immediatelyprecedinga repeat—request

transmittedby a receveris at least2 slotslong: 1 slot for the
unicastRTS from the receiver and 1 slot for the CTS from the
base.

Let n,, bethe averagenumberof timesthata paclet hasto
betransmittecbeforeall receversgetit errofree. Then,under
DBP, the costassociateavith ataggedpacletis lower bounded
by:

oy (BE(T.PP) + C) + (nay — 1)(D + 2), (4)

whereD is thesizeof therepeat—requegtaclet transmittecby

the recevvers,and (nq, — 1) is the averagenumberof repeat—
requestsent,assumingerfectrepeat-requesuppression.

We notethatthe above argumentholdsfor a completelygen-
eral lossmodel. Thevalueof n,, will bedifferentfor different
lossmodels.

B.2 Lower Boundof CostunderDBP versusCostunderLBP

UnderLBP, however, thecostassociatewvith ataggedpaclet
is givensimply by:
Mgy (C + 3). (5)

Now thevalueof (E(TPPP) + C) in expressiond dependon
the parameterd. andT' usedin DBP. However, the minimum
valueof (E(TPBFP) 1 () is alreadyavailablein thefourth col-
umnof Tablel (“Min cost(DBP)"). From Tablel, we obsene
thaf

(E(TPP) +C) > (C +3).

Now from expressiongt and5, andthe factthatn,, > 1, we
find that the cost of a paclket transmissiorunderLBP is less
thaneventhelowerboundof thecostunderDBP, for a perfectly
generalossmodel.

To obtainan ideaof the minimumimprovementthat canbe
expectedwe considera simplelossmodelin whichlossesseen
by receversareindependentThe averagenumberof transmis-
sionsrequiredto ensurethatall receversreceve a paclet, n,,
for this simplelossmodelcanbe be foundin [12]. Usingthe
expressiongrom [12] andsettingC = 20 andD = 1, we com-
parethe costunderLBP with the lower boundunderDBP in
Tablell. Theimpactof spatialandtemporalcorrelationin loss
canbefoundin [10].

Loss Min Cost| Cost | Min % Gain

Prob | N | nge DBP LBP LBP/DBP
10| 1.43] 36.69 | 32.82 10.55
20| 1.69| 4431 | 38.94 12.11

0.05| 30| 1.86| 49.10 | 42.83 12.79
40| 1.97| 52.22 | 45.36 13.15
50| 2.05| 54.35 | 47.08 13.38
10| 1.76 | 45.90 | 40.43 11.91
20| 2.08| 55.20 | 47.91 13.21

0.10| 30| 2.25| 59.99 | 51.77 13.70
40 | 2.36 63.09 | 54.28 13.96
50| 2.44| 65.47 | 56.21 14.14

TABLE Il

COST UNDER LBP COMPARED WITH THE lower boundoF THE COST UNDER
DBP; C =20, D = 1.

The performancestudyin this sectionwas motivatedby the
desireto compareDBP andPBR thatutilize standargrobabilis-
tic approachet mitigatethe CTSandACK collisionproblems,
and LBP that makes useof a leaderto tackle theseproblems
in a novel manner The protocolswere comparedn a situa-
tion wheremulticasttraffic is theonly traffic presenin thecell.
From the columns“Cost underLBP” in Tablesl andll, it is
clearthat the throughputunderLBP is higherthanthat under
DBP (werecallthatthethroughpuis thereciprocalof the cost).

2Thisis yetto beformally proved.



Group | Link—level Address
Number of Leader
G Ay
Ga As
Gi X
Gk X
TABLE IIl

GROUP—LEADER TABLE MAINITAINED AT THE BASE.

Being basedon the probabilisticapproachDBP and PBP end
up wastingchannebandwidthin trying to co—ordinateaccesso
thechannel.Onthe otherhand,LBP providesefficientmedium
accesandcomprehensiely outperformghe otherprotocols.

VIl. LEADER ELECTION

In this section we discusgheleaderelectionprocessWe as-
sumethatuponjoining or leaving a group,a terminalsendsex-
plicit link—level join—groupor leave—groupmessagew its base
station.

LetG = {G1,Ga,...,G}} bethesetof possiblegroupsto
whichaterminalmaysubscribe Thebasestationmaintainsata-
ble containingeachgroupandthe correspondindeader(if ary)
asin Tablelll. A x in the “Address”columnmeansthat the
correspondingrouphasno leader Whenthe basestartsup, the
entire“Address”columncontainsx’s.

WhenaterminalT sendsalink—level join—groupmessagéo
join groupG; (say),thebasecheckghetableto find outif group
G; alreadyhasaleader If it does,andT itself is nottheleader
thebasereplieswith themessag¢hat T will beanon—leadefor
groupG;. If groupG; doesnot have aleaderalready thenthe
basereplieswith the messagé¢hat T will be aleaderfor group
Gi.

WhenaterminalT sendsa link—level leave—groupmessage
to leave groupG; (say),the basechecksthetableto seeif T is
theleaderof groupGj;. If T' is nottheleaderthebasedoesnoth-
ing. If T is theleader the baseerasedhe entryin the column
correspondindo G;. In otherwords,we now have a x in the
columncorrespondingo G;.

However, a difficulty arisesif the leave—groupmessageent
by the leaderleaving groupG; is not heardat the basestation
for somereason.Then,the basewrongly believesthatG; hasa
leadereventhoughthe leaderhasalreadysignedoff. In sucha
casewhenthe basesendsouta multicast—R'S for groupGj, it
will hearno CTS. After severalunsuccessfuhttemptsthebase
will erasethe leaderentry correspondindgo G;, and stop for-
wardingpaclketsaddressetb thisgroup.If thereareothergroup
memberghatarestill interestedn G;, they will eventuallytime
outandstartthe proces®f subscribingo groupG; afresh.

We notethatit is possibleo reducegheamounif controltraf-
fic flow for leaderelectionpurposesvhena higherlayergroup
managemenprotocollike the IGMP (InternetGroup Manage-
mentProtocol,[6]) is runningabove thelink layer. In this case,
explicit link—level join—groupmessagemaybesuppresse@gnd
leaderelectioncarriedout by “snooping”IGMP paclets.Under

IGMP, receverssendexplicit IGMP—leveljoin—groupmessages
uponjoining a group. Thesejoin—groupmessagesust pass
throughthe basestation. Hence,it is possiblefor the basesta-
tion to becomeawareof oneor moregroupmembersn thecell.
Thebase-stationanthenassignoneof thesememberghetask
of aleaderby sendinga messagéo this member

VIII. CONCLUSION

In this paperwe proposed new approacHor reliablemulti-
castin a multi—accesscell-basedvirelessLAN. Our approach
addressedwo importantissues,one of acquiringthe wireless
multi-accesghannefor multicastandthe otherof errorrecors-
eryfor reliability.

We proposed leaderbasedrotocolthatdeliberatelyallows
responseg¢rom the leaderand other memberdo possiblycol-
lide. We shaved how the collision eventitself canbe usedto
corvey retransmissiomequests.

The leaderbasedprotocol provides very efficient solutions
to the CTS and ACK/NAK collision problems. In addition, it
is very simpleto implementand can be integratedeasily with
the currentwirelessLAN standard(IEEE 802.11). Compari-
sonwith traditional delayedfeedback—basednd probabilistic
protocolsshavedthe superiorperformancef theleaderbased
protocol. Simplemechanismsor leaderelectionwerealsodis-
cussed An emulationof the leaderbasedrotocolis currently
underconsideration.
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