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Abstract

Theresolutionof a hostnameto an IP-addressis a nec-
essarypredecessoto connectionestablishmenandHTTP
exchanges.Nonetheles)NSresolutionfteninvolvemul-
tiple remotename-serveyandprolong\Webresponséimes.
To alleviate this problemnameserves and Web browses
cache query results. Name-serves currently incorporate
passve cache mangiementwhere records are broughtinto
the cache only as a resultof clients’ requestsand are used
for the TTL duration (a TTL valueis provided with eath
recod). e proposeandevaluatedifferentenhancements
passivecaching that reducethe fraction of HTTP connec-
tion establishmentshat are delayedby long DNS resolu-
tions. (A) Renaval policiesrefreshselectedxpired cached
entriesby issuingunsolicitedqueries.Trace-basedimula-
tions using\Web proxy logs demonstatedthat a significant
fraction of cache missescan be eliminatedwith a moder
ate overhead. (B) Simultaneous-alidation (SV) transpar
ently usesexpired recods. A DNS queryis issuedif the
respectiveacedentryis nolonger fresh,but concurently,
the expired entry is usedto connectto the Web serverand
fetch therequestedontent.Thecontents servedonlyif the
expired recods usedturn out to be in agreementwith the
gueryresponse

1 Introduction

Theresolutionof ahostnameto anlP-addresss aneces-
sarypredecessado communicatiorbetweennternethosts.
In particular it is requiredfor connectiorestablishmerdénd
HTTP exchangesvith aWeb sener. DNS (DomainName
System)[21, 22] is in essenca distributed databasehat
answergjuerieson mappingbetweemamesandaddresses.
Name-serersbelongto a hierarchywheretypically seners
responsiblgfor large domainsdelegateothername-serers
to be in chage of subdomains.DNS was designedprior
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to the onsetof the Web application,but fortunately its de-
sign allowed it to scaleand accommodatehe explosive
growth of the Internet. The perhapaunasoidabledownside
of this designis thatresolvinga DNS queryofteninvolves
communicatiorwith at leastoneremotename-sergr, and
may requirefollowing a delegation/referralchain of sev-

eralremotename-sergrs.FurthermoreSincename-sergrs
are different hoststhan the HTTP seners that are con-
tactedsubsequentlyDNS resolutionscreateadditionalpo-
tential point(s) of failure. Resolutiongsypically use UDP
exchangesandusetimeoutandretransmissioryhich adds
adelayontheorderof secondsin theeventof pacletloss?

The overall impact of DNS resolutionson userperceved
lateng stemsfrom both additionalRTTs to remoteseners
andsensitvity to longtimeouts.

Cachingof queryresultsatlocal name-sergrsdecreases
bothoverheadanduserpercevedlatengy andis instrumen-
tal for performance.A cachingmechanismfor DNS was
specifiedin RFCs[21, 22], andis integratedin BIND [1],
the mostpopularname-sergr software. Name-serersre-
solve client queriesabout hostnamesnside and outside
their authoritatve zones. Outside queriesare resohed
through communicationwith other name-serers, follow-
ing referralchainsto an authoritatve name-sergr. Name-
seners cachethe results of queriessentto other name-
seners. (They alsokeepandperiodicallyrefreshthe zones
they areauthoritatve for.) Eachsuchpieceof information
(e.g.,CNAME, IP-addresspr anauthoritatve name-sergr)
is provided with a TTL (Time To Live) value,and name-
senersmay useentriesthey are not authoritatve for only
until the TTL expires.

Cachingis effective for requestsonstitutingcachehits.
Although “cache misses” (resolutions necessitatingex-
changeswith remoteseners) precedeonly a fraction of
HTTP connectionstheir durationstendto be unpredictable
andheavy-tailed. Studiesshowv that whenlong Web waits

1in contrast,f paclet lossoccursduring a TCP connectionthe time-
outvalueis setadaptvely accordingto previous history of RTT duration,
whichis typically considerablyshorterthanthe default value.



do occur, DNS resolutionsare a significantcause[6, 14].
Suchoccasionalunexpectedlong delayssignificantly im-
pactthe consisteng of servicequality, which is oftenmea-
suredby extremes. High variancein “connecting” time
was not critical for applicationssuchasemail, telnet,and
FTPR, thatdominatecdthe Internetwhen DNS specifications
emeged, but is detrimentalto Web browsing. Unfortu-
nately it seemsthat the impact of DNS resolutionsis in-
herentin the currentarchitecture.As bandwidthincreases
andcontenttransmissionime decreased)Vebservicespeed
would beincreasinglydominatedby RTTs, andtherelative
contribution of DNS resolutionsvould only increase.

Cachingin BIND currentlyworks in a passie manner:
informationfor whichaname-sereris notauthoritatve for
is obtainedonly asa consequencef a client queryandis
cacheduntil eitherthe TTL expires,or thename-sergrpro-
cessdies. Herewe proposeand evaluateenhancements
basicpassie cachingaimedat reducinguserpercevedla-
teng/ dueto DNS querytime. Ourenhancementsill within
the framework of the currentDNS architectureandcanbe
locally deployed.

To put in context our proposedenhancemento DNS
caching, we contrastit with the more well-studied sub-
ject of Web contentcaching.Contentcachingis integrated
in popularWeb browsers and widely deployed at proxy
seners[15, 16]. Issuessuchasreplacemenpolicies, co-
hereny andvalidationmechanismsandunderstandingc-
cesspatternsvereextensively studied (e.g.[23, 24, 5, 4]).
Contentis typically cachedbeyond its freshnesdifetime,
but expired entriesare validatedwith the origin beforebe-
ing sened. HTTP provides mechanismgor client-driven
validationandfreshnesgontrol[13]. Proposedpproaches
to reduceuserpercevedlateng incurredon validationre-
guestsincluded validating objects prior to predictedre-
questg18, 9] andsenerdrivenvalidations[20, 19]. Other
studiesproposedransferringstale cacheddatato a client
while the datavalidity is being verified [12] or while the
modifiedportion (the“delta”) is beingcomputed?]. These
approacheareof interestto us heresincetheissuesof val-
idationlatengy andDNS lateng areconceptuallyrelated.

Although considerableesearchtargetedvalidation la-
teng for contentcaching,it seemshatno analogouspro-
posedenhancementaere madeso far for passve caching
of DNSrecords.DNS cachingdiffersin somebasicaspects
from content-caching:entrieshave considerablysmaller
sizes, storagespaceis amplewith respectto the amount
of data,andresponsesizesare small. Yet, thereare also
basicresemblancesQuerytime (costof a cachemiss)is
significantandhencecachehit-rateis crucial for reducing
perceved-lateny; freshnesdypically expires well before
theobjectis modified;andrequessequencefo hostnames
for DNS cachingandto URLs for contentcaching)exhibit
referencdocality andcharacteristiérequencies.

Proactive DNS cading integrate automatically-
generated“preemptive” queries that update the cache.
Proactve cachingapproachesttemptto balancethe num-
ber of eliminatedcache missesand overheadof additional
DNS queriesissuedto remote name-sergrs. Renaval
policies proposedand studiedhere,are a naturalclassof
proactive cachingalgorithms.

Renewal Policies Renaval policiesrefreshcachecentries
upon their expiration time by issuinga nenv query The
different policies vary by when an entry is renaved. We

considerseveral naturalpolicies,basedon referencdocal-

ity (analogougto the cachereplacementlgorithm LRU),

access-frequenyqanalogougo LFU), andanadaptve per

hostnamepolicy (analogousto policies studiedin [8, 5,

17]). Theseanalogiesare madebasedon propertiesof

the requestsequencehat are exploited but the underlying
cost/benefitneasurearedifferent.We experimentallyeval-

uatedandcomparegerformancef thedifferentpolicesus-
ing a heterogeneousetof proxy logs, consistentlyobtain-
ing significantincreasein hit-rate at reasonableverhead
costs.

Renewal vs. Preresolving Preresolving (prefetching
DNS queries)is atechniquerelatedto reneval. Preresolv-
ing was proposedin [6] as a low-overheadalternatve to
the prefetchingof documents. Preresolvingappliespre-
diction schemege.g., by analyzinghyperlinksor tracking
accesgatterns)to decidewhich hostnamegWeb seners)
to preresole. The work [6] demonstrated potentialfor
considerableeductionin userpercevedlateny whenpre-
resolvinghostnameseturnedon search-engineesponses.
Thetradeof of lateng andoverheadalsomeasurethe per
formanceof preresolvingalgorithms. The basicdifference
betweenrenaval policies and preresolvingis in their de-
ployment: Preresolvingutilizes predictionsmadebasedon
peruseraccesatternsand currently-vieved hyperlinks.
This informationis availableat the users browseror proxy
sener, andtherefore preresolvingguerieswould mostnat-
urally be initiated thereand be viewed at the local name-
sener asregular client queries. Renaval policies, on the
otherhand,aggreyateperrecordpatternsrom DNS query
sequences. Hence, they can be incorporatedwithin the
name-sergr cacheand be transparento its clients. Pre-
resolvingand renaval also differ in their impacton traf-
fic: first, like documentprefetching,preresolvingis more
likely to generatebursts[11]. Secondly prediction-based
preresolesare morelikely to includeloadedroot seners
whereageneavals are often directedonly to lightly loaded
senerslowerin the DNS hierarchy

Simultaneous Validation DNS TTL-based freshness
control posesan inherentconflict for a domain adminis-



trator assigningT TL values. SmallerTTL valuesincrease
userpercevedlateny andname-sergrload,andmalkesthe
site morelikely to be inaccessiblavhen the namesener
is down. Large TTL values,on the other hand, consti-
tute long-termcommitments If the name-to-addressans-
lation changesmary userswould look at the cachedno-
longervalid IP addressandwould be unableto reachthe
host until the TTL expires and a new DNS query is is-
sued. In practice, TTL valuesare setconsenratively: our
measurementimdicatedthat periodsbetweenchangesare
considerablylongerthanrespectie TTL values. This ob-
senation was our underlying motivation for introducing
simultaneous-validatiofSV). UnderSV, whena client is-
suesarequesto a host(Web sener) anda cachedexpired
resolutionis available, the proxy/brovserissueshe HTTP
request(susing the expired addresswhile simultaneously
issuinga DNS queryto resolhe the hostname. For trans-
pareng andconsistenyg, fetchedcontentsareheldanddis-
playedonly if the staleaddressentry is validatedby the
DNS queryresults. SV reducedateng sinceDNS query
and communicationwith the host are performedconcur
rently ratherthan sequentially Our evaluationrevealsthat
the mappingof namesto IP-addressess fairly static,and
consequentlyestimatedSV successateis over 98%. The
SV approachs fundamentallydifferentfrom preresolving
or renaval policies. SV doesnot imposeoverheadof ad-
ditional DNS queries.Deploying SV, however, necessitates
cachingof expired DNS recordsand supportby both the
DNS cacheandthebrowseror proxy sener.

Overview Section2 providesbackgroundnaterialonthe
domainnamesystemandsomerelevantstatistics. Thebulk
of our contrikution is containedin Sections3-5. In Sec-
tion 3 and4 we presentand evaluateseveral renaval poli-
cies.In Section5 we introduceandevaluatesimultaneous-
validation. We concludein Section6 andoutlinefuturere-
searchssues.

2 TheDomain Name System

Thedomainnamesystem(DNS)is adistributeddatabase
for nameto addressmappingof Internet hostsand mail
seners(emailaddresses)[222). Priorto DNS, name-to-
addresgnappingwas performedcentrallyvia a singlefile
HOSTS.TXTmaintainedy the Network InformationCen-
ter(NIC). Thisfile wasperiodicallyftpedby thehostsin the
network.

In graph-theoretiterms thedomainnamespacsds atree
structure whereeachnodehasa label. The domainor do-
mainnameof anodeis thelist of thelabelson the pathfrom
thenodeto therootof thetree,separatedith dots.If anode
z is adescendantf y we saythatz is in thedomainof y or
is asubdomairof y. Eachnodehasinformationassociated

with it representedby resouce recods (RRs). This set
of RRscompriseghe domaindatabaselt is a distributed
databaseThe databasés divided up into zoneswhich are
distributed amongname-servex.  The numberof name-
senerscontactedo resole a particularnamedependson
the contentsof the cachein our local name-sergr andin
senerswe communicatewith throughthe resolutionpro-
cess.The maximumpossiblesuchnumberequalsthe num-
ber of subdomairdelggationson the pathfrom the root to
thenoderepresentingurqueriedhamein thedomain-name
tree,and,if name-serersarenotlocatedin subzonesaddi-
tionalqueriego find addressesf authoritatve nameseners
for the delegatedsubdomains.Our measurementsdicate
thatthe numberof delegationson the pathto atypical host
is oftennotverylarge. As anupperboundwe measuredhe
lengthof the pathfrom theroot of thedomainnametreeto
the nearestlelegatedancestof the name.Histogramsfor
thelengthof this pathfor about35K senerssampledrom
the NLANR logs and 9K from the AT&T researctproxy
log (seeTablel) show thatthelengthof this pathfor about
80% of hostnamesén the AT&T log and 90% of the host-
namesin the NLANR log is two. This statisticsimplies
thatatypical resolutionwill querytheroot senerwhichis
alsoauthoritative for the. com. or g and. net domains.
Theroot senerwill returnareferralto the name-sererau-
thoritative for the name. If the returnedname-serer lies
outsidethe root-sener’s zone,we would have to resole it
separately Finally we querythe authoritatve name-serer
itself. Thereasorfor longerpathnamesfor the AT&T log
hostsis thathostsin the newer NLANR log containhigher
fraction of vanity names whereaghe AT&T list contains
ahigherfractionof foreigndomainnameqoutsidethe US)
andnamesnsideuniversitieswhich aretypically delegated
furtherto individual departments.

Associatedvith eachRRis atime-to-live (TTL) param-
eterthat stateshow long it canbe cachedbeforeit should
bediscarded. About 25%of thehostshave TTL nogreater
thanan hour and about90% of themhave TTL valuesno
greatetthanaday.

3 Renewal Policies

Name-serers receive and resole DNS queries and
cacheand reuserecordsfor the time period specifiedin
their TTL value? A client query that can be answered
from the local cacheis labeledcadhe hit. Otherwise,re-
solving the client queryinvolvesissuingqueriesto remote
name sener(s) and the client query constitutesa cache
miss Underpassivecading, currentlypracticecby BIND,
DNS queriesareissuedby the name-sergr only asa re-
sult of a cachemiss. In contrast,proactive caching uses

2We limit thediscussiorin this sectionto datanot associateavith the
local zone.



“unsolicited” queries(automatic-queriesin order to in-
creasehit-rateon clientqueries.On averagemorethanone
automatic-querys performedin orderto avoid onecache
miss. Our premise,however, is that usertime is valuable
andthusa cachemissis “costlier” thana respectie auto-
maticquery

3.1 Cost Mod€

We associatecosts with both automatic-queriesand
cachemisses. The costof an automatic-quenattemptsto
price the overheadimposedon name-sergrs and the net-
work. Cachemissescostcorrespondo the associatediser
percevedlateng. Our basiccostmodelcountsthe number
of automaticqueriesvs. the numberof cachemisses. Re-
fined costmeasuesaccountfor varying query-compleity
(numberof differentname-sergrscontactedjor measuring
automatic-queryostandfor elapsedquerytimesto mea-
suremiss cost. We use the basic cost model in Section
4.1 and addresghe refined cost measuresn Sections4.2
and4.3. For eachproposedoolicy we considerthe trade-
off thatcorrespondo differentratiosbetweermisscostand
automatic-queriesost Overheadandlateng costsarede-
pendentassignificantincreasen traffic andnameseners
would resultin increasedateng. We chose,however, to
separatehe two since DNS traffic evenif increasedoy a
small constantactorwould still constitutea smallfraction
of the overalltraffic andshouldnot stronglyaffect userre-
sponsdime. We alsoexpectthat evenif this dependence
is factoredin therelative performanceof differentpolicies
would staythesame.

This modelassumeshat storagespaceis plentiful and
recordsdo not have to be evicted beforethey expire. This
is consistentwith our datasinceonly about200K distinct
senerswereseenby the 3 large NLANR cachesombined
(seeTablel) overaperiodof two weeks.The AT&T proxy
traceincludedonly 13K distinctseners. Thecombinedsize
of all associatedRRscaneasilyfit onasmallpartof a hard
disk (or evenin memoryof a dedicatedPC). This assump-
tion of abundantstorageis alsoimplicit in (the UNIX ver-
sionof) BIND, thatallowsits cacheo grow until maximum
process-sizés exceededandthe applicationis killed [1].

The passivepolicy correspondso a single point on the
performancecurve. It performsa single query for each
miss. Thefollowing propertyis establishedby a simplein-
ductionargumenton therequessequence.

Lemmal The passivepolicy performsthe minimumpos-
sible numberof DNSqueriesneededo serveall clientre-
quests.

The optimal proactive cachingpolicy is the omniscient
oPT thatusesknowledgeof thefuture: An automatic-query
is issuedby the name-sergr just before it receves each

client-querythatwould otherwisebe a miss. OPT incursno

overhead(issuesthe minimum numberof queriesneeded
to sene the sequenceof client-requesty and suffers no

cachemisses.In the following, we restrictour attentionto

proactive cachingpoliciesthat are only allowed to extend
freshnessf cachedtemsby reneving itemsasthey expire.

Thesepolicies exclude predictive renaval of long-expired

items or prefetchingof new ones. We label suchpolicies
Reneaval policies

3.2 Policies

All the policiesthatwe consideredarerenaval policies
which are definedasfollows. A Reneaval of a cacheden-
try is performinga new resolutionuponits expiration,and
updatingthe cachedcopy andextendingexpirationtime ac-
cordingly. A Renaval policy associatesvith eachcached
item a renaval credit, which is an integer statingthe re-
maining numberof renavals. The credit may be updated
(increasedwhenthe cacheditem is used. Whenthe item
expires (or aboutto expire) andhasa positive credit, it is
renavedandthe creditis decremented.

We describeour renaval policiesby specifyingfor each
how it assignsrenaval credits. Our policy-designprinci-
pleswereto only useinformation available locally at the
name-sergr andto be at leastas simple to implementas
popularcache-replacemepblicies.We namedourrenaval
policiesafteranalogousache-replacemempblicies,where
analogieavere madebasedon the propertyof the request
sequencexploited. Policiesare parameterizednd cost-
benefittradeofs are obtainedby sweepingthe parameter
value.

e R-FIFO(r): A fixed numberof renevals, r, is associ-
atedwith eachitem upona cachemiss. The renaval
creditis assignedat the point of entry into the cache
andis not increasedy subsequentits. This is anal-
ogousto the cachereplacemenpolicy FIFo (First-In-
First-Out)thatuponamissevictstheitemwith theear
liestentry-timeinto thecache.

e R-LRU(r): Eachitemisrenavedfor r timespassedhe
time of the most-ecentcache-hit involving the item
Hence whena cache-hitinvolvesanitem, its renaval
creditis setto r. Thisis analogougo LRU (LeastRe-
cently Used)that evicts the item with the least-recent
cachehit.

® R-LRU(e,r) is similar to R-LRU(r), but the reneval
creditis resetto r only asa resultof hits that occur
after an e-fraction of the “current” TTL interval had
passed.

Sassuminghatunderpassie, requestsio not occurat the exactendof
aTTL intenal.



Our motivation for consideringrR-LRU(e, ) is that
plain R-LRU always grantsat least1 renaval when
the missis followed by at leastone consecutie hit.
R-LRU(e,r) avoids an extra renewval if thereis no
“deeper”evidenceof needsuchaslater hits stemming
from requestsnitiated at a differentsession.

e R-LFU(r): Thefirst requestto the item in each TTL
intervalincreasesherenaval creditby r. R-LFU(r) is
analogougo LFU (LeastFrequentlyUsed)that evicts
the cacheditem with smallestnumberof hits. Both
LFU and R-LFU give additionalvalueto an item for
every cachehit.

e R-ADAPTIVE: is anenhancemendf R-LRU wheredif-
ferentcreditr(h), is associatedvith eachhosth. To
find the mappingr(h), R-ADAPTIVE collectsperhost
statisticsfrom “learning data” Eachhosth that had
sufficiently mary missesunderr-LRU with r = 1 on
the “learning data; getsavaluer(h) > 1. A generic
valuer(h) = r > 1 is usedfor hostsfor which there
was no sufficient data. The mappingof hoststo val-
uesr(h) is performedusingsimilar techniquesasthe
onesusedn [8, 7] andanalyzedn [5]. Theimplemen-
tation of R-ADAPTIVE is considerablymore involved
thanr-LRU, R-FIFO, Or R-LFU andrequiresgenerating
andmaintainingthe mappingr(h).

e R-OPT: is the optimal renaval policy. The per
formancecurve of R-OPT gives for any number of
renavals, the minimum possible number of cache
misses. R-OPT relies on knowing the future. Given
therequestequencasan (offline) input, the optimal
tradeof-curve can be computedusing dynamic pro-
gramming®. For our experimentswe implemented
R-OPT(r), a simplergreedyapproximationof R-OPT.
The greedyapproximationperformsa single passon
theinput andgrantsrenavals only if the gapbetween
theexpirationandthe next requests lessthanr TTLs.
The greedy approximationcan be viewed as analo-
gousto Beladys cachereplacemendlgorithm[3]. The

4Considereachhostnameseparately Let r1, . . ., 7, bethe sequence
of requestgo resole onehostnamelet ¢(3, j) bethe“bestway” to cover
T1,...,7; With ¢ < j missesthatis amongthe coveringsthatminimize
thenumberof querieswe considerthe onethatextendsasmuchtime be-
yondr; aspossible. Note thatc(, j) is not definedfor all values. The
maximums for which ¢(i, k) is definedcorrespondso the passie pol-
icy. Therangeof valuesc(z, k) (minimumnumberof queriesfor covering
the completesequencavith ¢ misses)correspondso a tradeof curve of
queriesvs. misses.For the optimal policy we actuallyfocuson additional
queriesvs. reductionin misseswith respecto passie. For eachhostname,
the quantitiesc(4, j) canbe computedusingdynamicprogrammingfrom
¢(i',4") suchthat (5/,4') < (4,4) in lexicographicorder To obtaina
globally optimalsolution,we useathresholdvalue V' to selectthenumber
of renavals usedfor eachhostnamen an “equal way” The “fractional
knapsack’stratgy outlinedin [5] is applicable.

label requests hosts time-period
(thousands) (thousands)
LJ 4103 63 May 18-Juneb/99
uc 10837 91 May 18-Junes/99
PA 6886 104 May 18—-Junes/99
AT&T 489 10.5 Nov 8-19/96

Table 1. Proxy Logs

approximationcollapsego the optimal solutionif re-
newalscanbegrantedfor fractional TTL values.

Note that R-OPT differs from the optimal proactve
cachingpolicy outlinedabove sinceit followsthemore
restrictve frameawork of renaval policies. As such,it
provides a more realistic tighter performanceupper
bounds.

Varying renaval and miss costscan be naturally inte-
gratedinto our policies definitions. Our initial evaluation
usesthe basicmodelandwe subsequenthadjustby incor-
porateprojectedguerytimes.

4 Performance Evaluation of Policies

Our dataincluded logs from 3 of the large NLANR
Web cacheqdownloadedfrom the NLANR site [16]) and
aproxy log from the AT&T Researchproxy. The NLANR
cachesare high-volume, with large rate of requestsand
clientsthatincludemary proxy cacheswhereaghe AT&T
proxy log reflectsthe actiity of about460individual users
(IP-addressesPropertief thedifferentlogsareprovided
in Table1. We consideredonly requestsmadeto hosts
loggedby namethat we were ableto resohe successfully
This was the vast majority for the NLANR logs, but in-
cludedonly 10.5K out of 13K senersfor the older AT&T
proxy log. The NLANR logs were split into two partsin
orderto obtaina learningandtest datafor evaluatingthe
R-ADAPTIVE policy. Learningpartof eachlog includedthe
first 8 days,andthe secondparttheremainingl1 days.

The proxy logs include information about (scrambled)
useridentity?, Websener (host),requestedesourc§ URL),
andcacheperformancéwhethertherequestvasalocal hit,
obtainedrom anotheMLANR cachepr obtainedrom the
Web sener). Thelogs, however, do not includeary infor-
mationon DNS queriesandresults.DNS datais crucialfor
our performancesvaluationand was projectedfrom inde-
pendenteasurements.

Obtaining DNS Data We extractedthe list of distinct
hosts,andresohedthemusingDl G[1]. Thus,we obtained
information on associatedP addressesaliases(canonical
names),immediatename-sergrs, and DNS query times,

5For the NLANR cachesa differentscramblingwasusedevery day:



along with respectie TTL values. We issued several
gueriesfor eachhostname,with varyingtime intervalsbe-
tweenthem,in orderto estimaterate-of-changef name-to-
addressnappingsquerytimes,and TTL values. We used
theseTTL valuesto emulatethe local name-sergr cache
andits performanceundervariouspolicies. The name-to-
addresgate-of-changavas usedfor evaluatingthe perfor

manceof SV (seeSection5)

Methodology When projectingon the actiity of the lo-
cal name-sergr, we assumedn our evaluationthat it ex-
clusively handlesDNS queriesassociatedvith all requests
in the proxy log. The numberof resolutionshowever, is
considerablysmallerthanthe numberof loggedHTTP re-
guests. With persistentHTTP connectiongincorporated
in HTTP/1.1[13]), requestgor embeddeatontentsandre-
guestsissuedshortly-aftera previous requestgo the same
hostre-usean existing TCP connectionandimplicitly, re-
use DNS resolutionresults. Even thoughsomeRR have
very small TTL values(even0), (persistent)TCP connec-
tionsto a hostare not aware of expiration of the address
RR, and are not terminatedwhen the latter expires. To
simulatename-serers co-locatedat a proxy, we assumed
thatnoresolutionsareperformedonrequest®ccurringless
than 60 secondsafter a previous requestio the samehost.
Interestingly most Web browsersimposelarger minimum
TTL valueswhen cachingname-to-addresentries, since
actual TTL valuesare disregardedaltogetherand an LRu
basedixedsizecacheor afixedtimeoutvalueareusedin-
stead. We performedsensitvity analysisby varying mini-
mum effective TTL between0 and 15 minutes: The DNS
cachemiss-ratedecreasdéry about20% (since mary pro-
jectedmissesaredueto smallTTLs), but ourresultsdid not
gualitatively change(relative improvementsof the policies
remainthe same).

4.1 Performancein thebasic cost model

For eachpolicy we measuréhetradeof betweertherel-
ative decreasén cachemissesandthe relative increasen
DNS queries(issuedby the name-serer). As the natural
baselinewe usethe passve policy, whoseperformanceon
thevariouslogsis listedin Table2. Thetableprovides,for
eachlog, the total numberof DNS misses the numberof
DNS missedivided by the numberof HTTP requestsand
thefractionof DNS misseghatareassociateavith thefirst
HTTP requesto ahostnameThenumberof queriesssued
by the passve policy is equalto thenumberof DNS misses.

Table 2 shaws that the fraction of HTTP requestghat
incur a DNS cachemissat the local namesener is about
6.5%-8.7%. A betterbut lessexplicit metricis to look at
thefractionof “Webpagesaffected,sincewith HTTP/1.1,
fetchingof a group of objectswhile reusingopenconnec-

log DNS misses FSmisses
(% HTTPrequests) (% DNS misses)

LJ 337964(8.2%) 18.7%
uc 941150(8.7 %) 9.7%
PA 592278(8.6%) 17.6%
AT&T 31732(6.5%) 33.0%

Table 2. Performance of passive caching

tions (suchasobjectslocatedon the samepageandsened
by the samehostname)s relatively efficient (TCP connec-
tion establishmenandsener queueingdelaysareincurred
only once).Onaverage'Webpages'containl0—20embed-
dedimages,andthus,we expect0.65-1.7DNS missesper
page.

We refer to DNS missesthat are associatedwith
previously-seerhostsas PS missesandto missesincurred
on the first appearancef a hosthameas FS misses The
numberof PSmissesonstituteanupperboundonthe per
formanceof renaval policies,sinceonly suchmissexanbe
eliminated.It is meaningfuto alsoconsideperformancén
termsof PSmissessinceit is robustto varyinglog duration.
Thefractionof PSmissesncreasesndcorvergeswith log
duration(e.g.,150K distincthostseenon thefirst 8 daysof
the3 NLANR cachesvhereashefollowing 6 daysincluded
only 50K additionalhosts).

Figurel plotsthe performancef thevariouspolicieson
the AT&T proxylog andthesecondpartof theUC log. The
relative performanceof the different policies was consis-
tentacrossall 4 logsandthetwo partsof eachlog. R-FIFO
consistentlyunderperformedother policies. The perfor
manceof R-LRU, R-LFU, R-LRU(e =0.1)andR-ADAPTIVE
was comparable. R-LRU(e =0.1) and R-ADAPTIVE pro-
vided only minor performanceimprovementsover plain
R-LRU. The perhapssmallerthan-expectedadvantageof
R-ADAPTIVE is explainedby a large numberof hostswith
a small numberof “misses” on the learningdata. Thus,
R-ADAPTIVE associatedhe genericrenaval creditamount
with thesehosts. Theseresultsalsoimply that the added
compleity of implementingrR-ADAPTIVE is not justified
by the performanceain.

Figure 2 plots the performanceof R-LFU on all 4 logs.
Thetradeofs obtainediy R-LRU closelyfollow R-LFU. The
corvexity of thecurvessuggesthatcachemissesveremore
likely to occuron popularandmorerecently-requestedb-
jects. Better tradeofs were obtainedfor the larger logs.
This is dueto boththe fraction of PSmisseghatincreases
with log periodandto larger numberof clients. Whenthe
fraction of PSmissesis factoredout (by measuringeduc-
tion in PS missesinsteadof reductionin the total num-
ber of misses),the tradeofs obtainedfor different logs
move closertogether Acrossthe 3 NLANR logsthetrade-
offs completelycorverged, but the AT&T log that hasa
considerably-smalleclient-basestill exhibits worsetrade-



0.6

05 x »__//,»-/A i
2 o B
£ = e
€ 04 ¥ @ :
= x 2 o
5 * < L
@ ¥ 2.
§ 03f . 1
5} * -
3z ; y =
L R-LFU ——
H 02 & = R-LRU —— 1
& i R-FIFO &
[ i/ @ R-LRU(0.1) >
0147 R-Adaptive -=-- 1
i R-OPT (approx) -*--
0 4 L L L L L L L L

1 2 3 4 5 6 7 8 9 10
relative increase in queries

AT&T log

0.8 ‘ ‘ -
X'X - il
L ** == 4
0.7 = T e
@ * T =
& 06 * e = 1
k%) ¥ g =
€ o
£ 057 ,, A 1
o Ny e
8 o4 = 1
S . o
@ Ny /
2 03 r 4/ 7 R-LFU —— A
2 |7 R-LRU —-
k5 o2l F R-FIFO -a |
[ g R-LRU(0.1) -
R-Adaptive -+--
0.1/ R-OPT (approx) -*-- A
0 1 I I I I I
1 2 3 4 5 6 7

relative increase in queries

UC log (part?2)

Figure 1. Performance of renewal policies

offs. On the NLANR logs, R-LRU and R-LFU eliminate
about60%of PS-missesvith queryoverheadf 2 andelim-
inate80% of PS-missesvith queryoverheadof 5. There-
spectve reductionsor the AT&T log are36%and63%.
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Figure 2. Performance of R-LFU on the 4 logs

4.2 Renewal costs

Renaval costsis measuredy the overheadnflicted on
name-sergrsthroughouthe distributed DNS system.lt is
hardto captureprecisely but canbe estimatedy the num-
berof differentsubqueriesssuedn therecursveresolution
processpr by consideringhe numberof queriesissuedto
the loadedroot DNS seners (seeSection2). Root DNS
senerstypically imposeminimumTTL valuesfor top-level
domainsthey areauthoritative for, andgenerally TTL val-
uestendto decreasarhengoingdownthehierarchy Hence,
althoughthe vastmajority of from-scratchresolutionsin-
volve at least2 subqueriesthe first issuedto a root DNS

sener (seeSection2), renavals aremorelikely to involve
only asubquenyto alower-level sener. We considered TL
valuesfor hostsandtheirimmediatename-sergrsand no-
ticedthatTTL valuesfor bothimmediatename-sergrsand
their addressrecordsare larger or equalto the host TTL
for 89% of hostnamesn the AT&T log and for 87% of
hostnamesn the first week of the LJ log. This suggests
performingrenavals just before the expiration of the host
addressrecord, by directly contacting(the generallystill
available)immediatename-sergr. Suchpre-expiration re-
newals areresolhed by a singlesubqueryandguarantean
authoritatve responseavith the maximumTTL value. This
subquenpoftenrenavs the name-sergrrecorditself, allow-
ing for continuedpre-epiration benefitsin subsequente-
newals. Thusrenavals,andin particularpre-epirationre-
newals,aremorelikely to involve only lower-level lightly-
loadednameseners.

4.3 Integrating query times

Querytimesassociateavith cachemissegmayvary sub-
stantially and dependon the hostnameand cachecontent
(seeSection2). Thus,whenevaluatingperformanceijt is
importantto relatethe reductionin the numberof misses
with thereductionin the numberof misseswith long query
times Sincerespectie DNS query times were not pro-
vided with the traces,we projectquerytimes using sepa-
rate measurementsThe cacheis primed by previous re-
guestgo thesamehostnamendhostnamesharinghigher
level domains hencethe elapsedime sincea previousre-
guestshouldbe accountedor whenprojectingresolutions
times. We issuedDNS queriesto hostnamesn the AT&T
log with varying time intervals betweenthem. We associ-
atedthemwith DNS missesn our simulationaccordingto
elapsedime sinceprevious cache-missnvolving the same



hostnameFigure 3 shovs the numberof DNS misseswith
(projected)querytimesexceedingz > 500ms. The upper
mostcurve correspondso missesincurredby the passie
policy. Therewere31.7K missedn total (seeTable2), and
the figure shavs that about 1.6K misses(5%) had query
times exceeding3 seconds.The lowermostcurve aggre-
gatesacrossall FSmisses.Thisis thebaselinecurve, since
renaval policies (and SV) apply only to PS misses. The
curve for FS misseds halfway of the passie-policy curve
throughouguerytimes,shaving thatFSmissesaccounfor
about1/2 of the misseswith long querytimes(over 500ms
or more).RecallthatFSmissesaccounfor aboutl/3 of the
total numberof missesof the passve policy onthe AT&T
log (seeTable?). Thisgapariseshecausé&Smissesarein-
curredon hostnameshatwerenot previously resohed,and
hence aremorelikely to incurlongerquerytimes. Thefig-
ure alsoshaws the lateng/-distribution for missesincurred
underr-LFU with differentvaluesof » andrespectie re-
newal overhead. The numberof long query times does

not decreaseroportionallyto the total numberof misses.

This is expected,sincerenaval policies target missesoc-
curringsooneraftera previousresolution. The figuresalso
shav, however, that the numberof long query times still
significantly decreasesis the total numberof missesde-
creases.R-LFU with » = 2, for example,performs140%
more queriesthan passie and eliminates40% of the long
query times incurredon PS misses. R-LRU (not shawvn)
exhibits comparableperformance. Last, the figure shavs
qguerytimesunderSV, whichis discussedn Section5.
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Figure 3. Number of misses with long query
times

Implementation Most effectively, renaval policies can
be integratedin the name-serer software. The implemen-
tation canthenusethe cachecontentandqueryhistoryand
benefitfrom performingpre-epiration renavals. Alterna-
tive implementationis as a processexternalto the name-

sener that issuesqueriesto the name-sergr. Incorporat-
ing a renaval policy in the name-sergr software requires
both (1) maintainingand updating“remaining numberof

renavals” and (2) schedulingrenavals. The policiescon-

sideredhereupdatethe numberof remainingrenavalsonly

whenthe item is fetched,is involvedin a cachehit, or is

beingrenaved. Thus,updateshappenonly whena RR is

accessedndif theremainingnumberof renavalsis stored
togetherwith eachrecord,the updateoverheads minimal.

Theschedulingandissuingof automatic-queriesanbeper

formedthroughperiodicscansof the cache.Periodicscans
for removing expired items are incorporatedin BIND 8.

Differentimplementatiorthatallows for frequentrenavals
is via apriority queud10]. Schedulingenavalsin aqueue
allows for promptandquick identificationof currently-due
itemswhile avoiding frequentcompletescansof the data.
WhenTTL lengthsallow for sufficient flexibility, it maybe

desirablgo performrenavalsat off-peaktimes.

5 Simultaneous Validation

Simultaneousvalidation (SV) reducestotal document-
fetchingtime by concurentlyperformingthehostnamees-
olutionsandsubsequenpartsof the proces{TCP connec-
tion establishmenand HTTP request-responsel)t is po-
tentially effective when a fresh entry for the hostnames
not available at the local cache,but the cachecontainsan
expired entry obtainedfrom a previous resolutionor from
elsavhere. SV needsto be supportedat the entity initiat-
ing TCP connectiongo Web seners,typically, browsersor
proxy seners.With SV deployed,expired DNS recordsare
not discarded put kept cachedfor SV use. Whena client
issuesanHTTP requestSV proceedasfollows:

1. If afreshaddressecordis available,or if no (freshor
expired) addressecordis available, the processpro-
ceedsasif SV is notdeployed.

2. Otherwise, if an expired addressrecord is locally
available (from browser cacheor from a local SV-
supportingname-sergr cache)thenconcurrently:
(a)theexpiredaddressecordis usedto attempta TCP
connectionestablishmentIf a connectionwasestab-
lished, HTTP request(spreissuedand responsesire
storedlocally.

(b) The resoher performsa DNS query of the host
name. The queryresponsgand subqueryresponses)
updateandreplacesespectie cachedrecords.

SV may continuein several mannersdependingon the
desiredapproach.A conservativémplementatiorguaran-
teesthat the deploymentof SV is completelytransparent
to the users view (otherthanreducedlateng). Contents
fetchedin the first stepare cachedand transferrecto the



browser(if deploymentis at proxy) or displayedo theuser
(for Webbrowserdeployment)only if thelP-addresss val-
idatedby the resultsof the simultaneou©®©NS query The
lateng experiencedy theuserundera conserativeimple-
mentationis the maximum (ratherthanthe sum) of DNS
guerytime andtheremainingportionof theprocesserving
therequest.

Underanaggressivémplementatiorof SV, fetchedcon-
tentsaredisplayedbeforeDNS queryresponsés receved.
An aggressie implementationis beneficial when DNS
guery times extend longer than the rest of the processor
whenrelevantname-sergrsaretemporarilyunavailable.In
thesecases,perceved-lateng is reducedby DNS-query
time. The main disadwantageof an aggressie implemen-
tationis compromisingranspareng. Whenqueryresponse
doesnot validatethe expired addressit mayresultin serv-
ing the userwith staleor unintendectontents.If validation
failed,theaggressie implementatiorhasthefollowing op-
tions: 1) considerthe displayedresultsasvalid; 2) validate
thefetchedcontenf13] by contactinghe hostusingavalid
address3) fetch the contentfrom a valid addressand re-
displayif thereis discrepany.

Rate of Change of IP-addresses We estimatedhe rate-
of-changeof hostnameto IP-addresamappings. We ex-

tractedthe list of hostnamedrom the logs and resolhed

thesenamegepeatedlywith time intenalsvaryingfrom 10

minutesto 10 days. To estimatechangeintervals, we took

the first IP-addressn eachresolutionof a host-nameand

checled whetherit is presentin the list of addressegro-

videdin eachof subsequentesolutions.Whenthe address
was not includedin the resolutionresults,we considered
it asan addreshange.Our measurementshoved a low

rate-of-changédor the groupsof hostsin the NLANR and
AT&T logs, whereonly 2%-3% of hostshad ary address
changesA smallsubsebf hostsjncludingmary imageand
adertisingseners,exhibitedveryfrequentchangesAbout

0.25-0.5%changeddaily and fewer than 0.1% changed
hourly.

Performance evaluation We evaluatedthe performance
of SV usingtrace-basedimulationswith the dataandgen-
eral methodologyas outlined in Section3. Our simula-
tion assumedinderlyingpassie cachingatthe DNS cache.
Thatis, that cachedrecordsare obtainedonly asa conse-
guenceof servingclient queries. We usedthe estimated
rate-of-changeneasurement® associateddresshanges
with DNS misses.

Whenimplementecbver a passive cache SV is applica-
ble only to PSmissegseeTable2 for the fraction of DNS
misseghatarePS-misses)Hence we measureghe perfor
manceof SV by consideringall PS missesand measuring
thefractionof suchmisseghatwereSVhits, thatis SV was
successfu(the addresslid not changesincethetime of the
previous resolution). Performanceesultsfor SV on the 4

log SV successate

(% PSmisses)
LJ 98.8%
PA 99.1%
uc 99.1%
AT&T 97.9%

Table 3. Performance of conser vative SV on
various logs: percentage of SV hits out of
PS-misses

logsareprovidedin Table3 showving successate of 98%-

99%. Notethatour evaluationcorrespondo a conserative

implementationof SV, and an aggressie implementation
mayyield anevenhighersuccessate. Figure 3 shaws the

correspondingrojectedquerytimesfor SV misseginclud-

ing FS misses).As we cansee,SV is alsohighly effective

on PSmisseswith long querytimes. The gapbetweerthe

SV curveandtheFS-missesurvein Figure3 representthe

2% of PS-misse¢hatSV doesnot eliminate.

Implementation Simultaneous-alidationrequiresatwo-
fold resolutionof hostnamesiocally-availableexpired ad-
dressrecordsare returnedquickly and a resolutionis ini-
tiated in the standardmannerto obtain currentaddresses.
SV can be supportedby stand-aloneimplementationat
browsersor proxy-seners.  Implementationat proxy-
seners benefitsfrom aggreyation acrossmultiple users,
with moreup-to-dateandextensive caches.
Stand-aloneémplementationst browsersor proxy ben-
efits from modifying only a single entity. Nevertheless,
browsersor proxiescanstill benefitfrom SV supportby the
local name-serer. Name-serers are the natural provider
of two-fold resolutions:they alreadyhandleDNS requests
from multiple usersand cacheDNS records. To support
SV, they needto (i) cache,nsteadof discard,expired con-
tent$ and (i) provide protocol supportfor two-fold reso-
lutions. Protocolsupportfor SV canbe facilitatedthrough
new typesof querieghroughwhich a clientindicatedinter-
estin possiblyexpiredrecords. The resoler will usesuch
aqueryto indicateto its name-sergrthatit is willing to ac-
ceptstalecacheentries.Whena staleentryis returnedthe
name-sergr shouldfollow up with avalid response.

Coherence Support for a Stale Database A future ap-
plication of SV, that extendsits applicability to cover FS
misses,is to provide coherenceo an extensive hostname
databasde.g., obtainedby extracting lists of hostnames
from multiple sources).Sincethe databasentriesare not
guaranteetb befresh,theextentandreliability of refreshes
canbe limited. The effectivenessof sucha databasean
be furtherincreasedf otherattributesare tracked suchas
frequeng of changeof IP-addresseand usageof Round-
Robin DNS. It canthen focus on hostnameswith stable

SCurrentlyBIND 8 periodicallydiscardsexpiredrecords.



addressesvhich are more likely to be SV hits and also
supportround-robinrotation of mirrors. It is interesting
to contrastthis with the historic HOSTS.TXT approach
that predatedDNS (see Section2). HOSTS.TXT made
the completename-to-addresgatabaséocally availability,

andthus,DNS lookuptimeswereminimal. This approach,
however, wasnot scalablebecausef growing file sizeand
a coherencenechanisnwhich did not allow for distributed
control. In retrospectstorageis lessof a concernbut co-

herenceremainscrucial. The combinationof SV andthe
currentDNS infrastructureaddressesoherence.

6 Discussion

Lateng incurredon DNS missess inherentin the hier
archical/distrinted natureof DNS andis often dominated
by RTTs to multiple destinations.As such,querytime is
not considerablyshortenedvhen bandwidthis increased.
Nonethelesgeducingperceved-lateng dueto querytimes
is crucial for improving the experienceof web users. We
view enhancemenb currentpassie cachingof DNS data
asa necessangtepin the ultimate goal of reducingWeb
lateng. To this end,we proposedainddemonstratethe ef-
fectivenesf two orthogonalpproachestenaval policies
and simultaneous-alidations. Renaval policies are effec-
tive for hostnamesvherethe typical time interval between
requestss within somesmallfactorof the TTL. SV is ef-
fective whenfrequeny of changeof hosthameo address
mappingis lower thanthe frequeng of requestsThey also
differ in their place of implementation: Renaval policies
canbe implementedonly inside the name-serer whereas
SV needsto alsobe supportedy the entity issuingHTTP
requestsThesetwo differentsolutionssuggesa combined
approach.

Futurework could benefitfrom simultaneoudracing of
DNS dataand HTTP requests. Such data (query times,
cachedrecordsand TTLs, subqueriesssued)can be used
for evaluationof renaval policiesat thename-sergror RR
level. Anotherusecouldbeto evaluatethe potentialbene-
fits of “cooperatve DNS caching”wherelocalname-sergrs
exchangenon-authoritatre cachednformation.
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