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Abstract

Therapidgrowth of the Internetin usersandcontenthasfu-

eledextensve efforts to improve the users overall Internet
experience.A growing numberof providersdeliver content
from multiple senersor proxiesto reduceresponseime by

moving contentcloserto endusers.An increasinglypopular
mechanisnto directclientsto the closestpoint of serviceis

DNS-basededirection,dueto its transparengandgeneral-
ity. This paperstudiesdraws attentionto two of the main

issuesin using DNS: 1) the negative effects of reducingor

eliminatingthe cachelifetimes of DNS information,and2)

theimplicit assumptionthatclientnamesergrsareindicative

of actualclient locationand performance.We quantify the
impactof reducedDNS TTL valueson web accesdateng

andshow thatthey canincreasenameresolutionlateng by

two ordersof magnitude UsingHTTP andDNS senerlogs,

aswell asa large numberof dial-up ISP clients, we mea-
sureclient-namesersr proximity andshawv thata significant
fractionaredistant,morethan8 hopsapart.Finally, we sug-
gestprotocolmodificationgo improvetheaccurag of DNS-

basededirectionschemes.

1 Intr oduction

An emeging focus of Internetinfrastructureservicesand
productsis to improve eachusers overall Web experience
by reducingthe latengy andresponsdime in retrieving Web
objects. Numerouscontentdistribution servicesclaim im-
provedresponséime by placingsenerscloserto clients,at
the edgesof the network, andtransparentlydirectingclients
to the “nearest”point of service,wherenearrefersto low
round-trip delay small number of hops, or least loaded
sener.

An increasinglypopulartechniquefor directingclientsto
the nearestsener is to executethe sener selectionfunc-
tion during the nameresolutionphaseof Web accessus-
ing the Domain Name System(DNS). The DNS provides
a servicewhoseprimary function is to mapdomainnames
suchaswww.service.com to the IP address(es)f cor-
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respondingnachine(s).Thetransparenhatureof nameres-
olution can be exploited to redirectclientsto an appropri-
atesener without requiringary modificationto client soft-
ware,sener protocols,or Web applications. The appealof
DNS-basedsener selectionlies in both its simplicity — it
requiresno changeto existing protocols,and its general-
ity — it works acrossary IP-basedapplicationregardlessof
the transport-layeiprotocol being used. Other approaches
such as application-layerredirection(e.g., HTTP redirec-
tion), application-specificommunicatiorprotocols.or rout-
ing protocolmodificationsareoftentoo complex or too lim-
itedin function.

Several commercial content distribution services(e.g.,
Akamai), currently use modified DNS seners to dynam-
ically redirectclients to the appropriatecontentsener or
proxy. When the namesergr receves a nameresolution
request,t determineghe location of the client andreturns
theaddresof anearbysener. In additionto thesedistribu-
tion services,several commercialproductsuse DNS-based
techniquedor wide-aredoad balancingfor distributed\Web
sites. Examplesof suchproductsinclude CiscoDistributed
Director, F53/DNS,andAlteon WebOS.

Given the increasinguse of DNS for associatingclients
with the right sener, the questionof whetherDNS is the
right location for this function remainsunexplored. This
paperinvestigateghis questionby consideringtwo key is-
suesn DNS-basedenerselection First,in orderto remain
responsieto changingnetwork or sener conditions,DNS-
basedschemesnustavoid client-sidecachingof decisions,
which potentiallylimits the scalabilityof the DNS. Second,
inherentin the DNS-basedpproachs the assumptiorthat
clientsandtheir local namesergrsareproximal. Whenthis
assumptioris violatedit leadsto poordecisionssincesener-
selectionis typically basedon the nameserer’s identity, not
theclient’s.

The Domain Name System (DNS) is a distributed
databasef recordge.g.,name-to-addressappingskspread
acrossa semi-statichierarchyof seners[1,2]. The sys-
temscaleshy cachingresourceecordsatintermediataname
seners.Eachresourcaecordhasatime-to-live (TTL) value
thatdeterminesiow longit maybecachedyith typical TTL



valueson the orderof days[3]. Whenthe DNS is usedfor
sener selectionit requiresthat cachingof nameresolution
resultsbe disabled,by setting TTL valuesto zero (or very
small values). Small TTL valuesallow fine-grainedload
balancingand rapid responsdo changesn sener or net-
work load, but disablingcachingrequiresthat clients con-
tact the authoritatve nameserer for every nameresolution
request,ncreasingWeb accesdateng. In addition, small
TTL valuescouldsignificantlydegradethe scalabilityof the
DNS, sincemary morerequestsvould haveto transmittedn
thenetwork, ratherthanbeingsenedfrom local nameserer
caches.

Another moresubtle issuewith DNS-basededirectionis
thatit assumeshattheclient'slocal namesereris represen-
tative of the client with respecto locationor network per
formance If theclientandnamesergraredistantfrom each
other, the client could be directedto an unsuitablesener. It
is easyto imaginecaseswhereclientsandtheir namesergrs
arenotco-locatedfor examplein largedial-upor broadband
ISPswherewidely distributed clients sharea nameserer.
Moreover, the local namesergr could easily be misconfig-
ured. On the otherhand, whena client proxy or firewall
doublesasa nameseregr, basingredirectiondecisionson the
namesergrlocationis likely to be quiteaccurate.

In this paper we draw attentionto theseissuesandquan-
tify their impact on DNS-basedsener selectionschemes.
We usedatafrom ISP proxies,popularWeb sites,DNS and
Websenerlogs,anddial-up ISP clientsto empirically study
the effects of small TTLs and client-nameserr proximity
mismatches.Our resultsshav that without careful tuning
of TTL values,client lateng/ canincreaseby up to two or-
dersof magnitude gspeciallyas moreembeddedbjectsin
Webpagesaresenedfrom contentistributionservices Ad-
ditionally, mary clientsandtheir namesergrsaretopologi-
cally distantfrom eachother Ourexperimentshawv thattyp-
ical client-nameserr distanceis 8 or more hops. Further
more,we find thatlatengy measurementfsom sener sitesto
namesergrsarepoorindicatorsof the correspondinglient
latencies.

In the next sectionwe give a brief overview of basicDNS
operation. Section3 discussesnd quantifiesthe effects of
usingsmall TTL valueson client-percered Web accesda-
teng. Section4 presentsa quantitatve analysisof the dis-
tancebetweertlientsandtheirlocalnamesergrsusingDNS
andHTTP logs from a commercialweb site, aswell asa
large numberof dial-up ISP clients. Section5 proposesa
modificationto the DNS protocolto addresghe problemof
identifying clients during nameresolution. Section6 sum-
marizessomerepresentatie relatedwork andwe conclude
thepaperin Section?.

2 DNS: A Brief Overview

At its most basic level, the DNS provides a distributed
databaseof name-to-addressmappingsspreadacrossa hi-
erarchyof nameserers. The namespacés partitionedinto

authoritative
nameserver

X (ns.service.com)
www.service.com servers

root nameserver

2. req: www.service.com
3. rep: ns.service.com (12.100.104.1)

7. connect to server

client
nameserver

6. rep: IP addr 12.100.104.3

Figure 1: Basic DNS operation: This exampleshaws the
basicstepsrequiredfor a client to resole the addresof a
serviceatwww.service.com

a hierarchyof domainsand subdomainsvith eachdomain
administeredndependenthby an authoritatve nameserer.
Nameserersstorethe mappingof namego addressem re-
sourcerecordsgachhaving anassociated TL field thatde-
termineshow long the entry canbe cachedby othername-
senersin system A large TTL valuereducegheloadonthe
namesergrbut limits how frequentlyupdatedo thedatabase
propagatethroughthe system. The different typesof re-
sourcerecordsandadditionaldetailsaboutthe DNS arede-
scribedin [1,4]. The mostwidely usednameserer imple-
mentationin the DNSis theBerkeley InternetNameDomain
(BIND) [5].

Namesererscanimplementiterative or recursve queries.
In an iteratve query the nameserer returnseither an an-
swerto the query from its local databasd&perhapscached
data),or areferralto anothemamesergrthatmaybeableto
answerthe query In handlinga recursve query, the name-
senerreturnsafinal answerqueryingary othernamesergrs
necessaryo resole the name.Most namesergrswithin the
hierarchyare configuredto sendand acceptonly iterative
gueries.Local namesergrsthathandlequeriesfrom clients
(i.e., end-hosts)however, typically performrecursve name
resolution.

Figure 1 illustrateshow a client typically finds the ad-
dressof a serviceusing DNS. The client applicationuses
a resoler, usually implementedas a set of operatingsys-
tem library routines,to make a recursve queryto its local
namesergr. The local namesergr may be configuredstat-
ically (e.g.,in a systemfile), or dynamically using proto-
colslike DHCP or PPP After makingthe requestthe client
waits asthe local namesergr iteratively triesto resole the
name (www.service.com in this example). The local
nameserer first sendsan iterative queryto the root to re-
solve the name(stepsl and 2), but sincethe sub-domain
service.com hasbeendelegatedtherootsenerresponds
with the addres®of the authoritatve namesergr for the sub-



domain, i.e., ns.service.com (step3)L. The client’s
namesergr then queriesns.service.com andreceves
theP addresof www.service.com  (steps4 andb). Fi-
nally thenameseregrreturnstheaddresso theclient (step6)
andtheclientis ableto connecto the sener (step7).

3

The scalability of the DNS largely dependson the caching
of resourcerecordsacrossintermediatenameseregrs. The
cachingis controlledby the TTL value, which in turn de-
pendson the frequeny with which administratorsexpect
the datato change. For example, InternetRFC 1912 rec-
ommendsminimum TTL valuesaround1-5days[3]. Ear
lier documentatiomadrecommended dayastheminimum
TTL for mostsenersandaround4 daysfor top-level do-
mains[6]. Thesevaluesarenow consideredoo small. Once
adomainstabilizesyaluesontheorderof threeor moredays
arerecommended.A recentstudy shawvs, however, that a
majority of nameserersusea default TTL value of 86400
secondgor 1 day)for theirdomain[7].

Apartfrom intermediatsnamesergrs,nameresolutionre-
sultsarealsocachedy Webbrowsersasa performancep-
timization. The resoher typically doesnot returnthe TTL
valuewith the queryresult,so brawsersusetheir own poli-
ciesfor caching. For example,the default valueusedin re-
centversionsof NetscapeCommunicatolis around15 min-
utes.Sinceclient-sidecachingby browsersis oftennot con-
figurable,we only focuson cachingeffectsat namesergers
in this section.

DNS-basedsener selectionradically changesthe mag-
nitude of TTL valuesand, correspondinglythe benefitsof
cachingat local nameserers. To achieve fine-grainedoad
balancingin theseschemesthe TTL valuesreturnedby au-
thoritative namesergrsaretypically very small(e.g,20 sec)
or setto zero. Thesesmall TTL valuesaffectperformancén
two ways: (i) they increasecachemissestherebyincreasing
the numberof queriessentto the authoritatve nameserer
(alongwith the correspondingnetwork traffic), and(ii) they
increasethe client latengy dueto the extra nameresolution
overheador eachURL access.

Onemight arguethatanincreasen requestraffic to au-
thoritative DNS senersis not a major concern,given the
CPU power of modernseners. Clearly, in the caseof Web
accessthe numberof nameresolutionsis boundedby the
numberof URL accessesProcessingandservicingHTTP
GET requestss likely to incur muchhigheroverheadhan
handling name resolution requests,which require simple
lookupsandsingle-packtresponsesHowever, theincrease
in network traffic dueto additionalUDP DNS requestss not
insignificant[8].

For client-obseredlateng, ontheotherhand, TTL values
have a muchgreateimpact. To quantify this effect, we first
analyzethe overheadof a single nameresolutionand com-

Impact of DNSTTL Values

Ipresumably the client's namesersr cachesthe addressof the
ns.service.com to avoid repeatediygueryingtheroot seners.

total HTTP requests| 34868
uniguehostnames 581
unigueURLs 7632
durationof trace 6 hrs
(10am-1pmpBpm-9pm)
tracedate Februaryl999

Tablel: ISP proxy log statistics

Nameserer cachecontents | Median
lateny

rootand.com only (case) | 200ms
domainnamesergr (casei) | 60ms
seneraddresgcaseii) 2.3ms

Table2: Nameresolutionlatengy

pareit to the total Web pagedownloadlateng. Secondwe

determinghedistribution of embeddeabjects(e.g.,images
andadwertisementsin Web pagesacrosanultiple senersby

analyzinglogs at an ISP proxy site aswell asfrom the top-

level pagesof the most popularWeb sites. Basedon this

data,we computehefractionof timetheclientspendsn the
nameresolutionphasefor a typical Web pageaccessvhen
theTTL valuesaresmallor 0.

3.1 NameResolutionOverheads

To quantify nameresolutionoverheadve analyzedhetime

spentin the various phasesof a typical Web page ac-

cess. A Web pagedownload consistsof the following ba-

sic steps:sener nameresolution,TCP connectiorestablish-
ment, transmissionof the HTTP request,receptionof the

HTTP responsereceptionof datapackets,andTCP connec-
tion termination. Using HTTP/1.0resultsin repeatingthe
the above stepsfor eachembeddeabjectwithin a compos-
ite page. Note that whenthe embeddedbjectsare stored
on anothersener (e.g.,senersin a contentdistribution ser

vice), having HTTP/1.1supportfor persistenfTCP connec-
tions acrossmultiple HTTP requestsioesnot eliminatethe
first two steps.

To computethe DNS overheadswve compiled a list of
sener namesfrom the proxy logs at a single POP loca-
tion of a medium-sizedSP. Table 1 shaws the statisticsfor
the fraction of the trace analyzed. We ran a local name-
sener (BIND version8.2.1)atfour differentlocations(Mas-
sachusettdylichigan, California,andNew York) andusedit
to resohe the varioussener namesfound in the logs. We
measuredhe namelookup overheadby timing the geth-
ostbyname() systemcall for eachsener hostname.The
measurementeere for threelevels of caching: (i) the lo-
cal namesergr cachehadneitherthe sener addressor the
addres®f theauthoritatve nameserer for thatsub-domain,
(ii) the local nameserer cachehadthe authoritatve name-
sener'saddressand(iii) thelocalnamesergrcachehadthe
sener’'saddressn its cache.
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Figure2: Nameresolutionoverheads Thegraphin (a) showvsthedistribution of nameresolutionlateng for thesitesfrom
ISP proxylogswhenneithersenernor authoritatve DNS seneraddressearecachedocally. In (b) we shav theoverheads

for themostpopularsites.

We initially configuredthe local namesergr to have the
addressesf the13root DNS senersin its cache.Thecache
wasthenprimedto containthe addressesf the .com do-
main nameseregrs. Together this setuprepresentsase(i)
discussedbove wherethe local nameserer hadneitherthe
sener IP addressor the correspondinguthoritatve name-
seneraddressn its cache After eachrun of theexperiment,
the local namesergr wasrestartedo flush the local cache
contents.For case(ii), the namesergr cachewasprimedto
containthe addresof the authoritatve nameserer for each
of thedomains.Case(iii) measuredhetime for a cachehit,
i.e.,whentheseneraddressvasin thelocal cache Theme-
dian nameresolutiontimesfor the threelevels of caching,
measuredrom theNew York site,areshavn in Table2. The
resultsshav that cachingreduceshe mediannameresolu-
tion time by morethantwo ordersof magnitude(from 200
msto 2.3 ms). With TTL valuessetto 0 this extra overhead
addsto theclient-obseredlateng.

To furthervalidatetheseresults we obtainedalist of pop-
ular Web sites compiled by an Internet measuremenser
vice [9] andrepeatedhe namelookup experiments.These
siteshad a combineduser populationof 76 million. Fig-
ures2(a)and(b) shawv thedistribution of nameresolutionla-
teng for seners(cased) for boththe proxylogsandthepop-
ular Web sites,respectrely. Thetimesweremeasuredrom
four differentlocationsontheInternet. Theresultsshov that
25% of thenamelookups(with no caching)addanoverhead
of morethan650 msandmorethan3 secondsfor the popu-
lar sitesandISP proxy log sites respectiely. It is interesting
to obsenethatnearly15% of thepopularsitesrequiredmore
than5 seconddo contactthe authoritatve namesergr and
resolethename.Thisis likely to berelatedto the 5-second
defaultrequestimeoutin BIND-basedresohers[2].

3.2 Impact of EmbeddedObjects

MostWebpagesaccessetbdaycontainanumberof embed-
dedcomponentsThesecomponentsincludingimagesand
adwertisementgnaybestoredatthesameéNebseneror pos-
sibly ata differentsener belongingto a contentdistribution

service. In caseswherethe embeddedbjectsare not co-

located,eachpageaccessnay resultin multiple nameres-
olutions, asthe client resolesthe addresof otherseners.
In this sectionwe quantifythe nameresolutionoverheadper
embeddedbject,beginningwith a determinatiorof thedis-

tribution of embeddeabjectsperWebpage.

The logs we obtainedfrom the ISP proxy (seeTable 1)
werepaclettracescollectedusingtheiptrace 2 tool avail-
able on AIX. The paclet traceslogged information about
thepacletcontentsncludingIP andTCPheadersHTTP re-
guestandresponsdeaderandthelist of embeddeabjects
within eachrequest(i.e., all < img src > tags).
From thesetraceswe extracteda list of embeddedbjects
within eachcompositepage. To further substantiatehe re-
sults,andalsostudymorecurrentdata,we alsoanalyzedhe
top-level pagesrom the popularWeb sites,determiningthe
numberof embeddedbjectsfor each. The distribution of
the numberof embeddedbjectsin both datasetsis shavn
in Figure3. The ISP logs shav anaverageof 14 anda me-
dianof 5 embeddedbjectsperpage.Theindex pagesf the
popularsiteshave muchhighervaluesanaverageof 35 and
amedianof 25 objectsperpage.Theseresultsaresimilarto
thoseobsenedin [10].

For the index pagesof the popularWeb siteswe deter
mined the downloadtime for eachembeddedbjectalong
with the compositepage,andcomparedt to the namereso-
lution lateng. We usea tool called Page Detailer [11] that
measureghe individual componentscontributing to Web

2iptrace s similarin functionto tcpdump .
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pageaccesdateng, including the downloadtime for each
embeddedbject. We primed the local namesergr cache
andthe browsercacheto containall thesener addresseéof
thepopularsites)suchthatthemeasuredime consistecnly
of thepagedownloadtime andhadno nameresolutionover-
head.Theaveragepagedownloadtimesandthe objectsizes
areshavn in Table3.

The resultsshawv that if all the embeddedcomponents
were storedon the samesener, suchthat only one name
resolutionwasrequiredfor the entirecompositepage(e.g.,
with HTTP/1.1or whenthe TTL returnedby thenameseregr
is non-zero) the nameresolutionoverheadsarequite small.
Whenneitherthenameserer nor theseneraddresss in the
cache(casei), however, the overheadgrows to around3%
(200 msfor the nameresolutionvs. about6 seconddor the
entirepagedownload).

The namelookup overheadbecomesan order of magni-
tude higher when eachembeddedcomponentrequiresan
additional namelookup. This might occur for example,
whenobjectsaresenedfrom differentsenersbelongingto a
contentdistribution service. From our experimentalresults,
performinga namelookup for eachembeddedbjectadds
an overheadof 48% (around200 ms for the namelookup
andaround400 ms for the embeddedbjectdownload)on
a cachemiss. The large name resolution overheadsug-
gestsseveral considerationsadditionalDNS queriesshould
be amortizedover large page downloads, and embedded
componentshouldbe co-locatedto avoid excessie DNS
queries.

The DNS TTL value needsto balancethe tradeof be-
tweenresponsienes®f DNS-basedener selectionclient-
percevedlateng, andoverall scalabilityof the system.lt is
importantfor site administrators¢o understandhesetrade-
offs before selectingsmall TTL values. The problem of
selectingTTLs arisesfrom the basic limitation of having

avg. completepagedownloadtime 6.3 sec
avg. total pagesize 30.9KB
avg. embeddedbjectsize 1.22 KB

avg. embeddeabjectdownloadtime | 0.415 sec

Table3: Pagedownloadstatistics

no mechanismto flush cachedname-to-addresmappings
in client-sidenameserer caches.Onesimple solutionis to

uselarger TTL valuesto provide only coarse-grainetbad

balancingat the DNS level. Anotherapproachavoids over

loading basicDNS functionality, but insteadrelies on new

servicesor protocolsfor load-balancingand sener selec-
tion. For example,Web senerscandirectclientsto the best
proxy or alternatesener by creatingdynamicHTML pages
with embeddedinks pointingto the bestsener, or by using
HTTP redirection. Theseapproachesre not without draw-

backs,however. Dynamic pageswith rewritten hyperlinks
cannotbe cachedand HTTP redirectionsuffers from addi-

tional TCP connectiorestablishmeniateng.

4 Client-Namesewrer Proximity

DNS-basedsener selectionschemesypically assumehat
clientsandtheir primary namesergrssharenetwork perfor
mancecharacteristicby virtue of beinglocatedcloseto each
other Whenhandlinga nameresolutionrequestthe DNS
sener performingthesener selectiortypically seesonly the
client nameserer asthe originator It hasno way of know-
ing who the actualclient is, or how far the client is from
its nameserer. The corventionalsolutionto this problemis
simply to assumehatthe clientandnamesergr arelocated
nearbyeachother In this sectionwe evaluatethe validity
of this assumptiorempirically using two approachesfirst
basedon datatracesandthenon experimentswith several
ISPs.

Proximity could be measuredlirectly betweenthe client
andnameserer, in termsof network hops,intradomairrout-
ing metrics, or round-trip time. But for the purposesof
DNS-basedsener selection the direct client-to-nameserr
distanceis lessrelevant. The accurag of sener selection
decisionds moredirectly influencedby whetherclientsand
namesergrsappeanearbywhenobsenedexternally, for ex-
amplefrom sener sites. Hence,in this sectionwe focuson
proximity metricsthat are measuredrom arbitrary sitesin
thelnternet.

Ourinitial approachs to collecttracesof HTTP andDNS
requestdrom a productionweb site andusethemto match
clientsto theirnamesergrs. We thendeterminethe distance
betweentheseclients and their nameserers, as seenfrom
a probesite in the network. In Section4.4 we usedial-up
ISP accountsto conductexperimentsto determineclient-
namesergr proximity asseenfrom multiple probesites.



| | Clients [ Clientnamesersrs ]
uniquelP addresses 32,919 | 3807
commonlP addresseq 497
uniqueAS numbers 886 805
HTTP requests DNSrequests
no. of requests 1,455,199 288, 581
durationof trace 48 hrs 39.5 hrs
avg. requestrate 8.42 req/s 2.03 reqg/s

Table4: DNSandHTTP log statistics

4.1 DNSandHTTP Data

We obtainedDNS andHTTP senerlogsfrom acommercial
web site hostedby IBM Global Services. The site is con-
figuredwith a group of several senersthat provide access
to a Web-basedservice.Incomingconnectiongrom clients
aredirectedto oneof the senershy a load-balancindayer
4 switch which acceptsrequestson virtual IP address(es).
Theauthoritatve DNS sener for the subdomaingo-located
atthesite,handlesnameresolutionrequestsandreturnsan-
swerswith aTTL 0. Thelogs,collectedover 2 days,contain
DNS requestsand the client HTTP requestson the corre-
spondingwebseners. The DNS logs containthe IP address
of the requestingnameserer, the namebeingresohed, the
IP addresseturnedandthetimestamp.TheHTTP logscon-
tain only the client IP addressandthe timestamp. Table 4
shavs somebasicstatisticsaboutboth setsof logs.

We useinformationin the global InternetRouting Reg-
istry (IRR) to determineautonomousystem(AS) numbers
for eachlP addressThelIRR is a collectionof routing pol-
icy databasethatincludessenersoperateddy several ISPs
alongwith several othernetworking organizationqd12,13].

Someinformal experimentsusing Page Detailer sug-
gestthatNetscap&Communicato#t.72ontheMicrosoft
Windows platform, cachesname resolutionsfor ap-
proximately15-20 minutes.Salespitethe zeroTTL, a
requestin the HTTP sener log may not have a corre-
spondingequesin the DNS senerlog.

mishandling of TTLs: SomeolderBIND nameserers
areknownto enforceaminimumTTL onrecevedDNS
information, evenif the TTL is zero[6]. Thus,some
HTTP requestanay not have correspondinddNS re-
guestsavenafteraccountingor client-sidecaching.

The processof matchingclientsandtheir nameserersis
subjectto inaccurag (dueto the factorsabove); hencewe
develop a multi-step algorithm to remove as much uncer
tainty aspossible.

Sincewe rely ontimestampgo performthe matching we
first try to identify therelative clock skew betweerthe DNS
sener and eachof the web sener machinesusing IP ad-
dresseghat are commonto both the DNS andHTTP logs.
We assumehattheseaddresseareproxiesor firewalls that
performboth HTTP and DNS requestson behalfof clients,
andconsidersuchcasedo be certainmatches.Usingthese
certainmatchesve determinghemeanclock skew anduseit
in thesubsequendteps.Whatwe referto hereasclock skew
alsoincludesthe delaybetweerthe nameresolutionrequest
andcorrespondingdTTP request.

In the first passwe considereachHTTP requestin turn
andconstructa list of candidatenamesergrswith a nearby
timestamp, subjectto the skew and the expectedbrowser
cachinglwhichwe assumes approximatelyl 5minutes).On
subsequergightingsof the sameclientin theHTTP log, we
refinethe list of candidatenamesergrsby intersectingthe

We constructedh local copy of the availableIRR databases gxjsting list with the new list generatedby the new sighting.

andusedit to lookup AS numbers.ISPsvoluntarily publish
policy androuteinformationin theIRR, thusits contentsare
incomplete.ln ourtraceswe couldnotidentify the AS num-
bersfor 6% of clientIP addresseand5% of nameserer IP
addressessingtheroutingregistry.

4.2 Matching Clients and Namesevers

Beforewe cancharacterizelient-namesersr proximity we
usethe logs to matchclients with their configuredname-
seners.We rely primarily ontimestampdor the correlation
of DNSrequestsvith HTTP requestsSincetheauthoritatve
DNS senerreturnsaddressewith azeroTTL, we expected
eachHTTP requestto have a correspondindNS request.
Severalfactorscomplicatedhis processhowever:

e clock skew. The DNS senerandHTTP senersrunon
separatenachineswhich are not synchronized More-
over, the clock skew of the DNS machinerelative to
eachHTTP sener machinemaybedifferent.

e client caching Although the DNS sener at this site
is configuredto returnanswerswith azeroTTL, client
browserstypically cachetheresultof nameresolutions.

At the endof this processwve have a variable-lengtHist of
candidatenamesergr addressefor eachclient IP address.

Sincethis first passdid not always narrow the list suffi-
ciently to find a single namesergr for eachclient, we in-
troduceda secondpassthat performsa similar processin
reverse. We considereachnamesergr addresssightingin
the DNS logs andconstructa list of likely clientssened by
the nameseregr, accordingto the timestampand the name
being queried(again, taking the measurectlock skew into
account). This resultsin a secondlist of candidateclients
sened by eachnamesergr. Theselists are naturallymuch
longerthanthe candidatenamesergrlists.

Finally we combinethetwo setsof candidatdiststo iden-
tify client-nameserer pairsthatappearin bothlists. Using
this processwe were able to find candidatelists for 2394
clients(approximatelyl0% of all clients). Eachfinal candi-
datelist hadanaverageengthof 1.6. Figure4(a) showvsthe
CDF of the lengthof the namesergr candidatdists. More
than60% of theseclientsmatchedo onenameserer, though
we were not always ableto take advantageof this (asdis-
cussedbelaw). Note thatthesecandidatdists are basedon
matchingclientsandnamesergrsusingonly timestamps.

3We useawindow of 4-10seconds.
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At this pointwe mustdecidehow to finally pick onename-
sener whena client hasmorethan one possiblecandidate.
We adopta consenrative approactthat appliessomesimple
heuristicsbasedon AS numberanddomainnameto decide
if a clientandnameserer do in fact belongtogether Ba-
sically, whenpresentedvith severalcandidatesnamesergrs,
we pick the namesergr thathaseitherthe sameAS number
ordomainnameastheclient. We furtherrankthematcheso
thatmatchingdomainsarerankedhigherthanmatchingAS,
sinceAS groupingis relatively broader Of coursea match
on both criteriais ranked highest. Whenthe AS or domain
nameis unavailable (no IRR entry or no PTR recordin the
DNS), we assumea mismatchfor that criteria. In the case
of ties betweencandidatesve userandomchoiceasthe fi-
nal tie-brealer. Accordingto theseheuristicswe wereable
to find 324 clients-nameseer pairs (14% of the clientsfor
which a candidatdist wasfound usingtimestamps) The
tablein Figure4(b) shavs the percentag®f thesepairsthat
matchedaccordingo the combinationf theseheuristics.

When none of the candidatenamesergrsfor a particu-
lar client matchaccordingto theseheuristics,we consider
it a mismatch,even if the candidatelist consistsof only
onenameseregr. This, in effect, removesmostof the cases
in which a client may not be usingthe corrector assigned
nameserer. While thesecasesare of particular interest,
we believe from inspectiorthattimestamp-basecbrrelation
alonemay be inaccurate thus requiring a conserative ap-
proachusingadditionalheuristics.

4.3 Log-BasedProximity Evaluation

After determininghesetof client-namesemrpairsfrom the
DNS andHTTP logs,the next stepis to determinethe prox-

Proximity measure | % matches |

matchingAS 31 (3% nla)
matchingdomain 16 (23% n/a)
matchingAS anddomain 53 (26% n/a)
matchinglP prefix loctet | 2 octets| 3 octets
37 19 10

Table5: Clientandnamesergr proximity measures

imity of clientsto their namesergrs. Somesimple metrics
of proximity includerelatively staticparametersuchasAS
numberdomainname andIP addresgrefix.

In Table5 we shav the percentagef client-nameserer
pairsthatare“nearby” accordingto thesemetrics.In paren-
thesesarethe percentagef pairsfor which the correspond-
ing metric could not be determined. Sincewe usedomain
namesandAS numbersasheuristicsto determine matching
pairs,thesemetricsaresomavhatmisleading.For example,
Table5 indicateghat31% of theclient-namesererpairshad
the sameAS numberbut this really meansthat69% of the
pairs had either matchingdomainnamesonly or matching
AS anddomainname.We foundthatonly abouthalf of the
client-namesemrpairshadmatchingdomainnamesand AS
number

Table 5 also shaws the percentageof client-namesermr
pairsthat sharethe sameprefix in their IP addressesvhen
prefix lengthsareassumedo be one,two, or threeoctets.It
shouldbenoted however, thatalthoughnearly50% of actual
Internetaddresprefixesare24 bits, therearealargenumber
thatarebetweenl 6 and24 bits[14]. Thereforethenumbers
in Table5 may underestimat¢he actualmatchedf thereal
prefixlengthis not8, 16, or 24 bits.
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A bettermetric for determiningclient-namesersr prox-
imity is network hopswhichwe measurdrom aprobingsite
in the network. We usethetraceroute  tool to learnthe
network pathfrom the probingsite to the client and name-
sener. Thenwe find themaximumhopcoununtilacommon
ancestolappearsn the pathsto determinethe “cluster” size
of the client-namesermr pair. This processs illustratedin
Figure5(a). Router( is the first commonancestoon the
two pathsfrom the probesite. SinceC is 4 hopsaway from
theclientand3 hopsaway from the nameserer, we saythat
this pair belongsto a max(3,4) = 4-hop cluster If both
pathswerethe sameexceptfor the lasthop (i.e., client and
nameseregr both connectedo router H), thentheclientand
namesergr belongto a 1-hopcluster

Figure5(b) shaws the distribution of clustersizesfor the
client-nameserer pairswe identified. Noticethatonly about
15% of the pairsarein 1-hopclusters. The mediancluster
sizeis 5 andmorethan30% of thepairsarein 8-hopclusters,
indicating that a large fraction of clients are topologically
distantfrom theirnamesergrswhenmeasuredrom anarbi-
trary pointin the network. Furthermoresincethe matching
procesgemovedmisconfiguredtlient-nameserer pairs,the
actualnumberof clientsthat aretopologically distantfrom
theirnameserersis likely to behigher

4.4 ISP Proximity Experiments

To further evaluate client-nameserer proximity, we con-
ductedexperimentswith ISP clientsthatconnectusingdial-
up PPPconnections. In most cases dial-up ISPs provide
primary andsecondannameserer IP addressealongwith
thelocal (dynamic)IP addressluringthe PPPnetwork-layer
protocol configuration[15,16]. This allows us to know
with certaintythe nameserer addressefor the client, thus
overcomingthe major challengeof matchingclientsto their

ISPaccounts 11
POPgialed 27-54, avg: 45.8
uniqueclientaddresses 498
uniquenamesereraddressey 54
namesergraddresseperISP | 2-15,avg: 7.4

Table6: ISP addresstatistics

namesergrsusingonly DNS andHTTP requestimestamps
in logs.

We obtained dial-up accountsfrom 9 National retail
ISPs[17] andtwo “free” ISPs. For eachlSE, we dialedinto
approximatelys0 POPsacrosghe U.S.Our datasetncludes
1090 distinct client-nameserer pairs. Table 6 summarizes
the ISP data. Note that we limited our studyto thoselSPs
that usestandardink-layer and authenticatiorprotocolsto
simplify the procesof automatinghe experiments.

From two probe pointsin the Internet (locatedin New
York andMichigan)we collectedpathandlatengy measure-
mentsto thedial-up clientandeachof its namesergrsusing
the traceroute andping tools. In additionwe deter
mined the path and network lateng from the client to its
nameseregrs.

4.5

In our evaluation of ISP client-namesermr proximity we
focus on path and lateny measurementfrom the prob-
ing points rather than other proximity heuristicssuch as
AS numberor domainname. In mostcasesthe AS num-
bersanddomainnamef clientsandnamesergrsmatched,
thoughsomedial-up ISPsemploy namesergrsfrom third-
party providers.lt is interestingto notethatsomelargernet-
work providersthat provide DNS servicesfor dial-up ISPs
appeato usenetwork-layeranycastfor their DNS senerad-

ISP Proximity Evaluation
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dressesWe foundseveralcasesfor example wherethepath
to theadwertisedDNS seneraddressonsistentlyendedata
differentaddressrom both probesites. In the caseof one
ISP, the nameserer ultimately contacteddependedn the
POPIlocation,or wherethetraceroute ~ wastaken.

We first measuredhe size of client-namesersr clusters
asviewedfrom thetwo probingpoints,usingthe sametech-
nigueshawn in Figure5(a). The graphin Figure6(a)showvs
similar clusteringto the log-basedresultsin Section4.3.
Again, nearly 30% of client-nameserer pairsfall in clus-
tersthatare 8 or more hops. The medianclustersizesare
larger thanin the earlierresults,8 and 7 hopsfrom probe
sites1 (New York) and2 (Michigan),respectiely. There-
sultsfrom both probesitesaregenerallyequivalent,though
theclustersareslightly smallerwhenviewedfrom probesite
2.

We compared these results with the direct client-
nameserer topologicaldistanceandfound that that the av-
eragedistanceover all pairswas 7.6 hops, with a median
of 8. Someclientswereasfar as15 hopsfrom their name-
seners. Theaverageclient-to-nameserrround-triplateng
was234 ms,thoughthiswasdominatedy the averagefirst-
hoplateny whichwas188 ms. Theseresultsshav thateven
whenconsideringdirect distancesglientsand nameserers
areoftentopologicallyquitefar apart.

Anotherindicatorof how performancdrom theclientand
its namesergr may differ is the length of the commonver-
susdisjoint portionsof the paths. Supposehe path from
a Web sener to a client andits namesergr is commonfor
mary hops,andthendivergesnearthe ends. Thenit might
be expectedhatthe clientandnamesergr sharesimilar net-
work performancecharacteristicso the sener, morethanif
the pathsdivergednearerto the sener. To measurehis, we
computetheratio of thelengthof thecommonportionof the
pathsto thedisjoint portion. For example,in Figure5(a),the
commonpathis A-B-C with length2 andthe (maximum)

disjointportionis C-F-G-H with length3, resultingin ara-
tio of 2/3 = 0.66. A smallerratio implies thata smaller
portion of the pathsto the client and nameserer is shared,
suggestinghatsimilarnetwork performancéo theclientand
namesergris lesslikely.

Figure 6(b) shows the distribution of path length ratios
from both probesites. As expected the pathratiosdepend
heavily on the probesite location. For probesite 1, around
35% of client-nameserer pathshave disjoint pathsthatare
twice aslong asthe commonpaths(i.e.,ratio 0.5). For probe
site2, however, only 5% of theclient-nameserer pairshave
a 0.5 ratio and nearly 50% have ratio 1.0. For both probe
sites, though, no more than10% of the client-nameserr
pathshadaratio greateithan2.0. Thus,in mostof thecases,
the disjoint portion of the pathis significantlylong, relative
to the commonportion. Oneinterpretationof theseresults
is thatthe nameserer andclient pathsaresuficiently diver
gent,suchthatsimilar network performances unlikely.

We also examined the network lateny to clients and
namesergrsto determineif measurement® namesergrs
arein generalindicative of the relative performancefrom
the correspondinglients. For example,several DNS-based
sener selectionproductscollect measurementfrom each
senersiteto therequestingramesergr, anddirecttheclient
to the site reporting the smallestround-trip lateng. For
eachclient-namesermr pair, we obtaina round-triplateng
measuremer{usingtraceroute ) to theclientandname-
sener from eachof the probesite$. We denotethe mea-
suredateng from probesite 1 to the clientandnameserer
astl andtl, respectiely (similarly for probesite 2). If we
supposehat the probesitesrepresentVeb sener sites,an
interestingquestionis: doest}; < ¢3 imply thatt! < ¢2? In
our experimentsthis relationshipivasviolatedin 21% of the

4The client lateng is measuredo the last hop router ratherthan the
clientitself, to remove the effect of the large delayintroducedby the dial-
up link
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Figure 7: DNS protocol modifications. The generaDNS
messagdormatis shovn in (a), and(b) shawvs the proposed
CA resourceecordcarriedin theadditionalrecordssection.

cases.We alsoconsiderthe casewhentwo probesiteslook
roughly equivalentwith respectto nameserer lateng, i.e.
[t —t3] < w, wherew is, say 10 ms. In this casewe wishto
determindf thecorrespondinglientlateng is alsoroughly
the same subjectto the samevalueof w. We foundthatthis
wastrue in only about12% of the casessuggestinghata
randomchoiceamongtwo equialent-lookingsener sites,
whenmeasurementarerelative to the nameserer, may be
misguided. In general the correlationbetweennamesergr
latengy andactualclient lateng wasquite low. Specifically
we computedhecorrelationcoeficientbetweern =t —¢2
andb = t! — ¢2, andfoundthatp = 0.32. Thus,a andb are
positively correlatedbut only weakly so.

5 DNSProtocol Modifications

As statedatthe outset DNS-basedener selectionschemes
assumethat clients and their primary namesergrs are lo-
catedneareachother, suchthatthey would experiencesimi-
lar performancevhenaccessin@ sener. As shovnin Sec-
tion 4, however, clientsandnamesergrsareoftentopologi-
cally quite distantfrom eachother, castingdoubton the va-
lidity of thisassumption.

Oneway to addresghis problemis to modify the DNS
protocolto carry additionalinformation to identify the ac-
tual client making the request. In this sectionwe propose
a simpleschemethat carriesthe IP addres®f theclient re-
guestingnameresolutionin theDNS querymessageA DNS
sener performingloadbalancingor sener selectioncanuse
theclientIP addresso decidemoreaccuratelywhichaddress
to returnin the answer This is of courseonly applicable
in the commoncasewhereclient resohers make recursve
gueriesto the local namesergr, which then operatestera-
tively to find theanswer

As shown in Figure7(a),the standardNS messagéor-
mat consistsof five sections: header , question , an-
swer , authority , andadditional [4]. This scheme
could be implementedby modifying the format of the
guestion  sectionin DNS messagedyut amorebackward
compatibleapproachs to defineanenv DNSresourcaecord

with type CA(clientaddressjo accompaw the queryin the

additional recordssectionof the messageFigure 7(b)

illustratesthe format of the new resourcerecord. The type

field is setto CA andthe datasectionof the recordsimply

containsthe client IP address. The TTL is zerosincethe

recordappliesonly to the currenttransactiorandshouldnot

be cached. Note that this extensioncan be incrementally
deployed, similar to other experimentalresourcerecords.
Nameserersthat do not understandhe new type will sim-

ply ignoreit. Thisis aslightly unusualuseof anew resource
recordsinceit pertainsto a specificquery insteadof pro-

viding additionalinformationin the databasebouta host,

namesergr, or network.

6 RelatedWork

Thereare several areasof researchand standardizatioref-
forts relatingto DNS-basedsener selection.In this section
we summarizesomerepresentatie work.

Thegeneralproblemof determiningdistancebetweenn-
ternethostsor networks hasrecevved a greatdeal of recent
attention.For example,the IDMaps architectureattemptgo
provideaservicein whichtraceroute = measurementre
distributedover the InternetusingIP multicast[18]. Clients
of theserviceusetheraw measurements computedistance
estimates. The SONAR serviceprovides an interface be-
tweenapplicationsand proximity estimationservices[19].
SONAR definesa query/responserotocol that clients can
useto find thedistanceébetweeranearbySONAR senerand
asetof IP addressesSONAR doesnot specifya meandor
estimatingproximity, dependingnsteadon servicessuchas
IDMapsfor distancanformation.

Relatedto the issuesof how to measureproximity and
malke information available to clients is the question of
which metricsprovide the bestindication of actuallateng
when selectingamongmultiple seners. Recentwork has
considerednetricssuchasnetwork hops,AS hops,andRTT,
alongwith variousmeanf collectingthemincludingactive
probingusingtraceroute , ping , or HTTPR andpassie
participationin BGP peeringsession$20-22].

Several modificationsto DNS have beenproposedpoth
to provide additionallocationinformation abouthosts,and
specificallyto facilitatesener selection.The LOC resource
record allows geographiclocation information to be ex-
pressedn the DNS as latitude and longitude[23]. Simi-
larly, the GL resourcerecordencodedocationinformation
in termsof hierarchicallocator (country code,postalcode)
andantextualaddres$24]. NetGeais arelatedtool thatper
formswhois querieson a variety of databaseto returnall
available geographicnformation aboutan IP addressdo-
main name,or AS number[25]. The SR/ DNS resource
recordis a proposedstandardvhich specifieghe identity of
senersthat provide a specificservice(e.g.,LDAP) usinga
specifiedprotocol (e.g., TCP), in a specifieddomain(e.g.,
service.com ) [26]. SRV recordsallow clientsto iden-
tify the senersproviding the specifiedservicebut doesnot
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give ary indication of their actuallocation beyond what is
discerniblefrom thesener’s nameor IP address.

In[27], theauthorgdescribeaschemen whichclientDNS
senersdirectly querygatevay routersfor routing metricin-
formation about pathsto differentcontentseners. Using
thesemetricsthe DNS sener selectsan appropriatesener.
ThelLocationDataSystem(LDS) definesanextensionto the
DNS for resourcerecordsthatmap URLs to lists of seners
holdingthespecifiedobject[28]. LDS alsouseshedynamic
updatefacility in DNSto learnaboutchangesn thelocation
of objectsfrom objectseners(e.g.,webcaches).

Finally, somerecentwork hasproposechev mechanisms
to reduceclient lateng relatedto nameresolution. One
approachs to pre-resole sener nameshy consideringthe
users accesdistory along with the links appearingon the
Webpagebeingviewed[29]. Otherwork proposegroactie
cachemanagemenin which cachedhameresolutionresults
arerefreshedhutomaticallywithoutwaiting for aqueryfrom
the client [7]. This work further affirms that DNS caching
playsacrucialrole in determiningclient-percevedlateng.

7 Conclusion

This paperexplored two importantissuesrelatedto DNS-
basedsener selection. The DNS-basedschemegypically
disableclient-sidecachingof nameresolutionresults,rais-
ing the questionof what impact this policy hason client-
perceved Web accesdateng. Our experimentsshav that
without caching,nameresolutionoverheadcan grow up to
two ordersof magnitude. Furthermore,as the numberof
embeddedbjectssened from multiple sourcesincreases,
namelookup overheadsangrow nearly50%. DNS-based
sener selectionalsorelieson clientsandtheir local name-
senersbeingin closeproximity, sinceredirectionis based
on the namesergr originating the requestrather than the
client. Our experimentsshawv that this assumptioris often
violated, with clients typically 8 or more hopsfrom their
nameseregrs.Also, our ISP experimentshovedthatlateng
measurement® local namesergrsaregenerallyweakpre-
dictorsof lateng to the actualclients.

A growing numberof contentand serviceprovidersare
turning to DNS-basedschemesandassociatedommercial
products,for distributed sener selectionand load balanc-
ing. This studydraws attentionto the pitfalls associatedvith
this approach. Our resultssuggestthat careful considera-
tion is necessarywhen choosingDNS TTL valuesto bal-
anceresponsienessagainstextra client lateng. Also, addi-
tional mechanismsnaybe necessaryo ensurethe accurag
of sener selectiondecisionswhenclient proximity is a de-
cidingfactor In this paperwe proposeonesuchmechanism
in theform of anew, simpleDNS resourceaecordthatiden-
tifies the client originatinga nameresolutionrequest.
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