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#### Abstract

Technology trends and especially portable applications drive the quest for low-power VLSI design. Solutions that involve algorithmic, structural or physical transformations are sought. The focus is on developing low-power circuits without affecting too much the performance (area, latency, period). For CMOS circuits most power is dissipated as dynamic power for charging and discharging node capacitances. This is why many promising results in low-power design are obtained by minimizing the number of transitions inside the CMOS circuit. While it is generally accepted that because of the large capacitances involved much of the power dissipated by an IC is at the I/O little has been specifically done for decreasing the I/O power dissipation.

We propose the Bus-Invert method of coding the I/O which lowers the bus activity and thus decreases the I/O peak power dissipation by $50 \%$ and the I/O average power dissipation by up to $25 \%$. The method is general but applies best for dealing with buses. This is fortunate because buses are indeed most likely to have very large capacitances associated with them and consequently dissipate a lot of power.


Index Terms-low-power dissipation, CMOS VLSI, coding.

## I. INTRODUCTION

CY MOS VLSI is intrinsically a low-power technology [23]. When compared to TTL, ECL or GaAs at similar levels of integration the power dissipated by CMOS is several orders of magnitude lower. This is one of the major reasons for the widespread acceptance of CMOS in all kinds of applications from consumer appliances to some supercomputers. The power dissipated in a CMOS circuit can be classified as static power dissipation (overlap current and DC static) and dynamic power dissipation. The static power dissipated by a CMOS VLSI gate is in the nanowatt range [23], [9] and for the purpose of this paper will be ignored. The dynamic power dissipated by a CMOS circuit is of the form [23], [14]:

$$
\begin{equation*}
P_{c h i p} \propto \sum_{i=1}^{N} C_{l o a d_{i}} \cdot V_{d d}^{2} \cdot f \cdot p_{t_{i}} \tag{1}
\end{equation*}
$$

where the sum is done over all the $N$ nodes of the circuit, $C_{l o a d_{i}}$ is the load capacitance at node $i, V_{d d}$ is the power supply voltage, $f$ is the frequency and $p_{t_{i}}$ is the activity factor at node $i$.

The special interest in low-power CMOS design is relatively recent and is due to an increased interest in portable applications. For achieving low-power in CMOS circuits one or more of the terms $V_{d d}, C_{l o a d_{i}}, f$ and $p_{t_{i}}$ must be minimized. Decreasing $V_{d d}$ has a quadratic effect and is thus a very efficient way of decreasing the power dissipation [3]. Even then the decrease in power obtained by lower $V_{d d}$ is not of several
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orders of magnitude as required by portable applications. This is why lowering $V_{d d}$ must be done in conjunction with other methods for decreasing the power dissipation even further. Lowering the activity factor is a very promising way of further decreasing the power dissipation. It can be viewed at different levels of abstraction [3]:

- In the behavioral domain advances at the algorithmic level can dramatically decrease the number of transitions by lowering the number of steps necessary for a given computation [3].
- In the structural domain at the logic level there are approaches [18], [11] that consider the switching probabilities associated with different gate implementations. For random inputs the output of an AND gate is more likely to be 0 than 1 while the output of an OR gate is more likely to be 1 than 0 . An XOR gate has equal probabilities for 0 or 1 . By properly choosing the multilevel implementation of a boolean function the circuit can be optimized such that the total number of transitions is minimized.
- At the logic and layout levels the effect of glitches must be considered. Glitches represent unnecessary and unwanted transitions that contribute among other things to increased noise and power dissipation. Among general circuit topologies balanced-trees are less likely to generate glitches than chain topologies [4] when properly balanced also at the layout level.
The peak power dissipation is determined by the maximum instantaneous value of the activity factor while the average power is determined by the average activity factor. Decreasing the average power dissipation is generally the target of lowpower techniques but the maximum activity factor is also important because of its relationship with the simultaneous switching noise and the resulting ground bounce [13]. Figs. 1 and 2 illustrate two cases that have the same average but very different maximum switching activities.

In Section II we propose coding as a method of decreasing the activity factor on buses. Section III explains the Bus-Invert method suitable for data buses while section IV considers coding on an address bus. Coding the I/O was proposed in [21], [16] as a noise reduction method. Codes were developed for reducing the I/O transmitted noise for both terminated and unterminated lines. Since transitions are a common cause in CMOS for both noise and power dissipation many of the methods used in [21], [16] can be applied for low-power design. This was independently done in [20]. There is also a patent [8] that proposes coding the I/O for reduced state changes. The Bus-Invert method can be characterized as an example of what in [21] is called "starvation coding'" and in [20] is called 'limited-weight coding'.


Fig. 1. An eight-bit bus on which all eight lines toggle at the same time and which has a high peak (worst-case) power dissipation. There are 16 transitions over 16 clock cycles (average 1 transition per clock cycle).

## II. CODING FOR Low-POWER I/O

The floorplan of a VLSI IC is being formed of the internal circuit surrounded by the I/O padframe. The power dissipated at the I/O can be as low as $10 \%$ [7] and as high as $80 \%$ [15] of the total power dissipation. For circuits optimized for low-power the power dissipated at the I/O is typically around $50 \%$ of the total [24]. This large I/O power dissipation is a consequence of the huge (compared with the internal circuit) dimensions of the devices in the I/O pads and of the external capacitances due to I/O pins, wires and connected circuits. The devices in the $1 / O$ pads need to be large in order to drive the large external capacitances and this further increases their own parasitic capacitances. The effect of the large capacitances is twofold: long delays (which lead to lower performance) and high-power dissipation. The usual way of addressing I/O pads performance and power dissipation is at the layout and circuit level [13]. In this paper we consider I/O power dissipation at a higher level of abstraction.

The research on low-power design has focused on the internal circuit [3]-[6], [11], [18] despite the fact that the I/O power dissipation is at least an important part if not the dominant factor in power dissipation [15]. One reason is that the I/O is considered somehow "fixed" or "given." In highlevel synthesis the I/O is likely to be a constraint on the design, part of the initial specification. The chip is designed such that
it obeys a predefined I/O operation. When this "black-box"' approach is taken there is little freedom to modify the I/O for low-power. We change that and look at coding in order to decrease the I/O activity.

In order to make (1) tractable a simplification that is generally made is to consider that each node has the same "average'' load capacitance [18]. If $V_{d d}$ and $f$ are the same for all gates (1) becomes:

$$
\begin{equation*}
P_{c h i p} \propto C_{\text {average }} \cdot V_{d d}^{2} \cdot f \cdot N(\text { transitions }) \tag{2}
\end{equation*}
$$

where $N($ transitions $)$ is the maximum (for peak power) or average (for average power) total number of transitions for the entire chip.

Considering the same 'average'" load capacitance for all the nodes can sometimes lead to wrong conclusions. Nodes with very large capacitances can dominate the total power dissipation. For example in [2] the power dissipation of different adders is first estimated with a simplified model and then actually measured on a fabricated chip. The estimation for the carry look-ahead adder was far from the actual measured value exactly because the influence of the large capacitance look-ahead tree was oversimplified. In this paper a simplified model is also used but this time with two different types of nodes: a small capacitance node typical for the internal circuit and a large capacitance node typical for the I/O. We also


Fig. 2. An eight-bit bus on which the eight lines toggle at different moments and which has a low peak power dissipation. There are the same 16 transitions over 16 clock cycles and thus the same average power dissipation as in Fig. 1.
assume that the $V_{d d}$ and $f$ have already been optimized for low-power and thus the only way of further decreasing the power dissipation is to lower the number of transitions. This assumption is in the spirit of [18]. With these assumptions the total power can be written as a sum of the power dissipated by the internal circuit and the power dissipated at the I/O:
$P_{\text {chip }} \propto C_{\text {int }} \cdot N(\text { transitions })_{\text {int }}+C_{I / O} \cdot N(\text { transitions })_{I / O}$
The internal number of transitions $N(\text { transitions })_{\text {int }}$ is generally much larger than $N(\text { transitions })_{I / O}$ because the number of internal nodes is much larger than the number of I/O nodes, while $C_{i n t}$ is generally much smaller than $C_{I / O}$. The total power dissipated by the chip is then the sum of two comparable terms:

- $P_{\text {int }}$ (average or peak): the product of a small internal capacitance and a large (average or maximum) number of transitions and,
- $P_{I / O}$ (average or peak): the product of a large I/O capacitance and a small (average or maximum) number of transitions.
We are now ready to state the idea behind our proposed method of decreasing the power dissipation: Code the data in order to decrease the number of transitions on the large capacitance side (I/O) even at the expense of slightly increasing
the number of transitions on the low capacitance side (internal circuit).

Intuitively the total power dissipation will decrease by decreasing the number of transitions on the high capacitance side. Because the number of internal transitions is already large, increasing it by a comparatively small amount is likely to be insignificant. A numerical example will help illustrate this. Let's consider an 8 -bit wide data bus on which coding is used in order to decrease power dissipation. By coding (see section III) the maximum bus activity can be reduced by $50 \%$ and the average bus activity by at most $25 \%$. The increase in the internal number of transitions is of the order of $n \log n$ where $n$ is the bus width (see section III-D). With the power dissipated at the I/O $50 \%$ of the total we'll consider: $V_{d d}=1 V, f=1 M H z, N(\text { transitions })_{I / O}=8$, $C_{I / O}=2500$ and $N(\text { transitions })_{\text {int }}=2500, C_{I / O}=8$ (a conservative estimate that the I/O capacitances are two orders of magnitude larger than the internal capacitances). The power dissipated in the uncoded case will then be: $P_{\text {uncoded }}=$ $2500 \cdot 8+8 \cdot 2500=40000$.
If the above $N(\text { transitions })_{I / O}=8$ is the average number of transitions by coding it can be reduced to 6 ( $25 \%$ ). At the same time $N\left(\right.$ transitions $_{\text {int }}$ will be increased with $n \log n=8 \cdot 3=24$. The power dissipated becomes:


Fig. 3. A typical eight-bit synchronous data bus. The transitions between two consecutive time-slots are "clean." There are 64 transitions for a period of 16 time-slots. This represents an average of 4 transitions per time-slot, or 0.5 transitions per bus line per time-slot.

TABLE I
Typical Values of $33 \%, 50 \%$ or $67 \%$ for the Percentage of I/O Power Dissipation from the Total Power Dissipation are Considered. With Coding the Maximum I/O Power Dissipation can be Reduced by Half and the Average I/O Power Dissipation can be Reduced by $25 \%$

| If the amount of <br> I/O power dissipation <br> from total is: | If the I/O <br> maximum power <br> is lowered to: | the total <br> maximum power <br> is lowered to: | If the $I / O$ <br> average power <br> is lowered to: | the total <br> average power <br> is lowered to: |
| :---: | :---: | :---: | :---: | :---: |
| $33 \%$ |  | $84 \%$ |  | $91 \%$ |
| $50 \%$ | $50 \%$ | $75 \%$ | $75 \%$ | $88 \%$ |
| $67 \%$ |  | $67 \%$ |  | $83 \%$ |

$P_{\text {average }}=2500 \cdot 6+8 \cdot 2524=35192 \approx 88 \%$ of $P_{\text {uncoded }}$.
If $N(\text { transitions })_{I / O}=8$ is the maximum number of transitions by coding it can be reduced to 4 ( $50 \%$ ). The increase in $N(\text { transitions })_{i n t}$ will be the same $n \log n=$ $8 \cdot 3=24$. The maximum power dissipated after coding is: $P_{\text {maximum }}=2500 \cdot 4+8 \cdot 2524=30192 \approx 75 \%$ of $P_{\text {uncoded }}$. As can be seen the savings in I/O power dissipation translate almost entirely into savings at the chip level with very little penalty due to the increase in the internal activity factor.

Table I gives an idea of the approximate decrease in total power dissipation when the I/O number of transitions is cut by $50 \%$ (for maximum) or by $25 \%$ (for average) by considering some typical values for the percentage of I/O power dissipation from the total power.

## III. Power Dissipation on a Data Bus

Buses are a typical model for I/O communication. Furthermore buses are generally heavily loaded and consequently dissipate a lot of power. Glitches can be a serious cause of increased power dissipation because they represent unnecessary transitions [3], [5]. This is why we consider a synchronous bus model in which the transitions between two consecutive time-slots are 'clean'" (Fig. 3). Latches are needed on the bus-drivers side for such 'clean'' transitions.

We'll consider the activity on a typical data bus to be characterized by a random uniformly distributed sequence of values. Of course this is just an approximation, in general there is a degree of redundancy which can be exploited for example by lossless compression techniques [25]. Data compression is an efficient method to decrease power dissipation and by removing the extra redundancy the data can be accurately approximated as a random sequence. Even if compression is not used we believe that a random process is a reasonable approximation for the sequence on a data bus for our purpose. The assumption of random uniformly distributed inputs is also conveniently made by most of the statistical power estimation methods [18]. With this assumption for any given time-slot the data on an $n$-bit wide bus can be any of $2^{n}$ possible values with equal probability. The average number of transitions per time-


Fig. 4. The same sequence of data as in Fig. 3 coded using the Bus - Invert method. There are now only 53 transitions over a period of 16 time-slots. This represents an average of 3.3 transitions per time-slot, or 0.41 transitions per bus line per time-slot. The maximum number of transitions for any time-slot is now 4 .
slot will be $n / 2$. For example on an eight-bit bus there will be an average of 4 transitions per time-slot or 0.5 transitions per bus-line per time-slot. Thus the average power dissipation for the I/O will be proportional with $n / 2$. When all the bus-lines toggle at the same time (the probability of this happening in any time-slot is $1 / 2^{n}$ ) there will be a maximum of $n$ transitions in a time-slot and thus the peak (worst-case) power dissipation is proportional with $n$. The ground-bounce is also worst in this case [13].

Fig. 3 shows a sequence of 16 time-slots for an 8 -bit data bus. The values were pseudo-randomly generated and will be used further for illustration purposes:

$$
\begin{aligned}
& \text { D0 : } 1000010011011000 \\
& \text { D1 }: 1000010101101100 \\
& \text { D2 }: 0110010100010011 \\
& \text { D3 }: 1111000011000010 \\
& \text { D4 }: 0001100001110010 \\
& \text { D5 }: 0101010110011001 \\
& \text { D6 : } 1100111000101001 \\
& \text { D7 }: 1100010110010010
\end{aligned}
$$

The total number of transitions for these pseudo-random values for the 16 time-slots is 64 or an average of 4 transitions per time-slot, exactly as in the theoretical analysis. Because of the short time-frame the maximum number of transitions for
this example is only 6 . The question is: can we do better? Can we decrease the number of transitions for the I/O while transferring the same amount of information? If we consider the I/O as something "fixed" or as a "constraint" on the design then there is nothing we can do. But if we consider the I/O as another design variable then the problem becomes a typical coding case: Code the I/O in order to transfer the same amount of information in the same amount of time but with a lower number of transitions and thus decrease the total peak and average power dissipation.

## A. Bus-Invert-Coding for Low-Power on a Data Bus

Let's denote as the data value the piece of information that has to be transmitted over the bus in a given time-slot. Then the bus value will denote the coded value (the actual value on the bus). Typically a code needs extra control bits. The Bus-Invert method proposed here uses one extra control bit called invert. By convention then invert $=0$ the bus value will equal the data value. When invert $=1$ the bus value will be the inverted data value. The peak power dissipation can then be decreased by half by coding the I/O as follows (Bus-Invert method):

1) Compute the Hamming distance (the number of bits in which they differ) between the present bus value (also counting the present invert line) and the next data value.


Fig. 5. The binomial distribution for the Hamming distances of the next data value. The maximum is at $\mathbf{n} / 2=4$.
2) If the Hamming distance is larger than $n / 2$, set invert $=$ 1 and make the next bus value equal to the inverted next data value.
3) Otherwise let invert $=0$ and let the next bus value equal to the next data value.
4) At the receiver side the contents of the bus must be conditionally inverted according to the invert line, unless the data is not stored encoded as it is (e.g., in a RAM). In any case the value of invert must be transmitted over the bus (the method increases the number of bus lines from $n$ to $n+1$ ).
The Bus-Invert method generates a code that has the property that the maximum number of transitions per time-slot is reduced from $n$ to $n / 2$ and thus the peak power dissipation for the I/O is reduced by half. From the coding theory point of view the Bus-Invert code is a time-dependent Markovian code. Fig. 4 shows the same data sequence as Fig. 3 only this time using the Bus-Invert coding in order to decrease the number of transitions:

$$
\begin{aligned}
& \text { D0 : } 1000000100110101 \\
& \text { D1 }: 1000000010000001 \\
& \text { D2 }: 0110000011111110 \\
& \text { D3 }: 1111010100101111 \\
& \text { D4 }: 0001110110011111 \\
& \text { D5 }: 0101000001110100 \\
& \text { D6 }: 1100101111000100 \\
& \text { D7 }: 1100000001111111 \\
& \text { inv }: 0000010111101101
\end{aligned}
$$

While the maximum number of transitions is reduced by half the decrease in the average number of transitions is not as good. For an 8 -bit bus for example the average number of transitions per time-slot by using the Bus-Invert coding becomes 3.27 (instead of 4 ), or 0.41 (instead of 0.5 ) transitions per bus-line per time-slot. This means that the average number of transitions is $81.8 \%$ as compared with an unencoded bus. There are two reasons why the performance of the Bus-Invert coding for decreasing the average number of transitions is not as good as for decreasing the maximum number of transitions:

- the invert line contributes itself with some transitions,
- the distribution of the Hamming distances for the next data values is not uniform.
Fig. 5 shows the distribution of the Hamming distance for the next data value with the probabilities that the next value


Fig. 6. The probability distribution for the Hamming distances of the next bus value for an 8 -bit data bus encoded with the Bus - Invert method. The transitions of the invert signal are also counted.
will differ from the present one in $1,2,3,4,5,6,7$, or 8 b positions. It is a binomial distribution where the maximum probability is for a Hamming distance of 4 (and is equal to $\frac{C_{8}^{4}}{2^{8}}=0.27$ ). Unfortunately 4 (or $n / 2$ in the general case) is exactly the value for which there is no gain in inverting the contents of the bus and thus the coding is ineffective for that value.

The distribution of the Hamming distances for the next bus value when using the Bus-Invert method is shown in Fig. 6. The very large probability $(0.5)$ at 4 means that it is likely that the next value on the bus will differ from the present one in 4 positions. This is why the average number of transitions per time-slot is large (3.27), and thus the decrease in average power dissipation is less than for peak power dissipation.

Until now the particular case of an 8-bit bus was considered. How does the method perform on other bus widths? It turns out that as the width of the bus $n$ increases the term corresponding to $n / 2$ in the binomial distribution becomes dominant and the decrease in average power dissipation becomes even smaller. For example for a 16-bit data bus the average number of transitions per time-slot becomes 6.8 (compared to 8 for an unencoded bus) for an average of 0.43 transitions per bus-line per time-slot, which is $85 \%$ of the unencoded case (compare with $82 \%$ for an 8 -bit bus). For an even wider bus (e.g., 64) the decrease in average power dissipation gets even smaller. The decrease in peak power dissipation remains the same $50 \%$ for any $n$.

## B. The Bus-Invert Method is Optimal

With the assumption of random distribution for the sequence of data the Bus-Invert method is optimal in the sense that given the same redundancy ( 1 extra bus line) no other coding can achieve better reduction in the number of transitions. This can be seen by considering all possible next values on the bus. The next value can be the same as the present one and this will correspond to no transitions on the bus. The next value can differ in only one position (one transition) and there will be $C_{n+1}^{1}=n+1$ such possible next values (there will be $C_{n}^{1}=n$ values with invert $=0$ and another one (all 1 s data value) with invert $=1$ ). Similarly there will be $C_{n+1}^{2}$ values that will generate two transitions, $C_{n+1}^{3}$ values that will generate three transitions, up to $C_{n+1}^{n / 2}$ values that will generate $n / 2$ transitions (assume $n$ even without loss of generality). As can
be seen:

$$
C_{n+1}^{0}+C_{n+1}^{1}+C_{n+1}^{2}+\cdots+C_{n+1}^{n / 2}=2^{n}
$$

and all $2^{n}$ possible next values are taken into account. The average number of transitions per bus cycle will be:

$$
\frac{C_{n+1}^{0} \cdot 0+C_{n+1}^{1} \cdot 1+C_{n+1}^{2} \cdot 2+\cdots+C_{n+1}^{n / 2} \cdot n / 2}{2^{n}}
$$

It can be seen that the Bus-Invert method uses all the patterns with at most $n / 2$ transitions. This is what in [20] is called a perfect limited-weight code and in [21] is called a starvation code. Any other code with $2^{n}$ codewords can either use a permutation of these same patterns and then will exhibit the same average bus activity or use patterns with more than $n / 2$ transitions and generate a larger bus activity. From this point of view the Bus-Invert method is optimal and any other coding method must use more than one extra line in order to further decrease the bus activity.

## C. Partitioned Code for Lower Average Power

In order to decrease the average I/O power dissipation for wide buses the observation that the Bus-Invert method performs better for small $n$ can be used to partition the bus into several narrower subbuses. Each of these subbuses can then be coded independently with its own invert signal. For example a 64 -bit bus could be partitioned into eight 8 -bit subbuses with a total of eight invert signals. Because of the assumption that the data to be transferred over the wide bus is random uniformly distributed, the statistics for the narrower subbuses will be independent and the sequence of data for each subbus will be random uniformly distributed. For example for a 64 -bit bus partitioned into eight 8 -bit subbuses the average number of transitions per time-slot will be 26.16 ( 8 times 3.27 , the average for one 8 -bit subbus) and the average number of transitions per bus-line per time-slot will be 0.41 (as for an 8 -bit bus with one invert line). The maximum number of transitions is not improved by partitioning the bus and remains the same $n / 2$.
Partitioning in order to get a lower average number of transitions has the obvious drawback of needing the extra invert lines, but as was shown in section 3.2 any code that tries to improve on the Bus-Invert has to use extra bits. On the other hand a partitioned code is no longer optimal and there are other codes that using the same number of extra bits as a partitioned code can achieve a lower bus activity. These are the codes that systematically use patterns with $m$ or less number of transitions where $m<\frac{n}{2}$ and which are called " m limited weight codes'' in [20]. Unfortunately the algorithmic generation of such codes is not well understood at this moment and using look-up tables in ROM as suggested in [21] is out of the question because of the extra area and power dissipation.

For a partitioned Bus-Invert code the lowest number of transitions is obtained for subbuses of width 2 . That means that for a minimum average number of transitions a 64 b bus would need to be partitioned into 322 b subbuses. Obviously the penalty induced by the large number of extra bus lines $(n / 2)$ will generally favor a coarser partitioning. The average number of transitions per bus-line per time-slot for a 2 b bus is 0.375 (as compared to 0.5 for an unencoded bus) or $75 \%$

TABLE II
Comparison of Unencoded I/O and Coded I/O With One or more invert Lines. The Comparison Looks at the Average and Maximum Number of Transitions per Time-Slot, per Bus-Line per
Time-Slot, and I/O Power Dissipation for Different Bus-Widths

| nr. of bus lines | mode | average <br> transitions <br> /time-slot | average <br> transitions <br> /bus-line | average <br> 1/O power dissipation | maximum <br> transitions <br> /time-slot | maximum <br> transitions <br> /bus-line | peak 1/O power dissipation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | unencoded | 1 | 0.5 | 100\% | 2 | 1 | 100\% |
|  | 1 invert | 0.75 | 0.375 | 75\% | 1 | 0.5 | 50\% |
| 8 | unencoded | 4 | 0.5 | 100\% | 8 | 1 | 100\% |
|  | 1 invert | 3.27 | 0.409 | 81.8\% | 4 | 0.5 | 50\% |
|  | 4 invert | 3 | 0.375 | 75\% |  |  |  |
| 16 | unencoded | 8 | 0.5 | 100\% | 16 | 1 | 100\% |
|  | 1 invert | 6.83 | 0.427 | 85.4\% | 8 | 0.5 | 50\% |

of the unencoded case. Fig. 7 considers the previous example (see Figs. 3 and 4) of an 8 b bus, this time partitioned into four 2 b subbuses.

As can be seen from Table II the decrease in average power dissipation for the Bus-Invert method with or without partitioning is not very large but at least is consistent. It would be extremely "expensive" in terms of extra code bits (and consequently extra pins) to decrease the bus activity much more. Returning to our 8 -bit data bus we saw that by using the Bus-Invert method with only one extra pin the maximum bus activity can be cut to 4 . If it is needed to further cut it to 3 for example a 3 -limited-weight code is needed. The inequality that needs to be satisfied is [20], [21]:

$$
\begin{equation*}
C_{8+k}^{0}+C_{8+k}^{1}+C_{8+k}^{2}+C_{8+k}^{3} \geq 2^{8}=256 \tag{3}
\end{equation*}
$$

where $k$ represents the extra code bits, $C_{8+k}^{0}+\cdots+C_{8+k}^{3}$ is the number of codewords of length $8+k$ with at most 3 transitions and $2^{8}$ is the required number of data patterns. By simple inspection it can be seen that the minimum $k$ that satisfies (3) is $k=4$. So 3 more bits are needed compared to the Bus-Invert method for a small extra decrease. In general the number of necessary extra code bits grows exponentially [21] and the method becomes nonpractical when a very small transition activity is needed. Another big problem for the limited-weight codes is that no general algorithmic way of generating them is known yet.

## C. Implementation of the Bus-Invert Method

In order to implement the Bus-Invert coding scheme some extra circuitry is needed on the data-path which means extra area and sometimes lower performance. For an 8 b nonpartitioned bus a possible circuit for the driver side is shown in Fig. 8. There are 16 extra XOR gates and a majority voter ( 5 out of 9 ) circuit (because the invert line contributes with transitions the voter must also take it into account). The bus-drivers, bus-receivers and the latches are needed for the unencoded case also and do not represent an overhead. The majority voter can be implemented digitally with a tree of full adders (Fig. 9). Thus the circuit will generate on the order of $O(n \log n)$ extra internal transitions.

If the delay and extra power consumption of the digital majority voter is considered too large an alternate analog circuit can be used. The main observation here is that the computation of the invert line is not critical for data integrity.


Fig. 7. An 8 b data bus partitioned into four 2 b subbuses. There are 48 transitions for a period of 16 time-slots. This represents an average of 3 transitions per time-slot, or 0.375 transitions per bus line per time-slot. The maximum number of transitions in any time-slot is 4 . There is at most one transition per time-slot in each of the four subbuses.

If for example the Hamming distance is larger than $n / 2$ but the majority voter decides that invert should be a 0 , the data on the bus will not be inverted. This will only mean that the potential power savings will be lost but still the data will not be corrupted. With this observation the simpler analog circuit in Fig. 9 can be used [21] without fearing the possible "impreciseness" of such analog circuitry.
The receiver side is much simpler because it only needs to conditionally invert the bus contents in order to get the correct data value. The delay of the data-path is slightly increased but this tradeoff of performance versus low-power is common to almost all methods of decreasing power dissipation. If so desired the encoding and decoding operations can be pipelined for keeping the overall throughput unchanged.

## IV. Low Power for an Address Bus

In section III the case of a random uniformly distributed sequence of values was considered and it was claimed that this is close to what happens on a data bus. For an address bus this assumption is generally no longer valid. In the extreme case of a circular FIFO implemented with a RAM and a counter [10] the RAM addresses are sequential. Generally, an address bus will tend to have a sequential behavior. Most of the time the number of transitions will be small and the overall average will be
also small. For example for $n=8$ and a pure sequential behavior the average number of transitions will be 1.99 per time-slot or only 0.25 per bus line per time-slot, much smaller than 0.5 as was the case with random uniformly distributed values. The Bus-Invert method will have a minimal impact on the average power dissipation in this case ( 1.82 average number of transitions per time-slot). The idea of coding can still be used in order to decrease the power dissipation for a sequential behavior.

## A. Coding for Low-Power on an Address Bus

The Gray code is perfect for an address bus. With only one transition per time-slot or $1 / n(0.125$ for an 8 -bit bus) transitions per bus line per time-slot it represents an improvement of $45 \%$ over the unencoded sequential case. The Gray code is easy to generate but the extra circuit will require extra area and will affect the performance. As for the BusInvert method the Gray coding can be pipelined for keeping the throughput constant. Although convenient for simplifying the theoretical analysis the model of sequential values on an address bus is generally too simplistic for a real system. Only some percentage of bus addresses are typically sequential [12] with the others being essentially random. In that case a mixed coding, Gray and Bus-Invert will give the best results for both peak and average power dissipation.


Fig. 8. Possible circuit for the driver side on an $8 b$ bus. There are 16 XOR gates, 8 for conditionally inverting the bus contents and 8 for comparing the present bus-value with the next data-value. The majority voter circuit decides according to the Hamming distance whether to invert or not the next value. The value of the present invert line must be considered by the majority voter.


Fig. 9. Possible circuits for the 5 out of 9 majority voter. The digital voter is implemented as a tree of full-adders with the last stage of the tree simplified by taking advantage of "don't care" terms. The analog voter is simpler but less accurate and uses only resistors and a voltage comparator.

As an example of what it means to ignore the impact of design on power dissipation consider the idea of using a LFSR instead of a counter for generating addresses for a circular FIFO [19]. Because of its pseudo-random behavior the average
number of transitions per bus line per time-slot for LFSR addressing will be 0.5 like in the case of a "random" data bus. This is much higher than for a counter and thus such a circuit would dissipate more power.

## V. CONCLUsions and Future Work

Although the Bus-Invert method was explained in the particular setting of dynamic I/O power dissipation the same methods can be applied in any case where large capacitances are involved. Examples are: multichip module (MCM) interconnections, wafer-scale integration (WSI) intermodule connections and even on-chip buses. Furthermore it is likely that the method will also reduce the total I/O overlap current (because it reduces the number of switching I/O lines) which was ignored in our analysis but which in general contributes to additional power dissipation because of the large I/O loads. Special connections like the RGB connection to the display of a portable polygon render described in [22] can also use the technique. Depending on the ratio between the small (what was called "internal capacitance" in the paper) and large (what was called 'I/O capacitance"' in the paper) capacitances the applicability of the method can be considered in many other cases.

The proposed Bus-Invert method of decreasing power dissipation like other methods [3] represents a trade-off between performance and power dissipation. The performance decreases because the XOR's and the majority voter circuit increase the area and delay of the data-path. The majority voter has a delay of $O(\log n)$. The good result is that the smallest decrease in performance is obtained for $n=2$ (e.g., for buses partitioned into 2 b subbuses) for which the lowest number of transitions is also obtained. Another trade-off is represented by the extra number of I/O pins needed. Answers to some of the above problems are as follows.

- The increase in the delay of the data-path. As was mentioned before lower performance is a common problem with all methods of decreasing power dissipation. Anyhow the Bus-Invert method represents an "absolute" method of decreasing power dissipation. By looking at the power-delay product which removes the effect of frequency (delay) on power dissipation, a clear improvement is obtained in the form of an absolute lower number of transitions. It is also relatively easy to pipeline the bus activity. The extra pipeline stage and the extra latency must then be considered.
- The increased number of I/O pins. As was mentioned before ground-bounce is a big problem for simultaneous switching in high speed designs [13]. That is why modern microprocessors use a large number of $V_{d d}$ and $G N D$ pins. The Bus-Invert method has the side-effect of decreasing the maximum ground-bounce by approximately $50 \%$. Thus circuits using the Bus-Invert method can use a lower number of $V_{d d}$ and $G N D$ pins and by using the method the total number of pins might even decrease. Still a problem with the increased number of I/O pins is their additional static power dissipation which was ignored in our analysis.
- Both the driver and the receiver on the bus must use the Bus-Invert method in order to code and decode correctly the information on the bus. This means that the method must be applied at the system level, on all the circuits connected to the bus. An option here is to store the data already encoded in RAM in order to keep the memory subsystem unchanged, with the coding and decoding done only at the master. The power savings would be entirely obtained at write and since the sequence at read is likely to be the same as at write (e.g., for a block-oriented memory subsytem) the power savings will be obtained also at read.
In the future we plan to apply coding and in particular the Bus-Invert method in some practical application. For example the Rambus emerges as a promising bus standard [17] for very high-speed applications and is particularly attractive for I/O coding because it is relatively narrow (byte-wide), block-oriented (easy to pipeline) and proposed for portable applications. We also plan to further study the theory of limited-weight codes and in particular their relationship to error-correcting codes.

As a last comment, it is interesting to mention that the BusInvert method decreases the total power dissipation although both the total number of transitions increases (by counting the extra internal transitions) and the total capacitance increases (because of the extra circuitry). This is possible because the transitions get redistributed very nonuniformly, more on the low-capacitance side and less on the high-capacitance side. This unintuitive result is powerful and it contradicts a simple analysis where only the total number of transitions is considered without taking into account how large the node capacitances are.
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