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AS THE DIMENSIONS and operating voltages of com-

puter electronics shrink to satisfy consumers’ insatiable

demand for higher density, greater functionality, and

lower power consumption, sensitivity to radiation increas-

es dramatically. In terrestrial applications, the predomi-

nant radiation issue is the soft error, whereby a single

radiation event causes a data bit stored in a device to be

corrupted until new data is written to that device.

In the past two decades, researchers have discovered

three key radiation mechanisms that cause soft errors in

semiconductor devices at terrestrial altitudes. In the late

1970s, alpha particles emitted by trace uranium and tho-

rium impurities in packaging materials proved to be the

dominant cause of soft errors in DRAM devices.1 During

the same era, researchers showed that high-energy

(more than 1 million electron volts, or MeV) neutrons

from cosmic radiation could induce soft errors in semi-

conductor devices2 via the secondary ions produced by

the neutron reactions with silicon nuclei. In the mid-

1990s, high-energy cosmic radiation proved to be the

dominant source of soft errors in DRAM devices.3 Finally,

researchers identified a third soft-error mechanism,

induced by low-energy cosmic neutron interactions with

the isotope boron-10 (10B) in IC materials, specifically in

borophosphosilicate glass (BPSG), used widely to form

insulator layers in IC manufacturing.4 This recently

proved to be the dominant source of soft errors in 0.25-

and 0.18-µm SRAM fabricated with BPSG.5

In advanced processes that produce digital signal

processors and microprocessors and use

only the most highly purified chip and

packaging materials with extremely low

levels of uranium and thorium impuri-

ties, and where a dielectric material free

of 10B has replaced BPSG layers, high-

energy cosmic neutrons are responsible

for the majority of soft errors observed.

In terrestrial environments, three

mechanisms generate (either directly or as secondary

reaction products) energetic ions responsible for actu-

ally inducing soft errors. The magnitude of the distur-

bance an ion causes depends on its linear energy

transfer (LET), typically reported in units of MeVcm2/mg.

In a silicon substrate, every 3.6 eV of energy the ion loses

produces one electron-hole pair. A simple conversion

lets us plot LET in units of charge loss per distance, as

Figure 1 illustrates. LET depends on the mass and energy

of the particle and the material in which it is traveling.

Typically, more massive and energetic particles in

denser materials have higher LET. For example, the LET

of a magnesium ion (one of the ions commonly pro-

duced when a high-energy neutron reacts with a silicon

nucleus) is significantly higher than that of alpha parti-

cles (helium ion) or lithium ions. Charge collection gen-

erally occurs within a micron or two of the junction;

therefore, the collected charge (Qcoll) for these events

ranges from 0 to several hundred femtocoulombs,

depending on the type of ion, its trajectory, and its ener-

gy over the path through or near the junction.

The reverse-biased junction is the most charge-sensi-

tive part of circuits, particularly if the junction is floating

or weakly driven (with only a small drive transistor or a

high-resistance load sourcing the current required to

keep the node in its state). As Figure 2 shows, at the onset

of an ionizing radiation event, a cylindrical track of elec-

tron-hole pairs with a submicron radius and very high car-

rier concentration forms in the wake of the energetic
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ion’s passage (Figure 2a). When the resultant ionization

track traverses or comes close to the depletion region,

the electric field rapidly collects carriers, creating a cur-

rent/voltage glitch at that node. A notable feature of the

event is the concurrent distortion of the potential into a

funnel shape.6 This funnel greatly enhances the drift col-

lection’s efficiency by extending the high-field depletion

region deeper into the substrate (Figure 2b). The funnel’s

size is a function of substrate doping—the funnel distor-

tion increasing as substrate doping decreases. This col-

lection phase completes within tens of picoseconds, and

another phase follows in which diffusion begins to dom-

inate the collection process (Figure 2c). An additional

charge collects as electrons diffuse into the depletion

region on a longer time scale (hundreds of nanoseconds)

until all excess carriers have been collected, recombined,

or diffused away from the junction area. Figure 2d shows

the corresponding current pulse resulting from these

three phases.

In general, the farther away from the junction the

event occurs, the smaller the charge that will be col-

lected and the less likely that the event will cause a soft

error. In actual circuits, a node is never isolated but is

actually part of a complex sea of nodes close to one

another; thus, charge sharing among nodes and parasitic

bipolar action (the formation of an unintentional bipolar

transistor between junctions and wells) can greatly influ-

ence the amount of charge collected and the size and

location of voltage/current glitches in the circuit.

The magnitude of Qcoll depends on a complex com-

bination of factors, including the device’s size, biasing

of the various circuit nodes, the substrate structure,

device doping, the type of ion (as well as its energy and

trajectory), where the ion occurs within the device, and

the device’s state. However, Qcoll is only half the story;

the device’s sensitivity to this excess charge also

requires consideration. This sensitivity depends pri-

marily on the node capacitance, the operating voltage,

and the strength of feedback transistors; all these fac-

tors define the amount of charge, or critical charge

(Qcrit), required to trigger a change in the data state. The

device’s response to the charge injection is dynamic

and depends on the pulse’s magnitude and temporal

characteristics; therefore, Qcrit is not constant but
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Figure 1. Linear energy transfer converted into charge

generation per linear distance for various ions in silicon. On

the y-axis, dQ/dx is the differential charge per distance

traveled in a medium, measured in femtocoulombs per micron.
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depends on the radiation pulse characteristics and the

dynamic response of the circuit itself, making the effect

extremely difficult to model.7

For simple isolated junctions (such as DRAM cells in

storage mode), a soft error will be induced when a radia-

tion event occurs close enough to a sensitive node such

that Qcoll is greater than Qcrit. Conversely, if the event pro-

duces a Qcoll less than Qcrit, the circuit will survive the event

and no soft error will occur. In SRAM or other logic cir-

cuits with active feedback, there is an additional compo-

nent of critical charge related to the magnitude of the

compensating current and the switching time of the

device. Increasing the feedback so that more current is

available for compensating the current charge produced

by the radiation event increases the Qcrit. Similarly, if the

time to switch the device is increased, more compensa-

tion current can be collected, thus also increasing the Qcrit.

The commonly used unit of measure for the soft-

error rate (SER) and other hard-reliability mechanisms

is the FIT (failure in time). A FIT is equivalent to one fail-

ure in 109 device hours. Soft errors have become a huge

concern in advanced computer chips because, uncor-

rected, they produce a failure rate exceeding that of all

other reliability mechanisms combined. For example,

a typical failure rate for a hard-reliability mechanism

(gate-oxide breakdown, metal electromigration, and so

on) is about 1 to 50 FITs. Half a dozen critical-reliabili-

ty mechanisms degrade IC performance, but in gener-

al the overall failure rate is typically between 5 and 150

FITs. In stark contrast, without mitigation, the SER can

easily exceed 50,000 FITs per chip.

Memory SER sensitivity versus
technology scaling

Creating the functionality of today’s electronic sys-

tems and appliances requires integrating several distinct

components. At the core of each system is a micro-

processor or a digital signal processor with large embed-

ded memories (usually SRAMs) interconnected with

extensive peripheral logic. Larger systems also use dis-

crete main memory (usually DRAM). Finally, all systems

have some analog or digital I/O components that let the

device respond to and interact with the outside world.

The SER of these different components varies as the

technologies scale.

That soft errors first became a noticeable problem in

DRAM is somewhat ironic, because after many genera-

tions, a DRAM is currently one of the more robust elec-

tronic devices. The DRAM bit SER was high when

manufacturers used planar capacitor cells that stored

the signal charge in 2D, large-area junctions, because

these cells were very efficient at collecting radiation-

induced charge. To address pause-refresh and soft-error

problems while increasing packing density, DRAM man-

ufacturers developed 3D capacitor designs that signifi-

cantly increase Qcrit while greatly reducing junction

collection efficiency by eliminating the large storage

junction in silicon. Collection efficiency decreases with

the junction’s decreasing volume (junction/well dop-

ing also plays a role), whereas the cell capacitance

remains relatively constant with scaling because it is

dominated by the external 3D capacitor cell.

Figure 3a illustrates these DRAM device-scaling trends,
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along with DRAM cell voltage scaling. Voltage reduction

has reduced Qcrit, but with concurrent aggressive junction

volume scaling, there’s a much more significant reduc-

tion in collected charge. The net result to the DRAM SER

appears in Figure 3b: The DRAM SER of a single bit is

shrinking about 4 × to 5 × per generation. Although the

DRAM bit SER has decreased by more than 1,000 × over

seven generations, the DRAM system SER has remained

essentially unchanged. System requirements have

increased memory density (bits per system) almost as fast

as the SER reduction that technology scaling provided.

Thus, DRAM system reliability has remained roughly con-

stant over many generations. So, contrary to the popular

misconception that the DRAM SER is problematic—

undoubtedly left over from the days when DRAM designs

used planar cells—a DRAM is one of the more robust

devices in terms of soft-error immunity.

In contrast, early SRAM was more robust against the

SER because of high operating voltages and because an

SRAM stores data as an active state of a bistable circuit

made up of two cross-coupled inverters, each strongly

driving the other to keep the SRAM bit in its programmed

state. As with DRAM, the Qcrit for the SRAM cell is largely

defined by the charge on the node capacitance, but the

SRAM cell has a dynamic second term related to the load

transistor’s drive capability. The load transistor keeps the

node voltage at the proper value: The stronger the tran-

sistor, the more robust the node, because the node must

collect more charge to induce switching. With technol-

ogy scaling, designers have deliberately minimized the

SRAM junction area to reduce capacitance, leakage, and

cell area while aggressively scaling down the SRAM oper-

ating voltage to minimize power consumption. Figure 4a

shows these device-scaling trends.

With each successive SRAM generation, a reduction

in operating voltage and node capacitance has can-

celled out the reduction in cell collection efficiency

caused by shrinking cell depletion volume. Initially, the

SRAM single-bit SER was increasing with each succes-

sive generation, particularly in products using BPSG, as

Figure 4b illustrates. Most recently, as feature sizes have

shrunk into the deep-submicron range (less than 250

nm), the SRAM bit SER has reached saturation and might

even be decreasing. This saturation is primarily due to

the saturation in voltage scaling, reductions in junction

collection efficiency, and increased charge sharing

caused by short-channel effects with neighboring nodes.

Ultimately, because scaling also implies increased

memory density, saturation in the SRAM bit SER doesn’t

translate to saturation in the SRAM system SER.

Exponential growth in the amount of SRAM in micro-

processors and digital signal processors has led the SER

to increase with each generation, with no end in sight.

This trend is of great concern to chip manufacturers

because SRAM constitutes a large part of all advanced

ICs today.

Sequential and combinatorial logic
sensitivity

A computer’s discrete and embedded SRAM and

DRAM would be useless without the peripheral logic that
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interconnects them. Although less sensitive than SRAM,

logic devices can also experience soft errors.8 Sequential

logic elements include latches and flip-flops that hold sys-

tem event signals, buffer data before it goes in or out of

the microprocessor, and interface to combinatorial ele-

ments that perform logical operations based on multiple

inputs. The SER of these devices and its impact on the sys-

tem are much harder to quantify because their period of

vulnerability (when they are actually doing something

critical in the system rather than simply waiting) varies

widely, depending on the circuit design, frequency of

operation, and the actual algorithm executing.

Flip-flops and latches are fundamentally similar to

the SRAM cell in that they use cross-coupled inverters

to store the data state. However, they tend to be more

robust because they are usually designed with more

and larger transistors, which can more easily compen-

sate for any spurious charge collected during radiation

events. Ultimately, the reliability concern with sequen-

tial and combinatorial logic circuits is that, as with

SRAM, their SER sensitivity is increasing with scaling, as

Figure 5 illustrates. Soft errors in logic are especially wor-

risome in high-reliability systems whose memory has

been protected by error correction, because in such sys-

tems the peripheral logic failure rate can be the domi-

nant reliability failure mechanism.

In a combinatorial circuit, in which the output is based

on a logical relation to the inputs (with no capability for

retention), collection of a sufficient radiation-induced

charge will generate a short-lived transient in the output

(a single-event transient, or SET).9 If this radiation-induced

glitch actually propagates to the input of a latch or flip-

flop during a latching clock signal, the erroneous input

will be latched and stored. In older technologies, the SET

could not propagate because it usually couldn’t produce

a full output swing or was quickly attenuated because of

large load capacitances and large propagation delays. In

advanced technologies, where the propagation delay is

reduced and the clock frequency is high, the SET can

more easily traverse many logic gates, and the probabili-

ty that it is latched increases. SET-induced soft errors are

not expected to become an issue until the technology

reaches or surpasses the 65-nm node. Once an SET can

propagate freely, synchronous—and especially asyn-

chronous (self-clocked)—circuits would be extremely

sensitive to such events. In technology nodes beyond 90

nm and at high product operating frequencies, there is

increased risk that a large fraction of observed soft failures

will be related to latched SET events.

Mitigating soft errors
The most obvious way to eliminate soft errors is to

remove the radiation sources that cause them. To miti-

gate the dominant SER threat that the reaction of low-

energy neutrons and 10B poses, manufacturers have

removed BPSG from virtually all advanced technolo-

gies. To reduce alpha particle emissions, semiconduc-

tor manufacturers use extremely high purity materials

and processes, production screening all materials hav-

ing low background alpha emission measurements.

Another way to reduce alpha particles is to design chips

on which the materials with the highest alpha emission

are physically separated from sensitive circuit compo-

nents. One last solution frequently used to shield the

high alpha emission from packaging materials is to coat

the chip with a thick polyimide layer before packaging.

Although large SER reductions are possible either by

removing the sources of or shielding the 10B reaction

products and alpha particles, a large portion of the high-

energy cosmic neutrons will always reach the devices

and cause soft errors. Ultimately, high-energy cosmic

neutron radiation defines the SER limit.

Mitigation by process and technology tweaks
To some extent, process and technology choices can

address the remaining SER. Substrate structures or dop-
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ing profiles that minimize the depth from which carri-

ers can be collected can do much to reduce Qcoll, there-

by reducing SER. In DRAM, designers have used

multiple-well isolation to reduce charge collection.

Researchers have also suggested well-based mitigation

technologies for CMOS logic.10 Guard ring structures

around sensitive junctions in SRAM devices have also

provided SER robustness, at the expense of SRAM den-

sity. Although bulk silicon substrates are the mainstay

of commercial microelectronics, for specialized appli-

cations some manufacturers use substrates incorporat-

ing a very thin silicon layer on a thicker layer of buried

oxide (silicon on insulator, or SOI). Researchers have

shown that SOI substrates reduce SER sensitivity.11-13

Ultimately, though, improvements garnered by sub-

strate engineering provide a limited path for mitigating

soft errors. Most process solutions reduce the SER by

less than an order of magnitude, at the expense of addi-

tional process complexity, yield loss, and substrate cost.

An exception to this trend is a recently reported process

solution using additional capacitance provided by an

embedded DRAM capacitor attached to all sensitive

nodes to increase the Qcrit of SRAM and logic devices.14

This approach doesn’t use extra area but does add the

expense of several additional process steps needed to

define the embedded DRAM structures. Additionally,

although increasing the Qcrit does reduce the SER by up

to 250 ×, this reduction isn’t enough for many high-

reliability applications.

Mitigation by simple design or layout tweaks
Design and layout changes can reduce radiation sen-

sitivity significantly. Any change that increases Qcrit while

maintaining or reducing Qcoll will improve a device’s SER

performance. For example, a typical high-density SRAM

cell consists of six transistors: two allow data to be read

and written to and from the cell, and four make up the

two cross-coupled inverters responsible for maintaining

the data state. Qcrit is a function of the storage node capac-

itance and voltage, and of an additional term for the

restoring charge supplied by the pull-up/pull-down tran-

sistor. This restoring term is proportional to the cell’s

switching time and the current from the load transistor.

Increasing the load transistor’s current drive or increas-

ing the SRAM cell’s switching time increases the cell’s

robustness against corruption. Thus, Qcrit can increase sig-

nificantly with additional or larger drive transistors, so

that a larger restoring current can be provided during a

radiation-induced transient. Adding resistance between

the two inverters can increase the time to flip the cell,15

effectively allowing the pull-up/pull-down transistor more

time to restore the data state. (This approach affects the

cell’s write time and in high-speed technologies is not a

realistic solution.)

Adding extra transistors also adds additional sensi-

tive area and therefore appears self-defeating. However,

the range of radiation events encountered in the terres-

trial radiation environment deposits the charge within a

few microns of the struck node. Therefore, if the com-

ponents are physically separated to ensure that these

“typical” single events cannot affect both transistors dri-

ving the same node, then a device with robust data states

can form.16 (This approach is based on the exceedingly

small probability of having multiple events in the same

device node at the same time.) This is an effective

approach in sequential logic, but it’s very expensive for

embedded memories, where it incurs a large area penal-

ty and moderate power and speed penalties.

Mitigation by error detection and correction
By far, the most effective method of dealing with soft

errors in memory components is to use additional cir-

cuitry for error detection and correction. In its simplest

form, error detection consists of adding a single bit to

store the parity (odd or even) of each data word, regard-

less of word length. Upon retrieval of data, a check com-

pares the parity of the stored data with that of its parity

bit. If a single error has occurred, the data parity won’t

match the bit parity. Thus, the parity system enables soft-

error detection for a minimal cost in terms of circuit

complexity and memory width (each word increases

by only a single bit). The two disadvantages of this sys-

tem are that the detected error cannot be corrected,

and the check won’t reveal a double error because the

parity will match. This is true for any even number of

errors: If the data was stored with odd parity, the first

error changes the odd parity to even parity (a

detectable error), but the second error changes the par-

ity back to odd (a nondetectable error).

Error detection and correction (EDAC) or error-

correcting codes (ECC) address these shortcomings.

Designers typically achieve error correction by adding

extra bits to each data vector and encoding the data so

that the information distance between any two possible

data vectors is at least three. More parity bits and addi-

tional circuitry can produce larger information dis-

tances, but in general most designers favor

single-error-correction, double-error-detection (SECD-

ED) schemes. In these systems, a single error (a change

of plus or minus 1 in information space) leaves no

263May–June 2005



chance of mistaking the corrupted vector for its nearest

neighbors, because the information distance is 3. In fact,

two errors in the same correction word will also produce

a valid error vector. The only limitation is that with two

errors the error vector will not be unique to a single data

value; therefore, the system supports only detection (not

correction) of double-bit errors. A 64-bit-wide memory

needs eight correction bits to detect two errors and cor-

rect a single error. Because most soft-error events are sin-

gle-bit errors, EDAC/ECC protection provides a

significant reduction in failure rates (typically, more than

a 10,000 × reduction in effective error rates). However,

this reduction comes at a higher cost in terms of design

complexity, additional memory required, and inherent

latency introduced during access, parity check, and cor-

rection.

Design and layout tricks
Design and layout tricks can harden sequential and

combinatorial logic, analogous to SRAM hardening.

Because designers use fewer logic gates than in the high-

density SRAM cells of most chips, and bit density isn’t as

crucial as in large memory arrays, logic design solutions

can be more comprehensive. Most design approaches

rely on node redundancy (using multiple storage nodes

for each data state). The layout of these nodes typically

minimizes the probability of an event having enough

energy to disrupt two or more nodes in the system.17

Since the charge transients from radiation then affect

only a single node, node redundancy ensures that the

data state of the logic device is preserved.

The analog of error correction in sequential logic

involves multiple identical logic paths feeding into a

majority voting (two out of three) circuit. Basically, this

architecture allows a soft error in a single logic path to

be ignored because the other two logic paths constitute

a majority; thus, the correct data “wins” the vote. This

method uses three times the chip area and requires spe-

cialized simulation tools to identify the critical logic

paths. (The high cost induces designers to protect only

the most sensitive paths.) Time-multiplexed designs can

also offer robustness against soft errors and SET because

the input is sampled at several different times and a

voter circuit sets the output on the basis of matching

inputs (for example, two out of three). This approach

works because the probability of two independent

errors occurring in the same circuit path within a small

time interval is exceedingly low. Using time- and spatial-

multiplexed designs can build in even more robustness,

at an increased cost.18,19

Mitigation by system redundancy
The final and most ambitious form of redundancy is

the use of duplicate or redundant systems—that is, multi-

ple identical components running in lockstep (executing

the same code at the same time). In a dual-component

system, detection of a mismatch between devices triggers

a restart. In systems with more than two units, a majority

voting strategy can make restarting unnecessary. This is

the most expensive redundancy scheme, but it does

reduce soft failure rates to near 0, providing the necessary

reliability for certain long-term remote or mission-critical

computer applications.

Product perspectives
As mentioned earlier, 1 FIT is one error in a billion

device hours, and advanced processors with large multi-

megabit embedded SRAM can easily have soft-failure

rates exceeding 50,000 FITs per chip. An SER of 50,000

FITs is equivalent to about one soft failure every two years,

assuming the component is in service 24 hours a day. Will

a digital signal processor failure rate of 50,000 FITs in a cell

phone application affect a customer’s perception of the

cell phone’s reliability? Probably not. Given that the

phone won’t be operating all the time and that the soft fail-

ure can occur anywhere in the chip (only if the error

occurs in one of a few critical bits crucial to the phone’s

operation will the error be perceived), the cell phone

probably won’t fail once in its lifetime due to soft errors.

Therefore, for single-user applications, it doesn’t make

sense to implement costly error correction or redundan-

cy, even when the SER is very high.

However, using that same chip in a telecom base sta-

tion, as a component in a mainframe server, or in a life-

support system creates a different situation. Reliability

requirements are much higher in such systems, and

many chips operate in parallel, so that it’s necessary to

multiply the single-chip SER of one soft fail every two

years by the number of chips in the system. Thus, one

failure every two years for a single chip becomes a fail-

ure rate of once a week for a system with 100 chips. For

such applications, error correction is mandatory.

Figure 6 shows the monthly number of soft errors as

a function of the number of chips in a system and the

amount of SRAM integrated in each chip. Logic SER is

not included, and the failure rates are based on an

uncorrected 1.6-kFIT-per-megabit SRAM SER. The key

point is that the level of mitigation required to meet the

customer’s reliability expectations depends much more

on the end application’s reliability requirements than

on the component’s specific SER.
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AT TERRESTRIAL ALTITUDES, three mechanisms are

responsible for soft errors: the reaction of high-energy

cosmic neutrons with silicon and other device materi-

als, the reaction of low-energy cosmic neutrons with

high concentrations of 10B in the device, and alpha par-

ticles emitted from trace radioactive impurities in the

device materials. While the DRAM system SER is rela-

tively unchanged by scaling, SRAM and peripheral logic

system SERs are increasing rapidly with each new tech-

nology node. In fact, soft errors are now the dominant

failure mode of all reliability mechanisms combined (in

qualified products). However, because the impact of

soft errors on computer systems is extremely applica-

tion dependent, in single-user commercial applications

soft errors are often not a concern, while for larger (mul-

tichip) or high-reliability applications, error correction

and/or redundancy techniques are mandatory to

reduce soft errors to a tolerable level.

As the complexity of microelectronic components con-

tinues to increase, design and reliability engineers will

need to address several key areas to enable advanced SoC

products in the commercial sector. The first challenge will

be to develop improved and more accurate system-level

modeling of soft errors, including not just device and com-

ponent failure rates but architectural and algorithmic

dependencies as well. With these improved models, the

next challenge will be to develop optimized memory and

logic mitigation designs that offer a good balance

between performance and robustness against soft errors

and SETs. Finally, the last challenge will be the develop-

ment of viable commercial fault-tolerant solutions that will

render complex systems relatively insensitive to soft errors

at the operational level. ■
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