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Abstract

As process, temperature and voltage variations becoméfisigmt
in deep submicron design, timing closure becomes a criticallenge
in synchronous CAD flows. One attractive alternative is te imbust
asynchronous circuits which gracefully accommodate tiyrdiscrep-
ancies. However, there is currently littte CAD support farck ro-
bust methodologies. In this paper, an algorithm for techggl map-
ping of robust asynchronous threshold networks is preserkae pro-
posed algorithm is the first to systematically optimize fithex delay
or area, without destroying the hazard-freedom propertiethe initial
unoptimized circuits. The algorithm was implemented amegrments
were performed on a near-complete industrial DES circuitvided
by Theseus Logic, using a particular asynchronous thraesleotuit
style called NCL (Null Convention Logic), which had beereatty op-
timized in an existing constrained asynchronous syntHésis based
on synchronous CAD tools. Average delay improvements up.t@
and area improvements up to 4.5% were obtained, when cairgide
the largest subcircuits (with over 400 inputs and outputdhen only
the single longest path delay of each subcircuit is considethe al-
gorithm obtained worst-case delay improvements up to 268%6ugh
the proposed method is applied in the NCL design flow, theiboition
is general enough to be used for other robust asynchronaestibld
circuit styles.

1 Introduction

As process, temperature and voltage variations becoméisagr
in deep submicron design, timing closure becomes a criticallenge
in synchronous CAD flows [4]. One attractive alternativedisise ro-
bust asynchronous circuits which gracefully accommodaiegy dis-
crepancies. Asynchronous design has been the focus of ednater-
est and research activity because of the potential benéfits/gpower
consumption, low electromagnetic interference, robissrie param-
eter variations, and modularity of designs [31]: as an exampis
reported in [20] that an asynchronous re-design of Motof2iiJ08

requires 40% less power and genereates 10dB less peak EB# noi

than the synchronous version. However, there is curreittlg CAD
support for such robust methodologies. In either synchusray asyn-
chronous synthesis flows, a technology mapping step is it@piosince
itis typically the first step when optimization is performeith realistic
cost parameters of the target technology.

In this work, a technology mapping algorithm is introduced &
class of highly-robust asynchronous circuits, based ogstiold gates
and dual-rail encoded data. The algorithm is the first toesyati-
cally optimize for either delay or area, without destroythg hazard-
freedom properties of the initial unoptimized circuits. eTfocus of
the method is on a particular style of asynchronous threlstetworks,
called Null Convention Logic (NCL) [8, 18], which exhibitery low
power and robustness to delay variation, and which has beesh for
a number of industrial designs by Theseus Logic. Howeverctmtri-
bution is general enough to be applied to other classes athsynous
threshold circuit styles.

In particular, the original NCL unoptimized synthesis floim;
troduced by Theseus Logic, makes constrained use of existin-
chronous synthesis tools, to ensure a robust asynchroriaust ém-
plementation. Their mapping is highly conservative, siasig syn-
chronous tools may lead to undesirable behaviors, whicleanefully
avoided. A straightforward template-based method (seéd®e2.3)
is used, where a (synchronous) Boolean netlist is first apéich and
then macro-expanded into corresponding asynchronous (@lt the
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clock is replaced by handshaking protocols), with limitedal opti-
mizations then applied to merge some cells. In contrastpoyposed
technology mapping algorithm performs a systematic o@tnn of
the asynchronous netlist, with a global notion of optinyakthile still

preserving the robustness of the asynchronous netlist.

The contributions of the paper are as follows. First, theppsed
technology mapping algorithm is the first systematic apgindar asyn-
chronous threshold circuits that preserves the robuspregerty of the
circuits. Unlike earlier asynchronous technology mapfgprithms,
it can map across both datapath and control circuits, anchaadle
substantial implementations. Unlike typical synchronteshnology
mapping algorithms, it maps a netlist of sequential gatdls ystere-
sis, targeting either area or delay (using a sophisticatedr} charac-
terization). In addition, a simple finite basis is proposedthreshold
networks, which is new as far as the authors are aware of, twith
primitive functions; this basis is then extended to a motertogeneous
basis to ensure robustness during mapping algorithm. IFirsdme
theoretical results are provided on robust decompositibo subject
graphs and robust covering of these subject graphs.

Second, the proposed algorithm was implemented in a ppxoty
CAD tool and applied to an industrial DES circuit provided Diye-
seus Logic, which is near-complete except for the registiaand ac-
knowledgment logic. Three of the five subcircuits were saisal,
with several hundred inputs and outputs, and over a thougares in
the original circuit implementation, and all were alreadg-pptimized
using some existing but limited safe cell-merger techréquising our
new technology mapping algorithm, average delay improvesngp to
26.7% and area improvements up to 4.5% were obtained, whesicco
ering the largest subcircuits (with over 400 inputs and oigp When
only the single longest path delay of each subcircuit is iclemed,
the algorithm obtained worst-case delay improvements up6td%.

Though the proposed method is applied in the NCL design flow in

this paper, the contribution is general enough to be adaptedher
threshold-style asynchronous design flows.

Related Work. There have been ongoing research efforts in tech-

nology mapping of asynchronous control circuits since trg/e 990’s.
For fundamental-mode control circuits, such as “burst-eiamrcuits
including those synthesized by tMénimalist [9] or the 3D [33] tools,
a first approach for hazard-free technology mapping waedoired by
Siegel et al. [25]. Kudva et al. [16] subsequently develoadthzard-
free method for implementing burst-mode circuits usingtaunézed
complex CMOS gates. Beerel et al. [2] presented technolcagping
algorithm which minimizes the average-case delay of bunte cir-
cuits, while James and Yun [12] extended this work to traasievel
optimization for generalized C-element implementations.

For quasi delay-insensitive (QDI) control circuits [19],08t of
the approaches focused on decomposing hazard-free corgates
into networks of standard gates or custom gates like ganedalC-
elements, while still preserving the QDI property. Beetgiftroduced
decomposition and technology mapping into the standarde@itac-
ture, which was then extended by Siegel and De Micheli [24}rnB
[3] presented general conditions and algorithms for rodasbmposi-
tion of sequential elements using arbitrary (includingusedial) func-
tions but the algorithm had no notion of optimality. Cortbaet al.
[6, 5, 14] presented a substantial set of decomposition ectthblogy
mapping techniques for speed-independent control cireyitthesized
using Petrify [6]. Recently, Ho et al. [11] introduced a technology
mapping algorithm for QDI circuits into LUT-based FPGAs.

There has been little previous research on technology mggpr
threshold networks [8, 18]. This problem is fundamentaliffedent
from the mapping problems for burst-mode or speed-indeg@ncir-
cuits, which have typically focused on individual (and usuamall)



controllers: a threshold netlist typically consists ofsetial threshold
gates with hysteresis, where datapath is encoded with-dedapsitive
codes, and both datapath and control are treated uniformladdi-

tion, the robustness property which must be preserved —e-ggihan-
freedom’ — is different than the usual QDI property, sincerity re-

quires that, at fanout points, path delays are always ldngerwire de-
lays (see Section 2.4). Smith et al. [26] introduced varteafniques
for optimizing asynchronous threshold circuits, which erestly local

(peephole) optimization techniques.

Organization. The remainder of this paper is organized as follows.
Section 2 presents some background material and Sectioas@nis
examples to give a motivation of the ideas used in the algoritSec-
tion 4 provides theorems that are used in the algorithm. @arithm
is described in Section 5 and we present our experimentaltses
Section 6. Finally, Section 7 presents conclusions andduwtork.

2 Background

2.1 Boolean logic network

Let®B = {0, 1}. A Boolean functiory with n inputs andn outputs
is defined as a mapping: 8" — 98B™. A logic networkis a directed
acyclic graphG = (V, E), with V partitioned into three subsets called
primary inputs primary outputsandinternal vertices Such a network
iIs a common model used by logic synthesis and mapping afgasit
A Boolean function is associated with each internal ventethe logic
network, and there is a set of assignments of primary outputgernal
vertices denoting which variables are directly observéiam outside
of the network (see [7]).

2.2 Technology mapping

Technology mapping is the task of transforming an unboure (i
technology-independent) logic network into a bound nekwbe. into
an interconnection of components that are instances ofeglenof a
given technology library. Traditional tree-based techggl mapping
algorithms consists of three stepdecomposition, partitioningand
covering[13, 7].

In the decomposition step, the given logic network is decaseg
into an equivalent network, where each node now corresporalsase
function. Base functions are used to facilitate the matching and eover
ing step and ensures that at least one legal cover can be.fotmal
original logic network given in Figure 1(a) is decomposetb ia sub-
ject graph as given in Figure 1(b) using two-input NANDs amgkiters
as base functions.

In partitioning, the decomposed logic network is partigdninto
subnetworks, callesubject graphsEach subject graph will be mapped
separately. Typically, multi-fanout points are used agifiam bound-
aries [13, 7]. In the example of Figure 1, there are no fanaintp
and the circuit in Figure 1(b) itself is considered to be getttgraph,
and the result will be a so-called “leaf-DAG”, which is almastree,
but where fanouts occur only at the primary inputs [7]. Madgamced
approaches also allow systematic mapping across fanontspoising
DAG-based covering [17]. While partitioning is a heuristiés widely-
used in existing synchronous technology mapping algosthim help
reduce the complexity of the mapping problem. In this papaerti-
tioning is performed at multi-fanout points, since DAG-&d€overing
may be unsafe when mapping NCL circuits (see Section 3).
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(a) original network  (b) subject graph (c) covering (d) mapped circuit
Figure 1. A technology mapping example

Finally, in the covering step, an optimal cover for each sabgraph
is found by choosing a set of library cells preserving fumadil correct-
ness. The covering of a small region of the subject graph bggles
library cell is typically treated as a subroutine of the aovg step, and
is called thematchstep. For an efficient implementation of the cover-
ing step, each library cell is typically decomposed into eo$@attern
graphs using the same base functions which were used in toende
position step for the subject graph. An optimal cover candreputed
by dynamic programming by traversing the subject graph intéom-
up fashion. In a single pass, the results of the mapped suipjaph
already traversed are optimal, and these optimal partsailteare di-
rectly used to compute the next optimal result in the traalerst each

vertex of a subject graph, we match library cells whose patjeaphs
are functionally equivalent to the subtree locally root¢dhe given
vertex, and pick the library cell which gives the minimumtcoger all
possible matchings [7].

As an example, in Figure 1(c), the rightmost inverter of thieject
graph is matched by pattern graphs of three library celierier, two-
input AND, and two-input NOR. Given that two-input NOR wa®ebn
to be the best match, the final mapped circuit is shown in Eig(d).

A trivial mapping of a subject graph consists of the direct map-
ping of each of its vertices to library cells, where each lkengrtex is
matched separately to its corresponding cell.

In this paper, unless otherwise stated, we refer to treeebtech-
nology mapping algorithms based structural matching birelogy
mapping algorithms, following the basic flow presented i, [Z].

2.3 NCL logic

NCL is a circuit implementation style for asynchronous steld
networks [8, 18]. It is based on a delay-insensitive enapdiithe dat-
apath, and assumes a two-phase discipline in which data comna
tion alternates betweesetandresetphases. Data changes from spacer
(called NULL) to proper codeword (called DATA) in the set ghaand
then back to NULL in the reset phase [21, 23].

3NCL circuits 3NCL is a three-valued logic witf0, 1, N'}. This
representation allows a single bit of data to be captured wisingle
symbolic variable or wire. Of the three valu@sand1 represent valid
DATA and N represents NULL. A 3NCL gate alternates between two
phases. Initially, the input wires and the output wire of aC2Ngate
are initialized toN. When all the inputs have valid DATA valué 6r

1), the output finally changes monotonically to a correct DARAue.
For example , the output of a 3BNCL OR gate changes to a DATAevalu
only afterall the inputs have changed to DATA valu@ ¢r 1). This
property is called “input completeness”, because it guaemthe ro-
bust acknowledgment of the input data arrival. Next, in #set phase,
the output maintains the DATA value until all the inputs aeeat toN.
When all the inputs change 19, the output changes &, completing
the robust reset phase.

2NCL circuits A 3NCL circuit built using 3NCL gates is theo
retically delay-insensitive, but eventually this circsftould be imple-
mented using binary-valued Boolean circuits. NCL logic liempents a
single 3NCL gate using the DIMS-style dual-rail expansi®8][ where
each single variable (or bit) is mapped to a dual-rail Booleguivalent.
The resulting circuit is robust, as discussed later in thctien.

Figure 2 shows an example of how a 3NCL gate is dual-rail ex-
panded into a network of 2NCL gates, which will be calleduzl-rail
block In the example, a 3NCL two-input OR gate, with inputand
b, and one output, is transformed into a network with four inputs,
ao, a1, bo, b1, and two outputszo, z1. Here, the wiresio, bo, zo rep-
resent the O-rails of, b, z and the wriesi, b1, 21 represent the 1-rails
of a, b, z. Four 2NCL AND gates, which are C-elements, are used to
distinguish each of the four unique input combinationg a@ihdb, and
one or zero 2NCL OR gate is used for each of the output rails.

In the Figure, the thick lines indicate the signal transisiainder the
input combinatiorn = 1,b = 1 in 3NCL logic and, correspondingly,
ao =0,a1 = 1,bp = 0,b1 = 1in 2NCL logic.

(a) a 3NCL OR gate (b) 2NCL dual-rail expansion

Figure 2. 2NCL logic example

To transform 3NCL inverters into 2NCL logic, connecting -
rail and output O-rail and connecting input O-rail and otitpbtrail in
2NCL expansion achieves inversion. More details of NCL gatél
be discussed below. As a result, 2NCL circuits are inheyemnthno-
tonic and do not have any inversion, ensuring hazard-freeitdioeach
set phase. Similarly, and symmetrically, since C-elemargsused to
implement the 2NCL AND functions, the reset is also monatanid
hazard-free.

To obtain a 2NCL circuit from a 3NCL circuit, each gate of the
3NCL circuit is visited in topological order in the circuftom primary
inputs to primary outputs, and is in turn expanded to a cpmeding
network of 2NCL gates.



NCL threshold gates with hysteresis A 2NCL circuit is even-
tually mapped usindNCL threshold gates with hysteresighich are
defined in the NCL technology library. An NCL threshold gatighw
hysteresis [27] is a gate whose set function and reset fumetie not
combinational, but rather are sequential. Once the gagg,ithe output
does not change until the reset condition occurs, and orieesiset, the
output does not change until the set condition occurs. Momnadlly,
the set function of a NCL threshold gate withnputs,z1, . .., ., Im-
plements a threshold functiai and the reset function is alway® =
Z1 + ...+ xn. Athreshold functiorS(z1, . .., zn; w1, ..., wn; T) IS
characterized by a weight vectat = (w1, ..., w,) and a threshold
valueT € R, whereS(z1,...,xn;w; T) =1 iff ZKK” w; - xT; >
T. In NCL threshold gates, threshold values and weight funetiare
restricted to be positive integers. Positive integralgshmd functions
are Boolean functions which are positive unate in all of dsiables.
NCL threshold gates can be considered as a form of geneatalize
elements [3].

As an example, a two-input C-element, with inputtsandx2, has

a set functionS(z1, z2; 1, 1; 2), indicating that each input has weight

1, and the threshold i8. For this example, the reset functionfs =
x1 + x2, indicating that both inputs must be reset before the outant
be reset. The current NCL library defines 25 different tydehmeshold
gates as well as a few unate (but non-threshold) gates, with tour
gate inputs.

Even though 2NCL gates have a hysteresis property, in magsca

it is often possible for optimization algorithms to only sifer the set
functions explicitly, and reset functions will be corrgciinplemented
by default by the mapped gates. The reset functionality,ystenesis
behavior, can be restored later since all the NCL gates tiamtical
reset function [18]. Therefore, this paper will mostly mefe 2NCL
gates based solely on their set functionality unless otiserstated. For
example, a 2NCL “AND” gate will refer to an NCL sequentialéshold
gate whose set function 8(x1, 2, 1, 1;2) = x1 - z2 and whose reset

function isR = 1 + z2. Thus, 2NCL AND gates are essentially the

output where all the signal transitions d@re— 1. The events on each
such path are said to forms#gnal transition sequence

A signal transitions; is said toacknowledge signal transitiors;
if s1 always precedes; in any possible signal transition sequence in
a set phase of NCL circuit. A signal transitionusacknowledgedf it
is not acknowledged by any signal transition on a primarpoutAn
orphanis a signal transition sequence which is not acknowledged by
any primary output of the circuit.

Orphans are classified into two classesre orphansandgate or-
phans A wire orphan is an unacknowledged signal transition seceie
of length 1 and a gate orphan is an unacknowledged signalitian
sequence with lengtts 1.

(a) a wire orphan (b) computation interference
Figure 3. A wire orphan example [30]

As a wire orphan example, consider the circuit in Figure 3¢ajch
is taken from Figure 2(b). Whety = 0,a1 = 1,bp = 0,b1 = 1in
a set phase, the gage andgs fires. The thick lines indicate the wires
where signal transition takes place. Of these, the dotted oepresent
wire orphans whose signals do not further propagate thrthegygates,
which are therefore unacknowledged.

Now, suppose that the lower wire orphan on the input wirgsof
extremely slow, and the transition does not reach gatby the time
the next set phase begins. Note that in the intervening pésete both
output railszo andz; will correctly settle to0s regardless of this wire
orphan.

In the second set phase, tet = 1,a1 = 0,bp = 1, andb; = 0
(Figure 3(b)). The thick solid lines indicate signal trdiwsis in the
second set phase. Because of the wire orphan, now a spurimat s
transition may appear g firing gs. Now, both output railz, andz;

same as C-elements. Similarly, a 2NCL “OR” gate means an NCL fire  which obviously is illegal in delay-insensitive endagl

threshold gate whose set functiondéz1, z2,1,1;1) = 1 + z2 and
whose reset function iR = =1 + 2.

Orphans can also span over gates, as illustrated in Figu/¢hén
ao = 1,a1 = 0,bo = 0,b1 = 1, agate orphan is observed to propagate

NCL design flow The algorithm proposed in the paper is general through gateys until reaching its dead end. For more examples on gate

for asynchronous threshold circuits; however, they havenbimple-
mented to fitinto Theseus Logic’s existing NCL synthesis flbience,
this subsection briefly reviews their current tool flow.

The NCL design flow starts by specifying the circuit in a 3NCL

logic style in a VHDL program. Effectively, the netlist agye simi-
lar to a standard unoptimized Boolean netlist (but with sextended
enumerated data types). By only considering the set fumtid the
3NCL gates in the netlist, existing synchronous optim@atools can
be applied. In the current flow, Synopsys Design Compilesédu The
result is an optimized netlist of 3NCL gates.

Next, the optimized 3NCL logic is conceptually transformiatb
2NCL logic style, where each 3NCL gate is expanded into a-thibl
block. (In practice, this step is merged with the followirnigfs)

After dual-rail expansion, the logic is mapped to a pre-afihi-
brary of NCL threshold gates. In practice, a single dudlshick of
the 2NCL circuit is usually mapped in a direct, templatedobsianner
to two 2NCL threshold gates, one for each of the O-rail andilllogic,
but DIMS-style mappings are also possible.

Finally, a simple rule-based cell merger algorithm devetbjoy
Theseus Logic is applied to the mapped circuit [10]. Thi®atgm is
based on a restricted set of safe cell merging rules and theerger
algorithm does not fully explore the design space. In thigepzaa better
method to address the cell merger problem is proposed.

2.4 Orphans

A key challenge in designing and optimizing asynchronouest-
old circuits is to ensure robust implementations. éphancan arise,
when a signal transition on either a wire or a gate in the #@ifswn-
observable, and may cause a circuit malfunction if the ttiansis too
slow [8, 15]. Before presenting some examples, a few dedimstiare
required.

Suppose an NCL circuit is in a reset state where all the wiase h
0 values. Once all the input data arrives and all the circuipots are
computed, there must be at least one path from primary ioritary

orphans, refer to [8].

Figure 4. A gate orphan example [30]

Note that, when converting an irredundant 3NCL circuit taC2N\
using DIMS-style, gate-orphan-freedom is guaranteed bgtcoction.
As illustrated in Figure 2, a DIMS-style 2NCL network equ@sat for
any 3NCL gate has the property that, during the set preasetly one
of the C-elements (i.e. left column of gates) will be actxhfor each
DATA input combination, which then feeds exactly one ORegdb
assert one of the two dual-rail outputs. The result is thit one gate
path will be activated, and no other gates will change vahusimilar
property holds during the reset phase. Hence, the mappng3NCL
to 2NCL networks always preserves robustness, and therstawves
as a useful starting point for the proposed optimizatiortgs property
also ensures that very few paths will be exercised duringét@hase,
contributing to the power efficiency of NCL circuits.

In NCL logic, wire orphans are not considered serious andbean
engineered so they would not be a problem in real circuitiedgfely,
they occur at fanout points, where an unobservable wireuiadelay
(i.e. wire orphan) must always be faster than a significasenlable
path delay The NCL tool flow is aimed at eliminating problems due
to wire orphans at the physical design level by guarantethiagdiffer-
ences between the fork delays are smaller than the gatesdelay

However, gate orphans are more serious since they invotiesse
gates, and can more easily cause trouble with the circudtioming.
Therefore, in this paper, the problem of ensuring freedasmfgate
orphans is addressed. Note that, though orphans are discirsthe
context of set functions, it was shown that if an NCL circsiffiee of
gate orphans in the set phase, then it is also free of gat@wesgh the



reset phase [15]. So, this paper will focus only on the settfans of
the cells when considering gate orphans.

Note that a circuit with wire orphans can be considered coae-
cording to the isochronic fork assumption [19], while a aitevith gate
orphans can be considered correct under the extended dsacHiork
assumption [32].

3 Motivational Example

In this section, several examples are presented to showdietspf
the proposed algorithms. Examples show how gate orphankecan
troduced by traditional technology mapping algorithms anéxample
that illustrates how the proposed cell merger algorithmkaior

Example 1: Arbitrary decomposition can be dangerous. In
the first example (Figure 5), suppose that the three-inpud Ajsteg:
is given in a gate-orphan-free NCL circuit, wherenever fires unless
it is acknowledged by a primary output. Given that the twpdinAND
function is a base function, a traditional technology maggilgorithm

may decompose a three-input AND gate into a network of two- two

input AND gates (e.gg> andgs in Figure 5). After the covering step,
assume that these two-input AND functions are directly redgp two-
input AND cells themselves.

g =12
z—>c B
Figure 5. Example 1: Arbitrary decomposition [3]

Then, wheru = 1,0 = 1,¢ = 0 in a set phase of the circuit oper-
ation, whileg; of the original circuit does not fire, but, in the mapped
circuit on the rightg. fires even thoughs does not fire. In the mapped
circuit, a gate orphan propagates throygtsince this signal transition
is never acknowledged by a primary output.

Example 2: DAG-based covering can be dangerous.DAG-
based technology mapping [17] which does not partition tiraapped
logic network into trees can be dangerous since it can intrechew
gate orphans. DAG-based algorithms are characterizedebfath that
a single vertex of a subject graph can be covered by more thaoceall
in the mapped circuit.

€

g _@‘
. ¥ w e ; N
(a) subject graph (b) mapped circuit

Figure 6. Example 2: DAG-based covering

A subject graph is given In Figure 6(a). Suppose that thengsusd-
ject graph is gate-orphan-free and the vergexf the subject graph
is covered by the two cellg;z andca, during the covering step. Fig-
ure 6(b) shows the mapped circuit where the other vertjees, and
gs are trivially mapped te1, c2, andcs, respectively, Under the input
combinationa = b =c=d = e = 1, f = 0, while the subject graph
is free of gate orphans, the mapped circuit has a gate orphachw
propagates throughy, which is drawn as dotted lines in Figure 6.

4 Theorems on Gate-Orphan-Freedom

In this section, a theorem and a corollary used in the tecigyol
mapping algorithm are presented.

Theorem 1 Given a gate-orphan-free NCL circuif, merging cells
into a single functionally equivalent cell does not intredugate or-
phans.

From the above theorem, it can be also concluded that a seguen

of cell mergings does not introduce gate orphans.

The following corollary suggests how gate-orphan-freedmm be
preserved in technology mapping. gate-orphan-free decomposition
is defined as a decomposition of the original logic netwotk mgate-
orphan-free subject graph, whergate-orphan-free subject grapm
turn, is defined to be a subject graph whose trivial mappirfgess of
gate orphans. Given that the trivial mapping of the subjegply of G
is free of gate orphans, covering of the subject graph bafibcells is
essentially the process of merging vertices of the subjeqity

Corollary 1 Given a gate-orphan-free NCL circui, tree-based tech-
nology mapping with gate-orphan-free decomposition dassiniro-
duce new gate-orphans.

5 Technology Mapping for

Threshold Networks , . _

In this section, a technology mapping algorithm for NCL uits
which preserves gate-orphan-freedom is presented. A twifview
of the approach is presented, followed by details on eagh ste
5.1 Overview of the approach

The algorithm takes a mapped NCL circuit which consists oE2N
threshold cells, which can obtained either from dual-rapansion
from a 3NCL circuit or after applying rule-based cell mergkyorithm
to a dual-rail expanded 2NCL circuit. The algorithm looskdifows
the framework of traditional tree-based technology magpigorithms
with structural matching, but with some important modificas to en-
sure the robustness of the mapping.

The algorithm works in three steps. First, the given robust ¢ate-
orphan-free) 2NCL logic network is decomposed using a mediifiet
of base functions. A new finite basis is proposed for genérashold
networks, consisting of two primitive threshold cells. Thactionality
of any threshold logic network can be decomposed into a ré&tean-
sisting only of these nodes. However, such an arbitrary meocsition
may introduce gate orphans. Hence, an extended basis isgawpand
a more limited decomposition is proposed, which exploits ¢hmple
finite basis wherever possible, but also includes somelnibte com-
plex nodes, thus forming a heterogeneous decomposed letyiork.
The resulting network remains gate-orphan-free.

Next, the decomposed network is partitioned into distintiject
graphs, each of which will be mapped separately. A treeehdse
composition is used, to ensure that no gate orphans mayroeluced.
Pattern graphs are then generated for each cell in the givemy, to
prepare for the mapping step. In addition to pattern grapiisdut of
the simple base functions, some special graphs are addeduteesafe
mapping of irreducible nodes.

Finally, the subject graph is optimally covered by the patggaphs
of library cells using a structural matching approach. Dwitapro-
gramming is used, and both area and delay costs are targétesl.
result is an optimally-mapped, but still robust (i.e. gatphan-free)
logic network, whose functionality is equivalent to thegimal netlist.

5.2 Decomposition: Choice of base functions

Asynchronous

A simple finite basis is now proposed for arbitrary threshold

logic networks using positive monotonic threshold gatethwiteger
weights. As an example, all the 2NCL cells implement positivte-

gral threshold functions. The proposed basis consists otlweshold
cells: (i) a two-input threshold OR function and (ii) a twaput thresh-
old AND function. The former can be combined, using assaadaw,

to build up arbitrary 1-of-N threshold gates (i.e. OR-gat&%he latter
can likewise be combined, using associative law, to builctytrary
N-of-N threshold gates (i.e. C-elements). These two fonstindeed
form a finite basis for any positive integral threshold fumes, which
follows from the fact that any Boolean function which is five unate
in all its input variables have a monotonic cover.

While this simple basis can capture all such threshold fanst it
does not necessarily guarantee robust logic, i.e. gateaarfreedom.
Therefore, for the technology mapping algorithm (see bgltve basis
will be augmented with limited complex nodes, as needednsoie a
safe decomposition.

5.3 Gate-orphan-free decomposition

Decomposition of a logic network into a gate-orphan-frebjestt
graph is crucial in ensuring technology mapping algoritorpreserve
gate-orphan-freedom. In the NCL design flow, there are twgsvia
obtain gate-orphan-free subject graphs. First, right &tpanding the
3NCL circuit into a DIMS-based dual-rail 2NCL circuit, th&auit is
free of gate orphans by construction. If this circuit is take the start-
ing point, traditional matching and covering algorithms dze used
without introducing any gate orphans by Corollary 1.

However, in practice, the fully-expanded 2NCL circuit mayt be
available from the synthesis tool, and only robust posirtiged 2NCL
circuits may be available, such as those obtained afteicapioin of
the rule-based Theseus cell merger. For the latter casdiesnadive
method is proposed for undoing the existing optimizati@msl recov-
ering a more fully-expanded (i.e. pre-optimized) netlistallow for
full reign for the new optimal algorithm. )
Theorem 2 In a gate-orphan-free logic network, an n-input OR
gate always can be decomposed into a tree of two-input ORvgtite
out introducing gate orphans.



Figure 7 shows an outline of the gate-orphan-free decortiposi
algorithm. The algorithm takes a post-optimized 2NCL diramd re-
turns a subject graph and a modified set of base functions.

There are two key techniques used to robustly decomposeitite o
inal netlist. First, existing cell merger optimization$ &ny are used
by the tool flow) are undone, through a reverse lookup tablexpand
the netlist to an initial decomposed form. Since only safeg®ies were
used by the tool, if they are correctly identified, the regegsgineered
circuit remains robust. Only unambiguous (i.e. functigralverse
mappings are used, to ensure that the optimizations areatiyrire-
versed. Second, some of the remaining nodes (such as muiti-OR-
gates) can also be further decomposed into the proposedesbape
functions, using associative law, without introducingegatphans. No
further decompositions are employed, to guarantee thatethdting
netlist remains robust. As an examplejnput AND cells @ > 2) are
note decomposed.

The algorithm traverses the circuit in the topological oifiem the
primary inputs to the primary outputs. In each step, bothefabove
decomposition steps are performed concurrently. Whenlgoitam
visits a cell of the circuit, four cases can happen. Firsemthe cell is
either a two-input OR cell or a two-input AND cell, we do notden-
pose the cell since the cell already implements a base mctec-
ond, if the cell is an OR gate with more than two inputs, the Qieg
is decompose into a tree of two-input OR cells. This decoiitiposis
always safe by Theorem 2.

‘ioi?r‘z%%?ﬁf%‘gm v 2) _
2 doif (v is either two-input OR or two-input AND)
3 then do not decompose
4 else if(v is an OR cell withn. > 2 inputs)
5 then decompose into a tree of2-input OR cells
9 else if(v is a result of cell merger)
8

then roll backv by reversing the merger rule )
else do not decompose and register as a new base function

Figure 7. Gate-orphan-free decomposition

When, the cell is resulting from the rule-based cell merdgo-a
rithm, we roll back the cell into the original network of celhrough
reverse engineering. There are 12 template-based cellimgenges
used in the Theseus cell merger algorithm, where each ceflingerule
consists of a a ‘pattern template’ and a cell. The Theseumester al-
gorithm iteratively searches for a pattern and replacepdtiern with
the associated cell. The rules are mostly functional andrge/rules
can be defined. In the gate-orphan-free decomposition ittigarin-
verse rules are applied when a cell can be guaranteed to biéngs
from a cell merger rule.

Finally, when it is impossible to decompose the cell with agu
antee of gate-orphan-freedom, the cell is not decomposadhancell
function is registered as a new base function.

After the gate-orphan-free decomposition, the resultingject
graph consists of original base functions (two-input OR &matinput
AND) and new heterogeneous base functions added by the g@sdm
tion algorithm (line 8 in Figure 7).

5.4 Matching and covering

As aresult of gate-orphan-free decomposition, there mesy more
than two base functions and base functions can have moretwan
input variables. To handle this, matching and covering ritlgms are
modified to deal with more general classes of subject grapthpattern
graphs.

To generate pattern graphs for each cell in the library,weedrig-
inal base functions (two-input threshold OR and two-ingueshold
AND) are used. In the first step, each threshold cell in theatibis
decomposed into a set of pattern graphs, each with a distinattural
pattern, to prepare for structural matching. This apprdacsimilar
to the traditional approach of [13, 7], however there are ke differ-
ences: (a) the actual cells include sequential threshaébgand (b) the
finite basis itself is different, involving two binary thifedd cells (i.e.
threshold OR and threshold AND).

Note that pattern graphs of some cells are representedfddA¢zs.
For example, THAND cell of the NCL library implements a Boate
function f = ac+ ad + bc which cannot be represented as a tree. Rep-
resentation of pattern graphs using leaf-DAGs is a partiaki®on to the
problem of capturing variable sharing; this is the same lpratfacing
synchronous technology mapping algorithms and a similkutiso is
used [22, 7].

In the second step of pattern graph generation, speciarpagtaphs
are added, as needed, to facilitate the mapping of irretiupitides in
the subject graph. As indicated above, these nodes corméspaom-
plex threshold gates which cannot be further decomposetiyswaiith-
out potentially introducing gate orphans. The currentlpliemented
approach is to simply map each of these irreducible noddetodrre-
sponding library complex gate. To this end, for each suadircible
node in the given subject graph, a single special complermpagraph
is added for the corresponding library cell, which is a camploot
(i.e. complex base function) whose children are all vagablThe sub-
sequent matching algorithm, below, will ensure that sucbdincible
nodes will be mapped only to the equivalent complex libralj. c

Note that the above approach to pattern generation, whilg gen-
eral, still excludes some potential matches. For exampltisallows
the legal merger of a complex irreducible node with a simplsetfunc-
tion. These cases are somewhat rare, given the fanin testsof NCL
library. However, this limitation can be overcome if pattgraphs for
each cell are generated starting with simple functions angptex irre-
ducible functions. All possible trees constructed fronsthbase func-
tions can be enumerated and checked if the given tree implsntiee
same function as the cell function. The space of generated ttan be
bounded by the condition that a pattern tree must have gxhetlsame
number of leaves as the number of input variables of the aetitfon.
Leaf-DAGs for complex pattern graphs can also be generated.

Match( P, S)
1 /] Pis a pattern graph,
if (P is a leaf)
then return true

else if(S is a leaf)

3 S is a subject graph
3

4

5 then return false
6 if (cell functions of P and.S are different)

7 then return false

8 else// let P,...P, be P's fanins

/!l and S;...S; be S's fanins

10 for (all permutationlI = (o1, ..., o) over[1, k])
11 doif (Match(Py, , Soq) - - - - Match(PU,c s Soy, )
12 then return true

13 return false

Figure 8. Outline of matching algorithm

Figure 8 shows an outline of the matching algorithm usedérptio-
posed technology mapping algorithm. The matching algerittorks
similar to the traditional matching algorithm [7], when ttwot of the
input subject graph is either two-input AND or two-input ORhen
the root of the input subject graph is a complex function \Whi@s not
decomposed (and added as a new base function) in the gdtarefee
decomposition step, then the only possible pattern thahtach the
root of S is the complex function itself which was added as a base func-
tion. Hence, the algorithm effectively follows the tradital flow for
matching algorithms.

For a delay model, the algorithm uses a nonlinear delay nzdsd
on table-lookup (more detail on the used delay model williseubsed
in Section 6). The used delay model fits well with the dynamia- p
gramming framework of technology mapping algorithms. Bots the
delay of a cell partially depends on the output capacitarfi¢beocell,
the load binning technique [22] is used to find a solution. d_b&-
ning is a technique that extends the covering algorithm cfinielogy
mapping to solve simultaneously and optimally for multipl®spec-
tive fanout loads. During dynamic programming, as fanoatifoare
resolved on mapped gates, the actual output loads are tedrtaise-
lect the optimal solution so far that sees this load. Hereefibal result
produces a single result for all the output loads in the difeund envi-
ronment). The output capacitance of the cell is determirseitie sum
of the input capacitances of the input pins driven by thi$ aetl the
proposed algorithm extracts 20 representative input dpee values
from the library and uses these values for load binning. Fiongry
outputs, a default output load value is used. Note that,evhiling
load-dependent delay models results in sub-optimalitytdulke gran-
ularity of load binning and the partitioning, accurate leadependent
delay models such as gain-based models [29] can be used tefmg
optimal mappings.

6 Experimental Results

The proposed technology mapping algorithm was implemesed
experiments were performed to evaluate its effectivefiassdevel-
oped program implements the described technology mapjogidim
except that pattern graphs used in matching only consissngble



base functions (i.e. complex irreducible base functiomsrat used).
Programs were written in C++ and experiments were condumted
800Mhz Celeron machine with 256MB RAM running Redhat Linux
7.3. The developed programs take the logic network in théd3ey
BLIF format and the technology library in the Synopsys Ltigefor-
mat, and outputs the mapped circuit in the BLIF format.

Delay model The delay model used in the library file was a nonlin-
ear delay model with lookup-table.The NCL library charaizes each
cell in terms of three parameters: input capacitance, eédlydand out-
put slew rate. The delay of an input-to-output path in a cedigecified
using a two-dimensional array indexed by total output cagace and
input slew rate, where the output capacitance is deternasedsum of
all input capacitances of the pins driven by the output aadrthut slew
rate is contributed by the fanin gate. The array has 49 entioe 7 out-
put capacitances and 7 input slew rates. Additionally, éaglit pin of
the library cell has its own input capacitance and one twoedisional
array is defined for each input-to-output path for computimg slew
rate which will be used to determine input slew rates of tegdriven
by the output pin of the cell. The delay model was used bottofir
mizing the circuits and for evaluating the circuits aftetiopzation.
Experimental results Experimentation was conducted on a near-
complete DES circuit provided by Theseus Logic and the tesutre
compared with the original netlist which were pre-optintizesing The-
seus cell merger. The DES circuit, which had been pre-opéchivith
Theseus cell merger, consisted of five combinational clafdsgic
wrapped with acknowledgment logic, registration, and allsamount
of additional logic. Five combinational clouds of logic wesxtracted
from the netlist and some of the combinational logic was eysitb-
stantial having up to 590 inputs, 306 outputs and 2196 iategates.
All the generated circuits from the technology mapper protg were
verified for functional correctness against the originatuits using a
program based on a BDD package.

Table 1 shows experimental results for the technology nmappio-
gram. In the table, the columns 2—4 show information on thei-or
nal netlists which were pre-optimized using Theseus cetbere Two
runs of the algorithm were performed: The columns 5-7 shaw¢h
sults of area-optimized circuits and the columns 8-9 shewehults of
delay-optimized circuits. The parenthesized numbers lungos 6 and
9 contain the area percentage with respect to the originkgthand the
numbers in columns 7 and 10 are delay percentages averagedlbv
primary outputs. The last row of the table contains the amgardve-
ments averaged over all circuits and the delay improvensmsaged
over all primary outputs (each average is weighted by thebaurof
primary outputs for the corresponding benchmarks).

For the delay-minimization run, two metrics were measuce@ach
benchmarkworst-case output delagndworst-case circuit delayFor
an individual benchmark circuit, the “worst-case outpuggéis de-
fined for an individual primary output as the worst-case pitay for
this output, while the “worst-case circuit delay” is the wcase path
delay for the entire (multi-output) circuit. In the last ooin of the
table, theaverage worst-case output deléy each benchmark is re-
ported, i.e., the average, ovalt of the primary outputs of the circuit,
of the individual “worst-case output delays”.

The “average worst-case output delay” improvements, feithhee
largest circuits, were 26.7%dés-r0), 20.3% ¢les-r04, and 20.0%
(des-r0Y. Better results were obtained for the very snuk-r03and
des-rO7circuits.

Next, considering the “worst-case circuit delay”, i.e. thiagle
longest path of each circuit, the improvements were higl2&.4%
(des-r0), 26.3% (les-r04, and 26.0% des-r05. The longest path
delay is important in NCL circuits since acknowledgmeninsig are
generated only after a signal transition along the longast pas been
completed. Thus, this result gives a static worst-case thamthe
possible operating speed of the circuit. Note that, while delay-
minimization run incurs area overhead, there exist apitinalomains
where area is not a major concern. Furthermore, modifyiegatgo-
rithm run to combine area as a secondary cost metric is eagbeot
reduce this overhead.

Finally, for the area-minimization run, the area improvetsefor
the large circuits were 4.5%dé¢s-r0), 2.2% @es-r04, and 2.2%
(des-r05. Better result was obtained for the very smadls-rO7cir-
cuit. Thus, the area-minimization run limited effectiveagn mini-
mizing area in post-optimized circuits and it is believedtthrea opti-

mization capabilities were somewhat shadowed by the éfteatss of
previously-applied Theseus optimizer. While local areluotion guar-
antees global area reduction, locally minimizing delaysioet always
result in global reduction in delay: this is believed to aguofor the
effectiveness of Theseus optimizer in area optimization.

7 Conclusion

In this paper, an algorithm for technology mapping for asyn-
chronous threshold networks was presented. The propogedthin
is the first to systematically optimize for either delay oeamwithout
introducing new gate orphans, which is crucial in preseytire robust-
ness of the circuit. The algorithm was implemented and exystted
on NCL circuits which had been already optimized using Theseols
and have shown further delay improvement of of 20.9% and ianea
provement of 2.7%, on average. Though the proposed methayt is
plied in NCL design flow in this paper, contribution is geriemough
to be used in many other contexts.
Future work There are several possible research directions. First,
usually DAG-based technology mapping algorithms providearop-
portunity for optimizing circuits with respect to delay. &yvif standard
DAG-based algorithms are dangerous as discussed alreadyeful
extension of DAG covering can be devised to preserve gatleaor
freedom. Second, the problem of gate-orphan-free decdtigros/as
solved in the context of NCL design flow but a more generalgaie-
orphan-free decomposition method can be devised for a \ajolglica-
tion. Finally, a technology mapping algorithm that can ¢&ingultiple
cost functions at the same time, e.g. area and delay, carnvisede¢o
deal with the area overhead incurred when delay miniminatger-
formed in the technology mapping algorithm.
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