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Abstract— As process, temperature and voltage variations

now ck}@s. col unbi a. edu

Compared to other asynchronous circuit styles such as thaosesd

become significant in deep submicron design, timing closure on single-rail data encoding [22], these asynchronousiitircequire

becomes a critical challenge using synchronous CAD flows. @n
attractive alternative is to use robust asynchronous circits which
gracefully accommodate timing discrepancies. However, #se
asynchronous circuits typically suffer from high area and htency
overhead. In this paper, an optimization algorithm is presated
which reduces the area and delay of these circuits by relaxm
their overly-restrictive style. The algorithm was implemented
and experiments performed on a subset of MCNC circuits. On

few timing requirements: arbitrary gate and wire delays al@awved
as long as weak timing constraints are satisfied at wire fapouts
(details are provided in Section 2). However, although HbtMS
and NCL approaches result in highly-robust asynchronotmuics,
they suffer from large area and latency overhead.

In this work, an optimization algorithm for this class of asy
chronous circuits is presented. The algorithm can target BOMS-
style and NCL asynchronous circuits. The method optimizea and

average, 49.2% of the gates could be implemented in a relaxed delay of these circuits by relaxing their overly-restrietstylewithout

manner, 34.9% area improvement was achieved, and 16.1% dela
improvement was achieved using a simple heuristic for targing
the critical path in the circuit. This is the first proposed approach
that systematically optimizes asynchronous circuits bask on
the notion of local relaxation while still preserving the cicuit's
overall timing-robustness.

|I. INTRODUCTION

As process, temperature and voltage variations becoméisagn
in deep submicron design, timing closure becomes a critleallenge
using synchronous CAD flows [3]. One attractive alternais/o use
robust asynchronous circuits which gracefully accommedaming
discrepancies. Several classes of asynchronous ciradgtighly-
robust to delay variations, and only require small localizening
constraints to be satisfied. Asynchronous design has beefotis
of renewed interest and research activity because of thenpak
benefits of low power consumption, low electromagneticrietence,
robustness to parameter variations, and modularity ofgdssj20].
As an example, Theseus Logic developed an asynchronousverfs

sacrificing the robustness property of the circuits. Inipalar, given

an original Boolean netlist, previous approaches replack 8oolean
gate in the netlist by an equivalent robust dual-rail asymebus
block. However, these approaches are overly conservativéhat
not everyBoolean gate needs to be replaced by a robust block
to get a robustcircuit. The goal of the paper is to identify a
minimal set of Boolean gates, under different cost funatjomhich
need to be replaced by robust asynchronous blocks to enkare t
overall robustness of the entire circuit. Such an approdidws
other Boolean gates to be replaced by more efficient, reldixed
non-robust) asynchronous blocks while still preserving tverall
robustness of the circuit.

Problem formulation. The technique we focus on, in this paper,
exploits the notion of “input completeness”. A gate or a wirds
calledinput completef its output changesnly after all of its inputs
have changed. Our goal is to selectively relax the input detepess
requirement when mapping the original Boolean netlist imtdual-
rail asynchronous circuit. In particular, the input contpiess of a
gate or circuit is said to beelaxedif its output may changeeforeall
inputs have changed. A relaxed gate or circuit is also safktiorm

the Motorola CPUO8 microcontroller as part of the MCORE @cbj eager evaluation This optimization problem can be formulated as
and reported 40% less power and 10dB less peak EMI noise thanows.

Motorola’s synchronous version [13], [16]. Also, in recambrk at
Seiko/Epson, Karaki [9] demonstrated that asynchronosigdes an
effective approach for dealing with high variability of dgk, when
building flexible LTPS (Low Temperature Poly Silicon) TFTHh
Film Transistor) displays. However, little CAD support amdh area

Problem 1 (Input Completeness Relaxation)Given a Boolean
logic networkG = (V, E), which is to be implemented as a dual-rail
asynchronous circuit, find a set of gates in the original witcsuch
that 1) the relaxed dual-rail expansion of these gates stilsures

overhead in such design styles are among the major obstacleghat the resulting dual-rail circuit is timing-robust, ar@) the given

adopting these robust methodologies.

In this paper, a class of highly-robust asynchronous discis
targeted: dual-rail threshold networks. Basic designestyfor this
class of circuits have been proposed by several researdDBvS
(Delay-Insensitive Minterm Synthesis) [15], [18], [4] ahsCL (Null

Convention Logic) [6]. The DIMS style is a simple approach t

designing robust dual-rail asynchronous circuits fromIBan netlists
in a template-based manner. NCL [6], [11] is a more recentcggh
to designing these circuits, and has been incorporatedantom-

mercial CAD tool flow at Theseus Logic Inc. and applied to save

industrial circuits. The NCL design style has been used telde an
asynchronous version of the Motorola MCORE processor [ABJo,

more than 18 other chips were designed and fabricated ubimg g

NCL flow with the largest having 660,000 transistors [11]r@utly,

the NCL flow is used in a DARPA CLASS project, led by Boeing
which is a major new initiative to develop commercially @b

asynchronous CAD flow.

This work was partially supported by a subcontract to the BARCLASS
program (under contract to Boeing) and by NSF ITR Award NoFNECR-
0086036.

cost function is minimized.

In this paper, a theorem and a corollary that formalize a seuy
and sufficient condition for legal relaxation are preseniéds allows
global optimization of circuits by a series of local relagatof input

&ompleteness. A relaxation algorithm that targets threg ftmctions

was proposed using the unate covering framework and theithligo
was implemented and experiments were performed with temitsr
randomly chosen from a set of larger MCNC benchmark circilitte
cost functions considered in the paper are as follows: antimaber
of fully-expanded (i.e. robust) gates, b) area after dadlexpansion,
and c) the critical path delay. On average, 49.2% of the gates
ould be implemented in a relaxed manner and, as a resu@%34.
rea improvement was achieved, and 16.1% delay improvewent
achieved using a simple heuristic for targeting the ciiitjgath in
the circuit. The average runtime of the algorithm was 6.1®sds.
This is the first proposed approach that systematicallynupés
asynchronous circuits based on the notion of local relaratvhile
still preserving the overall circuit robustness.

Related work. To overcome area overhead of DIMS and NCL
circuits, several optimization techniques have been me@poOne



approach, which is the focus of this paper, is to alkavly evaluation
in gates in the circuit. Two strategies have been proposgd:
optimizing every gate, but adding local completion detecfa], [4],
[10], and (ii) optimizing only some of the gates, with no addecal
completion detectors [16]. In the first strategy, all gatesralaxed to
speed up computation, but local detectors are used to ensbust
completion. However, this approach may degrade systernpeahce
and significantly increases area. A second approach, ctoseur

for more details)? After dual-rail expansion, the logic is mapped to
& pre-defined library of NCL threshold gates.

3NCL circuits. 3NCL is a three-valued logic with values
{0,1, N}. This representation allows a single bit of data to be
captured with a single symbolic variable or wire. Of thestues,
0 and1 represent valid DATA andV represents NULL.

A 3NCL gate alternates between two phases. Initially, thputin
wires and the output wire of a 3NCL gate are initialized\fo When

work, was first proposed by Smith et al., who illustrated a fey the inputs have valid DATA valueO(or 1), the output finally
examples where input completeness can be relaxed eelexted changes monotonically to a correct DATA value. For exampliee,
set of nodeswithout using local completion detectors. Howeveroutput of a 3NCL OR gate changes to a DATA value only aétir

they did not provide general conditions for legal relaxatior
general algorithms with a notion of global optimality. Inntast,
our approach provides a general relaxation algorithm withesing
local completion detectors. Also, their circuits were xeld only in
set phases while the circuits could further be relaxed atsceset
phases (as is proposed in this paper).

A recent paper by Zhou et al. [23] developed a similar apprdac
ours, and was proposed concurrently. However, while thgir@ach
only targets area, ours targets three cost functions: nuoflrelaxed
nodes, area, and critical path delay. On the other hand,approach
introduces an extension to allopartial relaxation, where nodes
can be relaxed with respect to a subset of inputs, while oors
not. Finally, while their algorithm is based on a SAT (Satisfiity)
framework, ours is based on a unate covering framework.

Beyond ‘eager evaluation’, there have also been reseafottsef
to optimize dual-rail circuits along the line of traditidnéogic
synthesis. Theseus Logic developed a simple templatetbagt-
mization method for NCL circuits using localized cell mardé],
and recent approaches has also been developed for roblusolegy
mapping [8]. However, these approaches work on already-rdiilal
expanded circuits and do not exploit the notion of relaxatio

Il. BACKGROUND

A. Boolean logic network

Let B = {0,1}. A Boolean functionf with n inputs andm
outputs is defined as a mappirfg: B — B™. A logic networkis
a directed acyclic graphi = (V, E), with V' partitioned into three
subsets callegrimary inputs primary outputs andinternal vertices

the inputs have changed to DATA valué ¢r 1). Next, in the reset
phase, the output maintains the DATA value until all the ispare
reset toN. When all the inputs change @, the output changes to
N, completing the robust reset phase.

2NCL circuits. A 3NCL circuit built using 3NCL gates is
theoretically delay-insensitive, but eventually thiscait should be
implemented using a binary-valued Boolean circuit. NCL idog
implements a single 3NCL gate using the DIMS-style dudl-rai
expansion [18], where each single variable (or bit) is mdppe
a dual-rail Boolean equivalent. A DIMS-style logic implemte a
oolean function as a network of complex robust minterms (C-
elements [12]) feeding into OR-gates for 0 and 1 outputs @R
gates). The resulting circuit is timing-robust, as disedsiater in this
section.

Figure 1 shows an example of how a 3NCL gate is dual-rail
expanded into a network of 2NCL gates in DIMS-style. In the
example, a two-input 3NCL OR gate, with inpuisand b and one
outputz, is transformed into a network with four inputs,, a1, bo, b1,
and two outputszg, z1. Here, the wires, bo, zo represent the O-rails
of a, b, z and the wires:;, b1, z; represent the 1-rails af, b, z. Four
2NCL “AND” gates, which are C-elementsare used to distinguish
each of the four unique input combinations @fand b, and one or
zero 2NCL OR gate is used for each of the output rails.

To transform 3NCL inverters into 2NCL logic, connecting lip
1-rail and output O-rail and connecting input O-rail andpuutt1-rail
in 2NCL expansion achieves inversion. As a result, 2NCL uifsc
are inherently monotonic and do not have any inversion, rémsu
hazard-freedom in each set phase. Similarly, and symméytisince

Such a network is a common model used by logic synthesis afgélements are used to implement the 2NCL AND functionsreket

mapping algorithms (see [5]). Bcal functionis associated with each
internal vertex in the logic network, and there is a set ofgamssents
of primary outputs to internal vertices denoting which ghtes are
directly observable from outside of the network.

B. NCL logic

Is also monotonic and hazard-free.

To obtain a 2NCL circuit from a 3NCL circuit, each gate of
the 3NCL circuit is visited in topological order in the cifgufrom
primary inputs to primary outputs, and is in turn expandedato
corresponding network of 2NCL gates.

NCL threshold gates with hysteresis. A 2NCL circuit is

NCL is a circuit implementation style for asynchronous gh@d eventually mapped usingCL threshold gates with hysteresighich
networks [6]. In this section, background on NCL design flawd a are defined in the NCL cell library. An NCL threshold gate with
details on its implementation style and robustness prigserire hysteresis [17] is a gate whose set and reset functions are no
presented, as well as a review of unate covering. combinational, but rather are sequential. Once the gatetistise
NCL design flow. The current NCL commercial design flow output does not change until the reset condition occurs,oaee it
starts by specifying the circuit in 3NCL logic style in a VHDL is reset, the output does not change until the set conditonre. As
program [10]. Effectively, the netlist appears similar tcstandard an example, a two-input C-element, with inputsandz-, has a set
unoptimized Boolean netlist (but with some extended enatedr functionz: +z». The reset function i2 = z; + =, indicating that
data types). By only considering the set functions of the BNy@tes  both inputs must be reset before the output can be reset.
in the netlist, existing synchronous optimization tools & initially C. Orphans
applied. In the current flow, the Synopsys Design Compilarsied. A key challenge in designing and optimizing asynchronousst-
The result is an optimized netlist of 3NCL gates. Figure B@ws old circuits is to ensure hazard-free implementations ofghan can
a 3NCL OR gate example. arise, when a signal transition on either a wire or a gateercttcuit
is unobservable, and may cause a circuit malfunction if thesition
is too slow [6]. Before presenting some examples, a few difirg
are required.

Suppose that an NCL circuit is in a reset state where all thieswi
have 0’'s. Once all the inputs arrive and all the circuit otgpare
computed, there must be at least one path from primary input t
primary output where all the signal transitions ére» 1. The events

f=— -

(@) a 3NCL OR gate
Fig. 1.

Next, the optimized 3NCL logic is transformed into a 2NCLitog
style, where each 3NCL gate is macro-expanded either intt5B  threshold gate is used instead, for each rail (i.e. only tateg are used
style dual-rail 2NCL blolck or into an NCL-style dual-rail 2Nl in the NCL-style dual-rail implementation of the 3NCL OR gjat
block. As an example, Figure 1(b) shows a DIMS-style 2NCLIdua 2a C-element copies its input value to its output only whenhbistputs
rail equivalent circuit of the 3NCL OR gate in Figure 1(a)g4®low change to the same value. Otherwise, the output does nogehan

(b) 2NCL dual-rail expansion
2NCL logic example

1Alternatively, In the NCL-style 2NCL expansion, a singleoiftplex)



on each such path are said to fornsignal transition sequencéd Therefore, in this paper, the problem of ensuring freedamfgate
signal transitions. is said toacknowledgea signal transitiors; if  orphans is addressed, and will bearanteedas an invariant by the
s1 always precedes, in any possible signal transition sequence iproposed algorithm.

a set phase of the circuit. A signal transitioruisacknowledgedf it Note that a circuit with wire orphans can be considered cbrre
is not acknowledged by any signal transition on a primanpout  according to the isochronic fork assumption [12], while it with
Definition 1 (Orphans) A circuit is said to have awrphan if, for gate orphans can be considered correct under the exteratd¢niasic

some input transition, there is a signal transition seqeewhich Ork assumption [21]. o . .

is not acknowledged by a signal transition on any primaryout NPut completeness. A circuit is said to beinput completeif
The circuit has avire orphan if a signal transition on avire is not the circuit outputs change only after all inputs change.ilaity, a
acknowledged, and the circuit hagate orphanif a signal transition 9ate isinput completef the gate output changes only after all inputs

sequence on paththrough one or more gates is not acknowledgeghange. As seen in Section I, 3NCL gates are input compligten
by a signal transition on any primary output. a 3NCL circuit is expanded into a dual-rail circuit, it is @deto

. . . ) . . enforce this input completeness property for the dualislitk of
Intuitively, a circuit has a wire orphan if a wire transitiomay be each original 3NCL gate, since such a construction enstasthe
unobservable at the circuit outputs, and a circuit has aggean if  fing| dual-rail circuit will be gate-orphan-free.

a transition on a path through one or more gates may be unatisber o o . o
at the circuit outputs. Definition 2 A dual-rail implementation of 8NCL gateis input-

complete with respect to its inputsan output makes a transition
only after all the inputs have made transitions.

As an example, the dual-rail circuit Figure 1(b) is input ¢bete
with respect to its input signalg, andb.
4 94 i . The notion of input completeness of a dual-rail plpck can be d
(a) wire orphan finedseparatelyfor set and reset phases. In a dual-rail implementation
Fig. 2. Wire and gate orphan examples [19] of a 3NCL gate, if an output goes up only after all inputs gothpn

the implementation is said to leput complete in the set phasélso

As a wire orphan example, consider the circuit in Figure .2(ajor reset phases, if an output goes down only after all ingatdown,
Whenao = 0,a1 = 1,bp = 0,b1 = 1 in a set phase, the gatethen the implementation is said to leput complete in the reset
ga and gs fires. The thick lines indicate the wires where signaphase If an output of a dual-rail implementation can go up before
transition takes place. The dotted ones represent wireaotvhose all inputs go up, it is said to bearly evaluating For reset phase, if
signals do not further propagate through the gates, whietharefore an output can go down before all inputs go up, the implemiemtat
unacknowledged. Now, suppose that the lower wire orphanhen fis said to beearly resetting
input of g3 is extremely slow, and the transition does not regeh In this paper, if a dual-rail implementation of a 3NCL gaténisut
by the time the next set phase begins. Note that in the intétge complete with respect to a signal (in set and reset phases), the
reset phase both output raits and z: can correctly settle td)’s  implementation will be said tgover signal s, or provide robustness
regardless of this wire orphan. In the second set phaseilet to signals.
l,a1 = 0,bp = 1,b6 = 0 (Figure 2(b)). The thick solid lines D. Unate covering
indicate signal transitions in the second set phase. Becalishe ™"rpo" 1 oie” covering problen{UCP) occurs in many contexts
ereNorphgln,hnow aspu1_’||ous sgnalftransnrllpnhmﬁy_appleg_é aﬁ'ngl including the two-level logic minimization problem [14]n Ithis
gs- Now, both output rail%o andz, fire, which obviously is illega paper, the proposed problems will be solved using the framew

in delay-insensitive encoding. :
As a gate orphan example, consider a circuit in Figure 2(bgrey of the unate covering problem.

orphans span over gates. Under an input transitigh= 1,a; = Problem 2 (Unate covering problem) Given a finite set of ele-
0,bo = 0,b1 = 1, in a set phase, unobservable transitions can arisgeentsU and a collectionC of subsets ofU, find a minimum-
on apath through gategs, which starts at the input wire, (or cardinality subseC’ C C which coversU, i.e.|J. . Ci = U.

b1) and ends at the output wire . In the figure, the thick lines ;10 ¢overing problem can be extended with a weight functio
indicate observable signal transitions and the dotteds limelicate w: C — R* which assigns a weight to each subsetidfin C.

unobservablesignal transitions, which form a path through gaie £, the weighted unate covering problem, the goal is to findtmet
Therefore, the circuit in Figure 2(c) is said to have a gaghan. C' C C such thatzc o w(C;) is the minimum. In this paper
= le // 2 - )

For more examples on gate orphans, refer to [6]. . - .
Note that, when converting an irredundant 3NCL circuit tacay & UCP instance will be denoted Hy/,C') and a weighted UCP
instance will be denoted by, C, w).

using DIMS-style, gate-orphan-freedom is guaranteed bstcoc-
tion. However, since this paper is concerned with optindzata 1. M OTIVATIONAL EXAMPLES

key goal is to ensure that no new gate orphans are introduged b . . .
the proposed optimization techniques. As illustrated igufé 1, a !N this section, examples are presented to show key pointiseof

DIMS-style 2NCL network equivalent for any 3NCL gate has thﬁroposed relaxation approach. The first small example shodetail
property that, during the set phasexactly oneof the C-elements NOW @ 3NCL circuit can be tr_anslated to a 2NCL circuit in a more
(i.e. left column of gates) will be activated for each DATApirt relaxed manner W|thout_ affecting the overall robustnesﬂeblrcw_t.
combination, which then feeds exactly one OR-gate, to teserof 1he second example is larger and shows how there are differen
the two dual-rail outputs. The result is that only one gatiapall be ~choices of which 3NCL gates to relax.
activated, and no other gates will change value. A similapprty Relaxed dual-rail circuit example. In Figure 3(a), a 3NCL
holds during the reset phase. Hence, the mapping from 3NCL ¢icuit that computes exclusive-or (XOR) of two inputsand b is
2NCL networks always preserves robustness. given. A straightforward dual-rail implementation of thieen 3NCL

In the NCL synthesis flow, wire orphans aret considered circuit, consisting of three dual-rail block&’, Y, and Z, is shown in
serious and, in practice, timing constraints are easilpreef]l during Figure 4. The dual-rail blockX,Y", and Z correspond to the gates
physical design to ensure proper timing. Effectively, themcur at  z,y, andz of Figure 3(a).
fanout points, where an unobservable wire fanout delay {iee

orphan) must always be faster than a significant observaittedelay. ¢ g ¢ 4
Thus, the timing requirements are on specialized non-rsoit (i.e. z z
skewed) fork delays. The NCL commercial tool flow is aimed at ; b ;

eliminating problems due to wire orphans at the physicaligies (a) initial netlist (b) relaxed gates marked
level [11].

However, gate orphans are more serious since they invotiessa
gates, and can more easily cause trouble with the circudtiming.

Fig. 3. 3NCL circuit example



(a) relaxing one gate (b) relaxing two gates
Fig. 6. Choices in relaxation

IV. THEOREMS ONINPUT COMPLETENESS

A theorem and a corollary are now presented, which formalize
the precise conditions for “legal relaxation”. The theordascribes
. S a necessary and sufficient condition for a gate-orphard@eeof a

Suppose that, initially, the dual-rail circuit is in a resdte, eyist in terms ofobservabilityof each internal signal in the netlist.
having all wires initialized to O. The two duasl-rall blocksy .a.md For this purpose, a few definitions are presented first.

Y, ensure that the gate output signailsand y° make transitions o o
only after signals: andb have arrived. The dual-rail block on the Definition 3 A 3NCL circuit is gate-orphan-free when, for any
right ensures that primary output signamakes transition only after Primary input and gate output signals, there exists at lemst
internal signalsz and y makes transitions. Also in the reset phas@cknowledgment path to a primary output over all possibfguin

which starts after the primary outputs are settled to cotigriethe ~transitions.

same property holds dge to the hygtergsis property.of. 2NCtd;sga Definition 4 Given a 3NCL gate, a 3NCL-to-2NCL transformation
However, this 2NCL implementation is overly restrictiveor@ider "o gate islegal when (a) it has equivalent functionality to the

again the 3NCL circuit in Figure 3(a). Signais and b are each 4 P _ 3 :
acknowledged on two distinct paths: through gateand through is;ll\pl)gtl_trgaitgi’ti:#sd irgbt)hg ISSeltogﬁgyregsaéte F?f:gggg fredor all possible

gatey. Similarly, in Figure 4, the dual-rail inputs andb are each
acknowledged through two input complete blocksandY. If the Theorem 1 (Input Completeness Relaxation)Let a 3NCL circuit
bottom AND gate in the 3NCL circuit is flagged as relaxed asssho G be given. Then a 2NCL implementation®@fis gate-orphan-free

in Figure 3(b), the dual-rail block” can be re-implemented usingif and only if (a)G is free of gate orphans and (b) the 3NCL-to-2NCL
an inputincompleteblock Y’ as shown in Figure 5. The resultingtransformation of each 3NCL gate is legal.

dual-rail implementation will still be robust (i.e. gatepban-free). Proof: First, the IF part is proved. Since the given 3NCL circuit
is gate-orphan-free, for each gate output signal, therstexsit least
one acknowledgment path to a primary output. Then, after 2NC
instantiation of 3NCL gates id7, each 2NCL block’s output signal
for a 3NCL gate also has an acknowledgment path to a primary
output. Since each 2NCL block is a legal 2NCL instantiatib8NCL
gates inG, for each input to a block, each internal gate of a 2NCL
block is acknowledged by the block output. Therefore, caimgj the
above two arguments, it can be concluded that each gate inLL2NC
circuit is acknowledged and therefore is gate-orphan-free

) e ] ) The proof of the ONLY IF part is by contradiction and is trivia
Fig. 5. Relaxed 2NCL circuit equivalent to Fig. 3(b) Suppose that either (a) or (b) does not hold. If (a) does ntt, ho

Note that dual-rail block’’ is not input complete since the signalthere exists a signat (gate output or primary input) that is not
y may make transition before all input signals arrive. Thecklo acknowledged in the 3NCL netlist. Then, the dual-rail otsgpaf
both early evaluates in a set phase and early resets in apiess¢. s in the corresponding 2NCL block will also not be acknowledige
However, for 3NCL signals andb, block Y ensures robustness andAlternatively, if (b) does not hold fos, the 2NCL block is either
the primary outputz can change after both input signalsand » ~functionality-inequivalent to the 3NCL gate or containdegarphans
change. For a single primary input or a gate output signglinpput by definition of legality. In each case, the 2NCL circuit haateg
completeness need to be ensured only once in an entire ajlial-erphans. u
circuit.

Table | shows how 3NCL gates can be transformed into corre-*More precisely, the functionality is equivalent after ciolesing dual-rail
sponding 2NCL (i.e. dual-rail) blocks. The rows of the taisleludes encoding of the original gate.
3NCL gates and their possible transformations. The coluimtisate
two choices of transformations: traditional robust transfation is
shown in the middle column and our new relaxed transformaito
shown in the right column. a oz

Choices in relaxation. Next, a larger example that illustrates
how there are different choices of which 3NCL gates to relax i ? 3
presented. There may exist many possible choices in piokimnigh 1=
gates to relax (or which gates to fully-expand), which wébult in
different area and delay.

Figure 6 shows two 3NCL circuits with different choices otem
to relax, where the relaxed gates are marked with bulletshén
circuit on the left, one gate, is relaxed. In the circuit on the right, b=
two gates,s and u, are relaxed. This difference stems from which
gates are used to ensure robustness to the input sigaakéc. In the
left circuit, gatess and u are fully-expanded and ensure robustness
to signalsb and c. In the right circuit, the gate is fully-expanded
and covers signalg and c. Therefore, the overall cost in the final B>
dual-rail implementation depends on which gates are chtiseglax
(or to fully-expand).

Fig. 4. Robust 2NCL circuit equivalent to Fig. 3(a)

[ 3NCL gate [[ full expansion (no relaxation)] relaxation |
ao: :21
aq Zo
B D=0
H D=

BT >0
B D=

3Based on the context, a 3NCL signal name may refer to its whial-

encoded signals. TABLE I. 3NCL-TO-2NCL TRANSFORMATION TABLE



From the above theorem, a key corollary can be derived whi@ Maximization of number of relaxed gates
states alocal condition which needs to be satisfied for each gate fjist the relaxation algorithm is configured to maximizee th

output signal to make a dual-rail implementation free oegaphans. umber of relaxed gates. Though this cost function does inettty

Corollary 1 (Local Relaxation) Let a 3NCL circuitG be given. 2address optimal area or delay after dual-rail expansiois, at good
Then a 2NCL implementation & is gate-orphan-free if and only first-cut cost measure since, in most cases, more relaxed gaans
if, (a) at least one of the fanout gates of the signal ensungsiti |€SS area and shorter delay. For this, the weight functiatefied
completeness (i.e. is fully-expanded) éachprimary input and gate @S the constant valué for each 3NCL gatev. Since every 3NCL

output signal ofG, and (b) 3NCL-to-2NCL transformation of eachdate has the same weight, the unate covering problem is aathed
3NCL gate is legal. minimizing the number of picked (i.e. fully-expanded) 3N@htes,

or maximizing the number of unpicked (i.e. relaxed) gates.
Proof: The Corollary follows directly from Theorem 1, since the

condition (a) of the Theorem holds if and only if at least oardut C. Area optimization
gate of each signal ii&7 ensures input completeness (condition (a) Even if area and delay of dual-rail circuits can be optimibgd
of the Corollary). B maximizing the number of relaxed gates, it is not necessaria-
optimal since this cost function regards the expansionscoseach
3NCL gate to be identical. For example, while the area regufor
expansion of a 2-input OR 3NCL gate and the area for expansion

; ; ; of a 3-input 3NCL OR gate can differ significantly, the prewo
A An mpgt complfaten(.ess relaxation algorllthm. . cost function cannot distinguish this difference. Morelist@ally,
_ A relaxation algorithm is now proposed, which finds a dudl-raa relaxation that targets minimization of the arafier dual-rail
implementation of the given 3NCL circuit without fully expdingall  expansion is more desirable. If the area of each 2NCL gatd use
3NCL gates. The algorithm can target three different costtions. in dual-rail implementations is known in advance, a weiglction
First, the algorithm minimizes the number of fully-expaddgates can be devised so that the area of the resulting relaxed rdilial-
exactly and hence maximizes the number of relaxed 3NCL gat@splementation is minimized.
The second cost function is to minimize the area the relaXdl2  To solve this optimization problem, a weight function can be
(i.e. dual-rail) implementation. Finally, the algorithmedristically defined for each 3NCL gate such that the weight of a 3NCL gate
targets the singlevorst-casecritical path delay of the dual-rail conveys information on area that the gate will require dtés fully
implementation. In each case, the algo_rlthm first flags wm_NIGZL expanded. The weight function used in the algorithnwisigh{v) =
gates must be mapped robustly and which can be mapped inxadelafull_area(v) — relaxedarea(v), wherefull_area(v) is the area of the
manner. Finally, the corresponding mapping is performeanfthe  dual-rail implementation of the 3NCL gatewithout relaxation and
initial 3NCL circuit to obtain the optimized 2NCL circuit. relaxedarea(v) is the area of the relaxed dual-rail implementation.

Sketch of the relaxation algorithm. The proposed algorithm Intuitively, the weight of a gate is the area penalty thatustidoe
uses the unate covering framework and can target differest cPaid by making its dual-rail implementation robust. Theaxaltion
functions through different weight assignments. Base erctirollary —algorithm with the given weight function is provablyptimumin
presented in the previous section, a uniform framework &visg terms of area after dual-rail expansion.
the relaxation problem is presented. D. Critical h del o
The Local Relaxation Corollary suggests that the relarapimb- - Critical path delay optimization
lem is essentially ainate covering problemwhere each gate output  The relaxation algorithm can also target delay optimizatising a
and primary input signainust be “covered”(i.e. robustly acknowl- simple heuristic. This scheme focuses on the single wasg-critical
edged) byat least oneof its fanout gates. That is, for each sigsal path delay, and weights are assigned such that relaxatigatef is
in the 3NCL netlist, at least one of its fanout gates must Hig-fu biased towards the gates in this critical path. While thigraach is
expanded, i.e. its 2NCL expansion cannot be relaxed. somewhat limited, since exactly one path is targeted, gdimations
More formally, the relaxation problem is reduced to the anat© handle more global delay reduction on multiple criticaths are
covering problem using the following transformation. A détof ~expected to be straightforward. o B
covered elements is defined to be the set of all 3NCL primgpytin  For this cost function, the algorithm starts by finding theical
and gate output signals. Also, a 3NCL gates V covers a signal Path in thefully-expandedi.e. non-relaxed) dual-rail implementation
u in U exactly when the given signal is an input to Therefore, Of 3NCL netlist. When the critical path of the dual-rail nstlis
the collectionC' of covering objects is formed a&X = {C, : v € found, the gates of original 3NCL netlist whigtorrespondsto the
V andC, = {u € U : v coversu}}, where a gate is defined to cfitical path nodes of dual-rail netlist are back-annatateligher
coveru exactly when the gate output efis fed as an input to gate Weights are assigned to critical SNCL gates in the hope tbat n
. critical gates will be more likely to be picked for full expsian.
Figure 7 shows a general outline of the relaxation algoritfitre
algorithm takes an initial 3NCL netlist; = (V, E) as an input VI. EXPERIMENTAL RESULTS
and returns a subsét’ C V of 3NCL gates which need to be The proposed relaxation algorithm was implemented andrexpe
fully-expanded to guarantee gate-orphan-freedom. Theewmering iments were performed to evaluate its effectiveness. A CADI t
problem solver,UCPSolver, gives a solution that minimizes thewas written in C++ and experiments were conducted on a 800Mhz
weighted sum of gates i¥’. In the algorithm, by changing the weight Celeron machine with 256MB RAM running Redhat Linux 7.3. The
assignment scheme in Line 7, different cost functions catafaeted. tool takes a logic network in the structural VHDL format and a
After the setV’ of gates is produced by AlgorithiRelax, the final technology library in the Synopsys Liberty format and otspthe
relaxed dual-rail implementation can be obtained by exjpgndach optimized dual-rail circuit in the VHDL format. Unate coveg

V. RELAXATION ALGORITHM

3NCL gate into a dual-rail network. problems were solved using the MINCOV program in ESPRESSO

[14]. For computation of weight functions in the relaxatagorithm,

Relax(G = (V, E)) an NCL cell library was used which is fully characterized foea

1 |/l create a UCP instance; initialllf = ¢ and delay.

2 for (eachv € V) _ The CAD tool was applied to ten MCNC benchmark circuits,

2 do 5v “(}he set of signals fed into which were randomly chosen from a set of larger circuits. dinguits

5 assi; weLiJgr{é to gates were preprocessed as follows. First, multi-level optiriora was

6 for (eachv € V) performed usingscri pt _rugged and then the resulting circuit

g 7/0 ui(v)ugpwei%ht U, ) 10 get  solut was mapped usingrap into a Boolean netlist in SIS, which is

Solve Instancet, ', w) to get a solution i i i i \,
9 vt UCPSoIver(U,e{CU e ‘9}1 o) then considered as a 3NCL netlist. During mapping, the tiboaly

' _ _ _ contained gates with up to three inputs, since it is proiidy
Fig. 7. Outline of the relaxation algorithm expensive to dual-rail expand gates with more than 3 inputs.



[ original circuit I DIMS expansion I

minimize # full blocks [

minimize area [ optimize delay |

name #il#ol#g || # full area | delay # full area delay # full area delay # full area delay
C1908 33/25/462 343 94352 30.0 180 59822 26.6 181 58618 27.9 184 60196 25.9
C3540 50/22/1147 911 | 281918 46.0 476 | 190470 39.3 477 | 189612 39.7 477 | 190996 38.7
C5315 | 178/123/1659| 1259 | 335801 | 32.7 727 | 237273 29.8 730 | 235391 29.9 728 | 237453 28.5
C6288 32/32/3201 ]| 2385 [ 567010 | 133.6 1246 | 361644 107.4 1247 | 361478 107.4 1246 | 361990 106.1
C7552 | 207/108/2155[ 1677 | 427101 | 44.8 1042 | 306573 43.4 1044 | 305203 43.4 1045 | 307113 43.4
dalu 75/16/756 633 | 201912 20.0 346 147830 14.6 359 144288 15.6 346 147830 14.8
des | 256/245/2762 2329 | 712145 23.2 1157 466635 19.9 1159 462165 19.5 1162 469175 19.5
k2 45/43/684 597 | 222326 18.9 289 139898 14.4 300 131498 15.7 294 141490 14.0
t481 16/1/510 476 | 154466 20.8 211 101922 17.5 213 99514 18.1 211 101576 17.5
vda 17/39/383 309 | 121947 17.7 137 74033 15.0 143 69231 15.7 140 75957 15.7

[ average percentage [ (51.8%) | (66.6%) [ (84.0%) [ (52.5%) [ (65.1%) [ (86.9%) | (52.7%) [ (65.8%) [ (83.9%) |

TABLE Il. EXPERIMENTAL RESULTS COMPARISONWITHDIMS EXPANSION

[ original circuit I NCL expansion I minimize # full blocks [ minimize area [ optimize delay |
name #il#ol#g || # full area | delay # full area delay # full area delay # full area delay
C1908 33/25/462 343 55490 33.3 180 39756 29.2 181 37917 30.8 182 39389 28.3
C3540 50/22/1147 911 | 189970 51.0 476 148941 43.4 A77 147575 43.8 480 148680 42.8
C5315 | 178/123/1659 1259 | 189370 36.4 727 157390 32.9 730 154238 33.1 727 156917 31.0
C6288 32/32/3201 ]| 2385 | 264750 | 151.1 1246 | 203910 119.5 1247 | 203490 119.5 1247 | 203963 123.0
C7552 | 207/108/2155[ 1677 | 224790 | 48.8 1042 | 182621 47.2 1044 | 180362 47.2 1042 | 182621 46.9
dalu 75/16/756 633 | 140190 [ 21.7 346 | 121668 15.3 361 | 113949 16.3 348 | 121774 15.5
des | 256/245/2762 2329 | 364812 24.8 1157 364812 21.4 1161 358692 20.9 1160 366472 20.9
k2 45/43/684 597 | 175590 20.2 289 122372 14.9 300 108765 16.4 301 119697 14.8
1481 16/1/510 476 | 109000 22.1 211 88333 17.8 213 84655 18.9 216 86706 17.7
vda 17/39/383 309 | 100230 19.0 137 67937 15.8 143 60214 16.6 138 68463 15.7

[ average percentage [[ (51.8%) | (77-4%) [ (83.8%) | (52.5%) [ (74.1%) [ (85.9%) | (52.4%) [ (77.0%) | (82.3%) |

TABLE Ill . EXPERIMENTAL RESULTS COMPARISON WITHNCL EXPANSION

Two experiments were performed.
ble 1), the relaxed dual-rail circuits were compared withM3-
style dual-rail circuits. In the second experiment (Tabl, Ithe
relaxed circuits were compared with NCL-style dual-raitcaits
which already use a simple Theseus-specific optimizatiale@ ‘cell
merger’ [7]). In Table Il and Table IlI, the first two columnbaw the

In the first experiment (T&he proposed algorithm was implemented and experimente wer

performed on MCNC circuits. On average, 49.2% of the gates
could be implemented in a relaxed manner and, as a resu@%i34.
area improvement and 16.1% critical path delay improvermesre
achieved.

As future work, we plan to extend the approach to relax the set

name of the MCNC circuit and the number of inputs, outputgl arand reset phases independently. Also, we plan to develop ra mo

gates. The tables include four column categories for ditingvard
dual-rail circuits, relaxed circuits with the minimum nuertof fully-

expanded blocks, area-optimized relaxed circuits, arakeel circuits
with optimized critical path delay. For each of the categ®rithree
sub-columns are included: the number of fully-expandedkspthe
area after dual-rail expansion, and the critical path delfr dual-
rail expansion. For Table Ill, NCL expansion includes NQiesific
optimization where, for a given 3NCL gate, logic for eachl iai
implemented using a single complex cell rather than usingfiphe

cells, as discussed in Section Il.

Table Il shows experimental results which compares thexeela
circuits with DIMS-style asynchronous circuits. The aigfun could
relax 49.2% (for “minimize # full blocks”) of the 3NCL gateso
average. Also, on average, they achieved 34.9% improveiffient
“minimize area”) in area and 16.1% improvement (for “optimi
delay”) in critical path delay.

Table 11l shows experimental results which compare thexssla
circuits with NCL-style asynchronous circuits. The propdsalgo-
rithm could relax 49.2% (for “minimize # full blocks”) of theNCL
gates and it achieved 25.9% improvement (for “minimize ‘graa
area with 17.7% improvement (for “optimize delay”) in ccal path

delay, on average. The area results were not as good as thits req12]

obtained from the DIMS comparison. The reason is that thefitesf
relaxation was overshadowed by the NCL-specific area opditioin
technique which is discussed in Section II-B.

The average runtime of the algonthm was only 6.13 seconds pe

each benchmark. The algorithm ran in a few seconds for matteof
circuits, with the worst case of 61.54 secondeq. Though the unate
covering problem is NP-hard, due to the local nature of wiax,
the covering problem instances consisted of many smalpiexigent
sub-problems and, in practice, were solved efficiently.

VII. CONCLUSIONS ANDFUTURE WORK

In this paper, an optimization algorithm for a class of hyghl
robust asynchronous circuits is presented. Though thaiitsrare
robust to timing variations, they suffer from high area aatehcy
overhead inherent in their style. The proposed algorithrimopes
area and delay of these circuits by relaxing their overstrietive

stylewithoutsacrificing the overall robustness property of the circuits

sophisticated scheme for critical path delay improvememtarget
reduction of multiple critical paths with appropriate weig. Finally,
the proposed techniques, with modification, should be eablé to
other classes of less robust asynchronous circuits.
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