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ABSTRACT
Recent advances in generative modeling will enable new kinds
of user experiences around content creation, giving us “creative
superpowers” and move us toward co-creation. This workshop
brings together researchers and practitioners from both fields HCI
and AI to explore and better understand both the opportunities and
challenges of generative modelling from a Human-AI interaction
perspective for the creation of both physical and digital artifacts.

CCS CONCEPTS
• Human-centered computing → Human computer interac-
tion (HCI); Interaction design; • Computing methodologies →
Artificial intelligence; • Applied computing → Arts and hu-
manities.
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1 DESCRIPTION
Recent advances in generative modeling through deep learning
approaches such as generative adversarial networks (GANs) [5],
variational autoencoders (VAEs) [8], and sequence-to-sequence
models [6] will enable new kinds of user experiences around con-
tent creation, giving us “creative superpowers” and move us toward
co-creation and curation. While the areas of computational design,
generative design, and computational art have existed for some
time, content with unprecedented fidelity is now being produced
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due to breakthroughs in generative modeling using deep learning.
Ian Goodfellow’s work on face generation [5] and StyleGan [7], Ope-
nAI’s GPT-2 [9], or recent deep fake videos of Mark Zuckerberg [4]
and Bill Gates [10]are prominent examples of content generated
by AI that is almost indistinguishable from human-generated con-
tent. These examples also highlight some of the significant societal,
ethical and organizational challenges generative AI is posing in-
cluding security, privacy, ownership, quality metrics and evaluation
of generated content.

The goal of this workshop is to bring together researchers and
practitioners from both fields HCI and AI to explore the opportuni-
ties and challenges of generative modelling from an HCI perspec-
tive. We envision that the user experience of creating both physical
and digital artifacts will become a partnership of humans and AI:
Humans will take the role of specification, goal setting, steering,
high-level creativity, curation, and governance. AI will augment
human abilities through inspiration, low level creativity and detail
work, and the ability to test ideas at scale.

Submissions in form of short papers, long papers and demos
following the IUI paper and demo guidelines are encouraged but
not limited to the following topics:

• Novel user experiences supporting the creation of both phys-
ical and digital artifacts in an AI augmented fashion

• Business use cases of generative models
• Novel applications of generative models
• Techniques, methodologies & algorithms that enable new
user experiences and interactions with generative models
and allow for directed and purposeful manipulation of the
model output

• Governance, privacy, content ownership
• Security including forensic tools and approaches for deep
fake detection

• Evaluation of generative approaches and quality metrics
• User studies
• Lessons learned from computational art and design, and
generative design and how these impact research

Generative Design, Computational Design, or Computational
Art are topics that have been around for a while (e.g. [1],[2],[3])
but for the most part have not been grounded in generative deep
learning approaches combined with a strong HCI perspective and
theory on co-creation. This workshop aims to lay the groundwork
for bringing this exciting area deeper into the field of HCI research.
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2 ORGANIZERS
Werner Geyer is a Principal Research Staff Member and Research
Manager at IBM Research in Cambridge, MA, where he is leading a
research team centered around AI Interaction technologies. He’s
been holding various roles as co-chair at ACM RecSys, including
general chair as well as a series of workshops and tutorials on
Social Recommender Systems. More recently, his team is exploring
generative modelling techniques in business settings. His website
is https://researcher.watson.ibm.com/researcher/view.php?person=
us-Werner.Geyer. He can be reached at werner.geyer@us.ibm.com

Lydia B. Chilton is an Assistant Professor in the Computer
Science Department at Columbia University. For ten years she was
a leader in the crowdsourcing research space of HCI, now she breaks
down problems for a combination of people and AI to solve. She
organized the first CHI Workshop on Crowdsourcing and Human
Computation, which had over 100 attendees. She has lead the 2-
day crowdsourcing workshop and hackathon, CrowdCamp 3 times.
Her website is http://www.cs.columbia.edu/~chilton/ She can be
reached at chilton@cs.columbia.edu

Ranjitha Kumar is an Assistant Professor in the Computer Sci-
ence Department at the University of Illinois at Urbana-Champaign.
She develops data-driven design techniques for creating effective
user experiences, tying interface, interaction, and algorithmic de-
sign choices to user-centered goals. Her research has received best
paper awards and nominations at premiere conferences in HCI, and
been recognized by the machine learning community through in-
vited papers at IJCAI and ICML. She received her PhD from the Com-
puter Science Department at Stanford University in 2014, and was
formerly the Chief Scientist at Apropose, Inc., a data-driven design
company she founded that was backed by Andreessen Horowitz and
NewEnterprise Associates. Herwebsite is http://ranjithakumar.net/,
and she can be reached at ranjitha@illinois.edu.

Adam Tauman Kalai is a Principal Researcher at Microsoft
Research working on machine learning and crowdsourcing. He has
co-organized the conference on Crowdsourcing andHumanCompu-
tation (HCOMP 2017), New England Machine Learning Day (NEML
2012-2018, with about 300 participants each), the Conference on

Learning Theory (COLT 2010), and hackathons on Crowdsourcing
and AI Fairness. He can be reached at adum@microsoft.com.

3 WORKSHOP FORMAT
The workshop will take the form of a mini conference. In addition
to 6 accepted papers and demos, Douglas Eck from the Google AI
Magenta team will deliver a keynote.

4 PLANNED OUTCOMES OF THEWORKSHOP
The proceedings of this workshop will be published at www.ceur-
ws.org. More importantly, we are trying to establish anHCI research
and science perspective on generative AI and connect academics
and practitioners from both sides, AI and HCI, in this exciting
domain. While generative/ computational design as well as compu-
tational art have been around for a while, this area has not gotten
much attention from HCI communities. We believe it is time to
change this and we expect that this workshop is the first one in
series of workshops around this topic.
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