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Bell released an EP in 2011

called A Reminder Extraction and Relation Prediction Results
independently.
Development

Accuracy Recall FEVER Accuracy Recall FEVER

« DrQA TF/ADF for full article Full 64.5 79.6 553 619 717 532
* Noun phrase overlap between Pointer MLP  60.4 76.6  51.1 58.7 740  49.1
/1: & 20dsentences in Wikipedia|  gepvsTM - 55.9 50.8 384 533 545 347
* Average, maximum, minimum
of GloVe embeddings in claim -MTL 56.8 749 453 53.8 72.7 423
and 1% and 2" sentences +Gold Doc.  68.5 96.0 66.2 65.4 95.2  62.8

* Claim and title overlap

Error Analysis

Doc. Retrieval

Evidence |Number of |Percent of |Accuracy |Sentence |Document
Requned Examples | Verifiable Recall G

Results 3333 50.0

Method Recall at k=5 1 6043 90.7 724 86.2 93.5
Dev. Test 2 542 8.1 65.3 17.2 293

DrQA 55 5 3+ 81 12 71.6 25 16.0

Title Features  82.7 79.7 + Joint training significantly improves relation prediction

* Document retrieval is difficult, especially when evidence > 1

LI i alis * Not enough info is challenging given limited context



