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Need to infer information – one bit – from the data: fast, or with very few samples.
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in an (egg)shell.
Known domain (here \([n] = \{1, \ldots, n\}\))
Property (or class) \(C \subseteq \Delta([n])\)
Independent samples from unknown \(D \in \Delta([n])\)
Distance parameter \(\varepsilon \in (0, 1]\)
Known domain (here \([\{1, \ldots, n\}\] = \([n]\))

Property (or class) \(C \subseteq \Delta([n])\)

Independent samples from unknown \(D \in \Delta([n])\)

Distance parameter \(\varepsilon \in (0, 1]\)

**Must decide:**

\[D \in C\]
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$D \in \mathcal{C}$, or $\ell_1(D, \mathcal{C}) > \varepsilon$?
Known domain (here $[n] = \{1, \ldots, n\}$)

Property (or class) $\mathcal{C} \subseteq \Delta([n])$

Independent samples from unknown $D \in \Delta([n])$

Distance parameter $\varepsilon \in (0, 1]$

**Must decide:**

$$D \in \mathcal{C}, \text{ or } \ell_1(D, \mathcal{C}) > \varepsilon?$$

(and be correct on any $D$ with probability at least $2/3$)
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There exists a \textit{generic} algorithm that can test membership to \textbf{any} class that satisfies some \textit{structural criterion}. (Moreover, for many such $\mathcal{C}$ this algorithm has near-optimal sample complexity.)

\textbf{Applications}

Monotonicity, unimodality, $t$-modality, log-concavity, convexity, histograms, piecewise-polynomials, monotone hazard rate, PBD, Binomials, and mixtures thereof. \textit{(Better than snake oil!)}
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(works for tolerant testing too.)
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Applications

Monotonicity, unimodality, log-concavity, monotone hazard rate, independence.
Theorem ([ADK15])

Any class $C$ that can be learned efficiently in $\chi^2$ distance can be tested with $O(\sqrt{n})$ samples.

Applications

Monotonicity, unimodality, log-concavity, monotone hazard rate, independence. (Tight upper bounds!)
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Why is it surprising?

- Only need to prove a structural, existential result about $C$!
- Learning and testing (in $\ell_1$) are unrelated for distributions.
- Testing-by-learning was seemingly ruled out... [VV11]
A UNIFIED APPROACH TO THINGS
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I.e., each $D \in \mathcal{C}$ is piecewise flat, in a strong $\ell_2$-like sense.
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Proof.
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Combined with [VV14] and learning results from the literature, immediately implies many new or previous lower bounds. (Taking $\mathcal{C}' = \{U\}$ or $\{\text{Bin}(n, 1/2)\}$ often enough)
TESTING-BY-LEARNING
The usual argument for testing functions (or graphs)$^1$:
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2. Check if $d(\hat{f}, C)$ is small.
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Testing is no harder than learning!

but not for distributions. Step 3 is no longer easy for them! [VV11]
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\(^1\)In Hamming distance.
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So we hit a wall...

1. Learn $D$ (in $\chi^2$) as if $D \in \mathcal{C}$, getting $\hat{D}$.

2. Check if $\ell_1(\hat{D}, \mathcal{C})$ is small.

3. Check if $\chi^2(\hat{D}, D)$ is small (or $\ell_1(\hat{D}, D)$ is big). $O(\sqrt{n}/\varepsilon^2)$ samples

[ADK15]’s idea: not breaking the wall. The wall is fine.
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For \(k \gg \sqrt{n}\), first “natural property” provably harder than uniformity.
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Problem
We know how to (optimally) learn k-histograms in $\ell_1$ and $\ell_2$; or, if the partition is known, in $\chi^2$. But we do not have a $\chi^2$ learner!

A solution
Do not actually “learn, then test.” Implicitly learn in $\chi^2$, then use testing to refine the learning.

“Testing-by-(learning-by-testing)”

(This is where the extra log k factor comes from.)
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“Use someone else’s work” (a.k.a reduction). Stronger type of lower bound known: [VV11], for estimating symmetric properties.

Problem

Being a k-histogram is not really really not a symmetric property.

A solution

Symmetrize it by applying a random permutation!
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