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1 Introduction

Different forms of summarization are useful in
different situations, depending on the intended
purpose of the summary and on the types of
documents summarized. Columbia’s multidoc-
ument summarization system for DUC builds on
this observation. Given that DUC makes no spe-
cific assumptions about the task where the sum-
mary is to be used [Spirck-Jones 2001] and in-
cludes many different document types, we de-
veloped a composite summarization system that
uses different summarization strategies depen-
dent on the type of documents in the input set.
In our system, a router automatically determines
the type of the input set of documents and in-
vokes the appropriate summarization subcompo-
nent. The focus of our system is multidocument
summarization and for this task, the challenges
are to identify similarities and important differ-
ences across the input set of documents.

A main focus of our work to date has been on
summarization of sets of documents that all de-
scribe the same event, as in current news, where
repetitions of core information across sources is
expected. This strategy can be effective when
there is a lot of similar information that needs
to be presented concisely, but is not as effective
when the input data spans different weakly re-
lated events or a long time period. Consequently,
we developed an alternate summarization strat-

egy that can be adapted to documents of dif-
ferent types, including biographies and multiple
weakly related events.

To summarize documents on the same event,
the Columbia summarizer uses an enhanced ver-
sion of MultiGen [Barzilay et al. 1999; Hatzivas-
siloglou et al. 1999; McKeown et al. 1999; Barzi-
lay et al. 2001; Hatzivassiloglou et al. 2001]; for
biographical documents, it uses an alternate sys-
tem, DEMS (Dissimilarity Engine for Multidocu-
ment Summarization), tuned to the biographical
task; and for sets of loosely similar documents,
it uses DEMS with a more general configuration.
DEMS incorporates techniques used in the Bio-
Gen system, a system developed jointly by Mitre
and Columbia [Schiffman et al. 2001], as well
as techniques we have been developing to iden-
tify differences between input articles. While we
have spent several years on the development of
MultiGen, the alternate summarization strate-
gies used in DEMS were developed in a matter
of weeks.

In this paper we discuss Columbia’s summa-
rization system for DUC, covering the different
component summarizers that handle different
document types, the router that decides which
summarizer to use, and a preliminary analysis of
evaluation results relative to other systems and
of factors such as the document types and the
model summaries that affect the evaluation. Our
analysis shows that Columbia’s system consis-
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Figure 1: Columbia System Architecture

tently falls within a cluster of five top systems,
each of which did better on a number of different
metrics.

2 System Overview

Columbia’s system follows a pipeline architec-
ture, shown in Figure 1. During the preprocess-
ing stage, the input articles are transformed to a
uniform XML representation. Then, the router
component of the system determines the type of
each input document set as one of three possi-
bilities and directs the input texts to one of the
underlying summarizers. One of the document
types is processed by MultiGen, which operates
over sets of articles describing the same event,
while DEMS handles the two other more het-
erogeneous types, such as “Person-centered” and
“Multi-event”, with different feature weights de-
pending on the input type.

2.1 Data Preprocessing

We first transform the incoming data into a uni-
form XML format. The data is originally in
several different SGML formats, one for each
publisher (e.g., Wall Street Journal, Associated
Press). For instance, one format might use the
label DATE while others use DT or PUBLISHDATE.
This means that the semantics of the SGML tags
in the different input formats can only be inter-
preted using world knowledge. The output of
our preprocessing is valid XML conforming to
a DTD (document type description) we wrote to
describe the semantics of the data. We also clean

up the text itself: subtitles are automatically de-
termined and marked and initial datelines and
bullet points are recognized.

2.2 Router

The router is a program module that decides the
type of each document set. Using the training
corpus, we manually derived the following typol-
ogy of document sets:

o Single-event: The documents center around
one single event happening at one place
and at roughly the same time, involving the
same agents and actions. A good example
for a single-event document set is the set re-
porting on the eruption of Mount Pinatubo
in the training data (D29e).

e Person-centered (“biography”): The docu-
ments deal with one event concerning one
person but include background information
about that person, usually in the form of
additional events in the past, or in the form
of follow-up events of the initial person-
centered event. An example in the training
data is the document set describing Alan
Greenspan’s career (D49i). The time cov-
ered is typically longer than in the single-
event case.

o Multi-event: Several events occurring at
different places and times, and usually
with different protagonists, are reported to-
gether. There is a common theme to these
events, e.g., a document set might collect
many fire incidents on unrelated cruise ships
(D21d), or many solar eclipses (D51i). The
time span covered is unpredictable, but

longer than in the single-event case.

e (Other: Such document sets contain even
more loosely related documents, like the
set describing research and conflicting poli-
cies concerning the Antarctica (D07b), or
the one covering the entire Iraq-Kuwait war
(D09b). Of all document set types, we ob-
served the longest time span in this cate-

gory.



Among the 30 sets in the training corpus, we
only found two single-event document sets, but
10 person-centered sets and 7 multi-event sets,
whereas 11 sets were so loosely connected that
they could only be described as “other”.

The router uses the following information
when deciding the document set type:

e Overall time span between publication
dates. Note that data preprocessing is nec-
essary to bring the publication date infor-
mation into a uniform and comparable for-
mat.

e Proportion of articles published on the same
day, in comparison to the number of articles
in the set.

e Frequency of capitalized words in order to
roughly approximate named entities.

e Frequency of pronouns “he” and “she”.

If the overall time span between publication
dates is less than 80 days, or if more than 50%
of all documents are published on the same day,
we hypothesize that one event is predominant in
the document set, and the set is routed to Multi-
Gen. We also experimented with the longest
and shortest distance between publication dates
within a document set, but found the overall
time span and the same-day feature to be more
robust indicators of document set type. In docu-
ment sets containing biographies, we found that
one capitalized word stood out above all others,
given that there were frequent references to one
person. As we did not have the time to incor-
porate a named-entity component in the system,
this strategy is an acceptable compromise. Fur-
thermore, the number of personal pronouns was
high. Thus, the system routes the document set
to DEMS in “biography mode” if the frequency
of pronouns is above 0.018, and the frequency
of the most frequent capitalized word is above
0.012.} Otherwise, DEMS summarizes in default
mode, thus classifying the documents as weakly
related.

'These values were empirically derived during train-
ing.
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Figure 2: MultiGen Architecture

The router does not further distinguish be-
tween the “Multi-event” and “Other” types of
document sets, since we did not develop a dif-
ferent strategy for the “Other” category in the
limited time available for the DUC evaluation.

The next subsections describe the different
summarization systems used for summarizing
documents once their type has been determined
by the router.

2.3 MultiGen

MultiGen summarizes a specific type of input:
news articles presenting different descriptions of
the same event. Repeated information about the
event is a good indicator of its importance to
the event, and can be used for summary gener-
ation. Our approach is unique in its integration
of machine learning and statistical techniques to
identify similar paragraphs, intersection of simi-
lar phrases within paragraphs, and language gen-
eration to reformulate the wording of the sum-
mary.

MultiGen follows a pipeline architecture as
shown in Figure 2. The analysis component
of the system breaks documents into smaller
text units and then computes a similarity metric
across text units, regardless of the source docu-
ment. Once similar paragraphs are identified,
they are passed to the generation component
which further identifies and selects information
to be reformulated as coherent text.

The analysis, or similarity computation com-
ponent, takes as input a set of articles. It breaks
the article into sentence-sized units for compari-
son, and then extracts a set of linguistic and posi-



tional features, which serve as input into the sim-
ilarity algorithm. These features include primi-
tive features such as word, stem and WordNet
overlap as well as composite features, which aim
to capture matches on the syntactic level such as
subject-verb and verb-object relations. We con-
struct a vector for each pair of sentences, repre-
senting matches on each of the different features.
We use a log-linear regression model to convert
the evidence from the various features to a sin-
gle similarity value. The model was trained on
a set of 10,535 pairs of paragraphs which were
manually marked for similarity. The output of
the model is a listing of real-value similarity val-
ues on sentence pairs. These similarity values
are fed into a clustering algorithm, that parti-
tions the text units into clusters of closely re-
lated ones. The clustering is performed using
a non-hierarchical clustering technique, the ez-
change method [Spith 1985], producing clusters
of closely related sentences that we term themes.

The generation component consists of an or-
dering component, an intersection component,
and a sentence generator. The goal of the or-
dering component is to order themes into coher-
ent text which respects the chronological order of
the main events. To implement this strategy in
MultiGen, we select for each theme the sentence
which has the earliest publication day (theme
time stamp), and order themes according to their
time stamps. To increase the coherence of the
output text, we identify blocks of themes which
talk about the same event and apply chrono-
logical ordering on blocks of themes. Once the
themes are ordered, the content planner (i.e., in-
tersection component) identifies phrases within
the sentences of each theme that are close enough
to other phrases in the theme that they can be
included in the summary. It does this by pro-
ducing a predicate-argument structure for each
sentence in each input sentence, comparing argu-
ments to determine phrases that are similar. The
sentence planner then determines which phrases
should be combined into a single, more complex
sentence, looking again at constraints from the
input document as well as common references be-
tween phrases. Finally, the constituent structure
produced by these two stages is mapped to the

linearizer which generates an English sentence
for each theme with a non-empty intersection.

MultiGen was developed prior to DUC, and its
architecture was not significantly altered for the
competition, except for a modification needed in
order to produce summaries of different length.
By default, MultiGen produces very concise
summaries where 50 or more related news ar-
ticles are reduced to one or two paragraphs de-
scribing the salient sub-events. To meet the tar-
get lengths of DUC with the relatively sparse
input provided (approximately 10 documents in
each set), we had to adjust internal intersection
parameters for more verbose output and rank the
different themes. This ranking is based on theme
size, similarity score and significance. The first
two of these scores are produced by the similar-
ity component, and the significance score of the
theme is computed using lezical chains [Barzi-
lay and Elhadad 1997], as the sum of lexical
chain scores of theme sentences computed from
the text in which a sentence originally belongs.
Lexical chains, sequences of semantically related
words, are tightly connected to the lexical cohe-
sive structure of the text and have been shown
to be useful for determining which sentences are
important for single document summarization.
Here, a theme which has many sentences which
have been ranked by lexical chains to be impor-
tant for a single document summary, is, in turn,
given a higher significance score for the multi-
document summary.

2.4 DEMS: Sentence Extraction for
Biographies and Differences

One of our goals in the development of DEMS
was to provide a robust alternate summarizer
within a short development time, so that doc-
ument sets that do not conform to single event
descriptions can still be summarized. Some of
the sets provided in the training and evaluation
sets cover many events related only loosely; for
example, one set in the evaluation corpus con-
tained 10 articles covering 9 unrelated political
murders that occurred in places all around the
world, spanning the years from 1979 to 1994:



e the Palestine Liberation Army loses its sec-
ond in command

e Communist rebels kill a local police chief in
the Philippines

e a presidential candidate is assassinated in
Colombia (two articles)

e Egypt’s parliamentary speaker is assassi-
nated

e a Jordanian diplomat is killed
e a presidential candidate in Mexico is killed

e news on the killing of a Korean presidential
candidate 15 years before

e No.
killed

2 official in Mexico’s ruling party is

e India’s former prime minister is assassinated

Such a set does not provide enough coherence
for a summary driven by validating information
from one document against another. Indeed, it
seems that the best summary for such document
sets might be a list enumerating the different
events. Therefore, the data we encountered in
DUC raises a number of important issues: How
will systems choose which topics to include in
the short summaries? How will a summary be
coherent without explaining why this odd list is
presented? What glue holds this group of docu-
ments together? Rather than attempting to fully
address these questions, we have designed DEMS
as an alternative summarizer that can handle
even these very loosely related documents.

Because of the time limitations involved lead-
ing up to the DUC evaluation in July, a decision
was made early on to use sentence extraction in
DEMS. DEMS uses four categories of features
to determine which sentences to extract to form
the summary. One of these categories is rele-
vant specifically to biographies, while the others
are relevant to determining important differences
and are used in both configurations.

Summarization Features for Loosely Re-
lated Documents DEMS uses four classes of
features for determining which sentences to in-
clude in the final summary. The most innova-
tive features are included in the class that at-
tempts to measure the importance of the words
in a unit of text. One of these features is an
importance measure derived from the analysis of
a large corpus of news. We used a lexicon of
key terms, nouns, verbs and adjectives that were
more likely to appear in the first paragraph of a
news article than in the entire article. This tells
us when sentences use terms that are likely to be
considered important, since journalists tend to
include important information in the lead para-
graph. Another feature in the class used to mea-
sure informativeness is based on a study of verbs
that was done for the BioGen [Schiffman et al
2001] system. The idea is that a verb associ-
ated with a large number of subjects is not likely
to express important content by itself. For ex-
ample, the verb “arrest” is strongly associated
with the subject “police,” but not with a large
number of other nouns. Thus, the verb “arrest”
conveys some contextual information that a verb
like “happen” would not.

The second class used information to weight
higher sentences which contained words related
to the semantic themes covered in all documents
of the input set. Thus, instead of comput-
ing word frequency, we counted semantic groups
in the entire set being summarized. We also
counted the semantic groups within each mem-
ber document in the set in order to weight higher
semantic themes within a document that were
unique points of that document. We used se-
mantic groups derived from WordNet, putting
together synonyms, hypernyms, and hyponyms
but excluding words that had more than five
The frequency count for a specific se-
mantic group was incremented each time we en-
countered a word from that group.

The structure of the articles in the news do-
main prompted a third group of features, namely
the date of publication and the location of the
sentence within the article. We weighted the
sentences giving more importance to sentences
occurring near the beginning of an article than

Senses.



the end. The document sets spanned a rather
long time in many cases and use of the date al-
lowed us to guard against losing the most current
news. Sentences from articles with more recent
dates were weighted more heavily.

A fourth group of features were based on syn-
tax and style, including the presence and loca-
tion of pronouns and the length of the sentence.
We found that very short sentences were usually
cryptic, while overly long sentences contained ex-
traneous information. We set the length of an
ideal sentence at 20 words and computed the
absolute value of the actual length to the ideal
length and used it as a negative value. The pres-
ence of pronouns was also weighted negatively,
to avoid dangling references.

Biographies The last group of features tar-
gets the biographical document sets, which were
those that covered a sequence of events surround-
ing one individual. These sets had a stronger
focus than many of the general sets and needed
some special attention. It was clear that for these
document sets, sentences mentioning the subject
of the biography by name were good candidates
for inclusion in summaries.
here was a binary value reflecting whether or not
the target individual is found in the sentence,
and a related feature of whether or not another

The main feature

individual is found in the sentence. Without an
accurate way of resolving nominal references, we
ignored anaphora.

We found the target’s name by the same
method used in determining which sets were
biographical—by the relative prominence of one
capitalized word among all others in the set of ar-
ticles. For example, “Thomas” represents 0.0168
of all capitalized words in the development set
on the nomination of Clarence Thomas to the
Supreme Court, while the next most frequent,
“Judge” (which, when capitalized, is often used
as a title) is 0.007. However, this prominent cap-
italized noun could refer to a place or organi-
zation, and we need another method of distin-
guishing persons from other proper nouns, i.e.
of confirming that we are indeed dealing with
a biographical set. The simple solution we use

is to count personal pronouns that could refer
to a human being (e.g.,“he” and “her”, but not
“it”). The personal pronoun counts match the
most prominent name in the biographical sets,
but not in the others.

A final feature measured how prominent an oc-
currence of the most prominent capitalized noun
was for each sentence where it occurred. We es-
timated this prominence factor as the relative
position of the capitalized noun within the sen-
tence.

The additional biographical features were used
on only three sets in the evaluation run?, but
there were 10 such biographical sets in the devel-
opment material. The determination of whether
a set is biographical or not is made automatically
by the router.

Feature Combination Machine learning of
feature weights was not possible given that the
training data contained summaries that were
considerably rewritten from the document sen-
tences. We determined weights by testing what
seemed like reasonable combinations of features,
checking to see if our summaries were mov-
ing closer to the model summaries or further
away. We began with arbitrary weights and be-
gin changing them by hand and then reviewing
the summaries produced by hand to see if they
captured what seemed to be the thrust of the
documents. In essence, we ignored the details of
the training summaries, and sought to find what
we considered the most important information
in the clusters of documents and to ignore irrele-
vant side issues and descriptions. We found that
the summaries did not appear to be improving
much after six cycles of this process of adjusting
the weights and reviewing the results.

3 Evaluation

In this section we present an early analysis of the
evaluation of our summarization system, based
on comparisons between system and human-
generated summaries, as organized by NIST.

20ne of these sets, set 31, was not evaluated by the

DUC assessors.



We first summarize the evaluation framework,
then introduce evaluation measures we use and
present evaluation results on these measures. We
also analyze the overall results of the DUC com-
petition, ranking different factors that affect the
evaluation scores and comparing our system to
other competitors.

3.1 Evaluation Background

The DUC multidocument summarization eval-
uation involved 30 document sets.3> For each
test data set and each target summary size (50,
100, 200, and 400 words), one automatically gen-
erated summary was submitted from each par-
ticipating site, and one gold-standard summary
was created by humans. Comparisons for each
data set and target summary size involved the
human-created summary (model summary) ver-
sus the summaries automatically produced by
competing systems and, in some cases, one ad-
ditional summary created by humans (peer sum-
maries). Although multiple model summaries
were available for some document set and sum-
mary size combinations, only one comparison
was performed for each peer, document set, and
summary size. This is due to the human involve-
ment in the comparison process, explained be-
low.

For each data set and target summary size, the
author of the model summary assessed the de-
gree of match between that model summary and
various peer summaries. First, qualitative mea-
sures pertaining to the comparison as a whole
were reported on a scale between 0 and 4. These
measures were grammaticality, cohesion, and or-
ganization.

To calculate quantitative measures of over-
lap between system- and human-created sum-
maries, the human-created summaries were seg-
mented by hand into model units (MUs), which
are informational units that should express one
self-contained fact in the ideal case. These
units might be sentence clauses, however, they
are often sentences. Summaries compared to

3Not all 30 document sets were fully evaluated for each
participating system.
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the human-created summaries (both system-
generated and summaries created by a different
human) were automatically segmented into peer
units (PUs), which are always sentences. Subse-
quently, the assessor located the PU(s) that cov-
ered the content of each MU, if any, and assigned
an estimate of the degree of match, between 1
and 4.* Excess units in the peer summary were
rated as a whole on whether they should, may,
or should not be present in an ideal summary.

3.2 Evaluation Metrics

3.2.1 Evaluating Content: Precision,
Recall and Excess Peer Units

From the above judgments we were able to cre-
ate a variety of evaluation metrics. The first of
these are quantitative measures of precision and
recall. These summarize the per-PU or per-MU
decisions of the evaluators in a single number.
Precision is calculated for each peer summary

as the number of PUs matching some MU di-
vided by the number of PUs in the peer sum-
mary:

Number of distinct PUs matched

to one or more MUs

Precision = -
Total number of PUs in the peer
summary

This is a conservative estimate of precision; we
could increase the number of PUs that are con-
sidered correct by using information about the
number of PUs not assigned to MUs. However,
this is not currently possible since the data on
PUs not assigned to MUs is qualitative in na-
ture (“most”, “some”, etc.) rather than a count.
Furthermore, we could more accurately measure
precision by using weights reflecting the degree
of match between a PU and MU. Again, the data
that was collected does not currently allow this.
Because a given PU may match multiple MUs,
and multiple PUs may be recorded as covering a
single MU, we cannot use the information about
the degree of match between a MU and set of
PUs to appropriately weigh the PUs that are cor-
rectly present in the peer summary.

*Matching grades were at least 1, since otherwise no
PUs were reported for that MU.



We can perform more accurate analyses of re-
call given the data that was collected by NIST.
Each MU is either not matched to any PU or
covered by one or more PUs, with the collective
degree of coverage reported. Therefore, we can
set thresholds corresponding to degrees of match
(1to4), and define a “covered” MU as one which
matches PUs at or above the specified threshold.
In the extremes, a very lenient recall measure
counts as successfully covered MUs even those
for which “little” content was covered (thresh-
old of 1), and a very strict recall measure counts
as successes only the MUs that were completely
covered in the peer summary (threshold of 4). In
other words,

Number of MUs matched at or
above ¢

Total number of MUs in the model
summary

Recall; =

One way to combine the four recall measures is
to treat the degree of match reported by the as-
sessors as a ratio rather than ordinal value (i.e.,
assume that a match of 2 is twice as good as
a match of 1, and half as good as a match of
4). Under that assumption, we can average the
degrees of match over the MUs and report the re-
sulting measure as the average degree of match.
This measure captures the relative weight of the
different matching degrees in a way that the
Recall; measures cannot. It can reveal cases
where recall at low thresholds is high but a lot of
the matches are at a low level of content overlap.

We have calculated the above six measures for
our and other peer systems (including the base-
lines and the human-created summaries com-
pared against other models). Table 1 shows
the macro-averaged values of the recall measures
that depend on a threshold choice, while Table 2
shows micro- and macro-average values of the
precision and average degree of match measures
that do not depend on a threshold. These ta-
bles are based on all evaluated summaries; ad-
ditional tables specific to each target summary
size (and micro-averaged results corresponding
to Table 1) are available at www.cs.columbia.
edu/~vh/DUC/analysis/.

In addition to precision and recall, we also

evaluated content by averaging two of the scores
provided for the excess PUs that were unused
during the matching process. We calculate the
average rating for excess PUs that should have
been included in an ideal summary (high val-
ues are better, indicating a system has relatively
many PUs that should have been included in
the model summary), and the average rating for
the PUs that are definitely extraneous (low val-
ues are better). We also calculate the differ-
ence between these two ratings. These results
are shown in Table 3. Additional results specific
to target summary sizes are available at www.cs.
columbia.edu/"vh/DUC/analysis/.

NIST collected a third qualitative variable on
excess PUs, asking assessors to collectively rate
the extent that the unmarked peer units are nei-
ther irrelevant nor ones that should have been
included in the summary. We feel that this mea-
sure is defined vaguely and does not add much
as a gauge of overall summary quality, especially
since the assessor does not go back to the original
texts when making this determination.

3.2.2 Evaluating Style: Qualitative
Measures

Additional qualitative assessments are directly
based on the grammaticality, organization, and
coherence scores assigned by the evaluators. The
averages of these scores across all document sets
are shown in Table 4. Additional results per
target summary size are available at www.cs.
columbia.edu/"vh/DUC/analysis/.

3.3 Comparison Between Peers

We have performed comparisons between each
pair of peers (baselines, humans, and automated
systems) on each of the six recall/precision mea-
sures and the six qualitative measures discussed
in the previous section. For each performance
measure and each target summary size, we com-
pute a table indicating the results of compar-
ing all pairs of peers across all document sets
for which both members of the pair were eval-



Peer | Observations t=1 t=2 t=3 t=4

1 116 18.86 13.34 3.45 1.47

2 114 30.68 21.45 8.01 2.95

A 24 59.06 40.21 13.76 4.94

B 23 57.02 44 .47 26.15 9.25

C 24 55.63 48.80 20.29 6.60

D 23 40.20 32.94 9.21 4.69

E 24 61.08 53.21 19.19 7.29

F 24 59.70 55.25 30.32 16.12

G 19 51.23 44.27 15.37 3.88

H 20 29.32 21.80 16.35 7.78

I 24 53.34 46.53 20.93 7.58

K 24 59.01 48.75 17.74 7.41

L 115 33.74 (5) 2538 (5)| 892 (3)| 4.01 (3
M 108 2727 (8)| 1956 (8| 542 (9)| 2.63 (9)
N 115 3749 (12)2953 (1)|10.86 (2)| 449 ( 2)
O 115 26.09 (9)|1830 (9)| 659 (7)| 3.80 (4
P 116 33.94 (4)|2620 (4)| 878 (4)| 376 (5
R 114 2748 (1 7)|2090 (7)| 592 (8| 3.03 (7)
S 112 3055 (6) 2169 (6)| 722 (6)| 349 ( 6)
T 116 3553 (13)|28.82 (3)|1503 (1) 742 (1)
U 115 21.39 (11) | 12,53 (12) | 2.62 (12) 1.21 (12)
W 115 20.18 (12) | 13.36 (11) | 4.97 (11) | 2.57 (11)
Y 116 4158 (1) |29.14 (2)| 7.54 (5)| 261 (10)
Z 116 23.21 (10) | 15.60 (10) | 5.27 (10) | 2.67 ( 8)

Table 1: Macro-averaged recall scores, dependent on threshold ¢, for all summary sizes. Relative
rankings between automated systems are in parentheses.

uated.® The table indicates by the letters “I”
or “u” whether the system on the left part of
the table (corresponding to the current row) or
the system on the upper part of the table (cor-
responding to the current column) is better.

We base this comparison on the Wilcoxon
signed rank statistic, which compares the differ-
ences in the observed ranks of the scores of the
two systems on different i.i.d. samples to what
is expected under the null hypothesis that the
median of the difference in performance between
the two systems is 0 [Conover 1980]. The differ-
ent document sets provide independent samples
for each system. A normal approximation is used

5This is generally less than the 30 document sets in
the test data, since not all systems were evaluated on all
document sets and summary sizes.

when more than 25 paired samples are available
or when ties in the ranks exist [Lehmann 1975].
Because of the correlation expected across differ-
ent length summaries from the same document
set, the analysis cannot be extended to the entire
set of summaries produced by each peer.

We note cases where the Wilcoxon signed rank
statistic is significant at the 5% level by capitaliz-
ing the corresponding “1” or “u” letter in the ta-
ble. Note that we chose to use a non-parametric
statistic, sacrificing some power rather than
making additional normality assumptions (e.g.,
as required for a t-test). The small sample size
may also make detection of existing differences
between peers harder.

We also mark with a dot (“.”) the diagonal,
with an equal sign (“=") cases where the two



) Average degree of match Precision
Peer | Observations Macro Micro Macro Micro
1 116 0.3712 0.3683 32.92 32.85
2 114 0.6309 0.6756 47.42 51.80
A 24 1.1797 1.2930 66.96 70.11
B 23 1.3690 1.4508 57.68 58.04
C 24 1.3132 1.3245 58.70 57.00
D 23 0.8704 0.9567 55.49 59.59
E 24 1.4078 1.3207 55.67 57.29
F 24 1.6140 1.6240 58.93 60.39
G 19 1.1476 1.1838 65.16 66.48
H 20 0.7526 0.8521 47.40 47.03
I 24 1.2839 1.2508 60.65 55.09
K 24 1.3291 1.3586 59.43 55.25
L 115 0.7205 ( 5) | 0.7491 ( 5) | 51.71 ( 3) | 51.13 ( 4)
M 108 0.5488 ( 8) | 0.6158 ( 7) | 43.39 ( 7) | 45.76 ( 7)
N 115 0.8237 ( 2) | 0.8625 ( 2) | 58.74 ( 1) | 60.58 ( 1)
0O 115 0.5479 ( 9) | 0.5699 ( 8) | 44.14 ( 6) | 45.79 ( 6)
P 116 0.7267 ( 4) | 0.7882 ( 3) | 49.56 ( 4) | 52.26 ( 3)
R 114 0.5732 ( 7) | 0.5437 (10) | 42.00 ( 8) | 43.02 ( 8)
S 112 0.6295 ( 6) | 0.7163 ( 6) | 52.99 ( 2) | 55.44 ( 2)
T 116 0.8680 ( 1) | 0.8841 ( 1) | 48.96 ( 5) | 50.76 ( 5)
U 115 0.3774 (12) | 0.4407 (11) | 23.65 (12) | 26.06 (12)
W 115 0.4108 (11) | 0.4405 (12) | 29.47 (11) | 31.33 (11)
Y 116 0.8088 ( 3) | 0.7793 ( 4) | 41.51 ( 9) | 42.58 ( 9)
Z 116 0.4675 (10) [ 0.5542 ( 9) | 37.98 (10) | 42.54 (10)

Table 2: Average degree of match and precision scores (macro- and micro-averages), for all summary
sizes. Relative rankings between automated systems are in parentheses.

peers exhibit equal performance across all com-
mon samples on the basis of their signed rank

Uy
X

statistic, and with an cases where there
are no common document sets where both peers
have been evaluated. The latter happens only
in comparisons involving two human-constructed

summaries.

Tables 5 and 6 show the output of this pro-
cess for precision on 50 and 100 word summaries
respectively, while Table 7 shows the output for
the average degree of match on 200 word sum-
maries.
cs.columbia.edu/"vh/DUC/analysis/.

All tables are available online at www.
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3.4 Performance of Columbia’s
Summarizer

In this section, we provide several comparative
views of the evaluation data. First, we exam-
ine Columbia’s performance on summary con-
tent; this involves ranking its results on preci-
sion, recall and analyzing the assessors’ rankings
of excess PUs that are missing from or totally un-
related to the model summary. We provide an
aggregate view of the different systems, showing
for each system the number of systems it ranks
above. Next, we examine Columbia’s perfor-
mance on style characteristics, including gram-
maticality, coherence, and organization. Finally,
we also look at an aggregate analysis that ranks
each system in comparison to every other sys-



Peer | Observations | Good excess PUs | Bad excess PUs Difference

1 116 0.2155 0.6034 —0.3879

2 114 0.1053 0.5614 —0.4561

A 24 0.9167 0.0833 0.8333

B 23 0.3913 0.0870 0.3043

C 24 0.4583 0.4167 0.0417

D 23 0.6087 0.0000 0.6087

E 24 0.2500 0.2917 —0.0417

F 24 0.8750 0.0833 0.7917

G 19 0.3684 0.1579 0.2105

H 20 1.0000 0.4000 0.6000

I 24 0.6250 0.0833 0.5417

K 24 0.5417 0.5000 0.0417

L 115 0.3391 (3) 0.2783 (2) 0.0609 ( 2)
M 108 0.2963 (4) 0.5926 (10) -0.2963 ( 9)
N 115 0.2783 (6) 0.2435 (1) 0.0348 ( 3)
O 115 0.2957 (5) 0.3043 (4) —0.0087 ( 4)
P 116 0.1724 (10) 0.3276 (5) —0.1552  ( 6)
R 114 0.3772 (2) 0.4123 (7) —0.0351 ( 5)
S 112 0.1607 (11) 0.3929 (6) -0.2321 ( 8)
T 116 0.3879 (1) 0.3017 (3) 0.0862 ( 1)
U 115 0.2261 (8) 0.9043 (11) —0.6783 (11)
w 115 0.1217 (12) 1.2522 (12) -1.1304 (12)
Y 116 0.2414 (7) 0.5690 (9) —0.3276 (10)
Z 116 0.2069 (9) 0.4138 (8) -0.2069 ( 7)

Table 3: Average ratings for PUs that should be added in the summary, that are definitely extra-
neous to the summary, and their difference. Relative rankings between automated systems are in

parentheses.

tem, counting how many times differences be-
tween systems were statistically significant.

Evaluation of Content: Precision, Recall
and Ratings of Excess PUs Based on the
many analyses, Columbia’s system (System L)
performs well on summary content when com-
pared to other systems. It is typically ranked
third or fourth, with different systems ranked
ahead of it for each analysis. For example,
there are two systems that had a better preci-
sion than Columbia’s system (N, S), and two sys-
tems that had a better recall at high thresholds
(N, T). In general, at the different levels of re-
call, Columbia’s system ranks within the top five.
Evaluation of excess PUs shows that Columbia
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ranks third on producing the greatest number
“good” excess PUs (after T,R), second on pro-
ducing the lowest number of “bad” excess PUs
(after N) and second on difference between the
two (after T'). These analyses create a group of
four top systems (N, S, T, L) that consistently do
better than others. System P also follows closely
our system in many scores, although scoring less
than our system in most cases.

From Table 1, we observe that, on average, our
system ranks third on recall at high threshold
levels (more strict matches) and fifth on recall
at low threshold levels (lenient matches). Sys-
tem N appears to be best on recall across differ-
ent thresholds, while system T also outperforms
our system obtaining the highest scores at high



Peer | Observations | Grammaticality Cohesion Organization
1 116 3.1810 2.6293 2.8017

2 114 3.2719 1.7193 1.6491

A 24 3.7083 2.2500 3.7500

B 23 3.5217 2.6087 3.1304

C 24 3.6667 2.7500 2.9583

D 23 3.8696 2.8261 2.9565

E 24 3.7917 3.0833 3.1250

F 24 4.0000 2.1667 3.4583

G 19 3.6316 2.5263 2.7895

H 20 3.6500 2.9000 3.0500

I 24 3.7917 3.0000 3.3333

K 24 3.7083 3.2500 3.1667

L 115 3.7217  ( 2) 1.8435 ( 8) | 1.9130 ( 9)
M 108 3.5370 (7)) |21759 (2)2.3981 ( 3)
N 115 3.6609 ( 5) |2.0087 (5) 22261 (5)
0 115 3.7913 (1) |2.1565 ( 4)|2.3217 ( 4)
P 116 3.6724  ( 3) 1.9310 ( 7) |2.1724 ( 6)
R 114 3.6140 ( 6) |2.1754 ( 3)|2.4561 ( 2)
S 112 3.6696  ( 4) 1.9375 ( 6) | 2.0536 ( 7)
T 116 3.5086  (8) |2.3362 (1)|26121 (1)
U 115 3.2696  (10) | 1.3043 (12) | 1.0870 (12)
i 115 3.1217  (11) | 1.4609 (11) | 1.2522 (11)
Y 116 2.4483  (12) | 1.7328 (10) | 1.7672 (10)
Z 116 3.2759  (9) 1.8017 (1 9) | 1.9397 ( 8)

Table 4: Average grammaticality, cohesion, and organization over all summary sizes.

Relative

rankings between automated systems are in parentheses.

thresholds. Our system has approximately the
same scores as system P (generally ranking 4th
or 5th). System Y achieves impressive scores on
low thresholds, but worse than our system or the
other top performers on high thresholds. There
are several other groups of similarly performing
systems: S follows P and our system; M, O, and
R form a group further down; and finally Z out-
performs the group of U and W that obtain the
worst recall scores. A similar picture is revealed
from the average degree of match (weighted re-
call) measure in Table 2. T obtains the highest
scores, followed by N, then Y, then P and our
system very close together, then S, then M, O,
and R together, then Z, and finally U and W
together.

On precision (Table 2), we note that our sys-
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tem takes the third place when using macro-
averaging and fourth place when using micro-
averaging. System N achieves the best scores,
followed by S, our system, P, and T. Further
down the precision list we see systems M and
O close together, then R and Y also close, then
Z, and with a large difference W and finally U.

Most systems have consistent rankings in both
the precision and recall dimensions: N is near the
top in both categories, our system and P score
generally in the top four, M, O, and R obtain
middle-level scores, and Z, W, and U offer the
worst scores for both types of measures. How-
ever, T and Y score much better on recall than
precision, while the reverse holds for S.

Content can also be measured based on the
perceived quality of PUs produced by a peer but



12ABCDEFGHIKLMNOPRSTUWYZ
.uuuUuUuuuUUUuUuUuUU110u
1 .vuuuuuuuUuUlUuuuuullul
11 .x=xx11x==ululululll=1
11x.xxx=1=x=ululll=ullll
L11lx.=1=xx==111=111=1111
11xx1.1=x==xulu=11111111
Llxx 1x11111111=L111
11=1=11.xxxxull=11=1111L
11=1xx1x.x=x11ulllulllll
11x=x1=xx.==u=ul==uulu==
LL=x=1xx11.=11111L11L111
L1111x=xx11.11111111LLLL
LL1lulululuu.lulllllLLLL
luuuuuuuu=uuu.uuuuuullul
LL1luluulluull.l11L11LL1L
1luu==u=uuuuulu.llullLlLll

Llluuuuuu=uuuluu.lulll1l
1luuuuuuu=UuulUuu.uullul
Ll1l=uuu=1luuululll.1LL1L
Llul=u=ulluuuluuulu.Ll1l
uUu=uulUuluUUUuUUUuUU. ulu
uuuuuuuuululUUuUUuuUul .uu
Ll1=luuluu=uUUluuuluull.l
luuuuuuUu=uUUuUuuulullu.

N ~<~=ccHWwwxddgoOoO==2rC>"HIDoH=THOOQ©EE>END -

Table 5: Peer-to-peer comparison on precision,
50 word summaries.

not included in the model summary. These mea-
sures should reward a system that improves upon
the model summary in some respect and pun-
ish one that produces digressions. Therefore, we
look for high scores in the first column of Ta-
ble 3, low scores in the second column, and a
large positive difference between the two. Our
system received the third best score on “good”
extra PUs, the second best score on “bad” extra
PUs, and the second overall score on their differ-
ence. Again, it varied which systems performed
ahead of Columbia. For “good” extra PUs, sys-
tems T and R ranked first and second, for “bad”
extra PUs, system N ranked first, and for overall
score, system T ranked first. Columbia was one
of only three automated systems with a positive
difference between good and bad extra PUs, indi-
cating that it suggests a larger number of useful
than extraneous sentences among those that are
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Table 6: Peer-to-peer comparison on precision,
100 word summaries.

not present in the model summary. The value of
this measure for evaluation is further validated
from the fact that all except one human have
positive differences, and both baselines have neg-
ative differences. As expected, there is a strong
negative correlation between the ratings on good
and bad extra PUs (-0.5325824 among the auto-
mated systems).

Evaluation of Style: Qualitative Scores A
second comparison between peers is based on the
qualitative scores described in Section 3.2.2 that
are assigned by the assessors to the entire sum-
mary. Columbia’s system also ranked well on the
grammaticality score, with only one other sys-
tem (O) performing better (see Table 4). Most
systems performed well on the grammaticality
score, as most systems performed some form of
sentence extraction; system Y is the only one
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Table 7: Peer-to-peer comparison on degree of
match (weighted recall), 200 word summaries.

that received an average grammaticality score
less than 3. It is notable that human peers re-
ceived about the same scores on grammaticality
as automated systems; our system outperformed
six of the ten humans on that measure. Base-
lines, although following an extraction approach,
received lower grammaticality scores than most
systems.

On the other hand, we did not perform as well
on the cohesion and organization scores. There
were 7 systems with better cohesion scores, and
8 with better organization scores. This is partly
due to the fact that ordering was not a primary
focus during our system design (due to limited
time). While MultiGen employs a sophisticated
algorithm for ordering information, the Multi-
Gen system was only used on one document set,
while the rest were summarized with DEMS,
which uses only simple heuristics to order the

information.

It is noteworthy that, at least among auto-
mated systems, there is an extremely strong cor-
relation between cohesion and organization, in-
dicating that the assessors may not be differenti-
ating between those two measures. At the same
time, excluding the four worst performing sys-
tems which receive poor scores on all three of
grammaticality, cohesion, and organization (U,
W, Y, and Z), there is an apparent negative
correlation between grammaticality and cohe-
sion/organization. So our system receives an ex-
cellent score on grammaticality and poor scores
on cohesion/organization, while at the other ex-
treme system T ranks eighth on grammatical-
ity and best on cohesion and organization. Ta-
ble 8 shows the correlations between these three
measures for the top eight systems; the overall
correlation between cohesion and organization is
0.9910293 when all twelve systems are included.

Aggregating Individual Peer-to-Peer
Comparisons In Section 3.3 we described a
framework for testing the significance of the
difference in performance between two peers,
given an evaluation measure and a specific target
summary size. We can determine an aggregate
ranking by combining information from the
multiple tables similar to Tables 5, 6, and 7, by
counting how many times a particular peer out-
performed another peer, and how many of these
differences were statistically significant. This
aggregate measure is approximate, since among
other things it glosses over the the correlations
between summaries of different sizes for the
same documents and the differences in the sam-
ple size across comparisons. However, the latter
is a significant factor only when the comparison
involves human-constructed peer summaries
(which were evaluated on significantly fewer
model summaries than the automated peers).
Comparisons between automated peers involve
roughly the same number of document sets, and
therefore we report separately how many times
each automated peer performed better than
other automated peers, and how many of those
times the difference was statistically significant.
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Grammaticality | Cohesion | Organization
Grammaticality 1.0000 -0.5929 -0.6475
Cohesion -0.5929 1.0000 0.9713
Organization -0.6475 0.9713 1.0000

Table 8: Correlations between grammaticality, cohesion, and organization, calculated on the scores

of the top eight systems on these measures.

These results are shown in Table 9 for precision,
and Table 10 for recall with threshold 3 (i.e.,
matching with “most” or “all” the content of
the model unit covered by one or more peer
units).

We observe that under this measure, our sys-
tem ranks below N and S on precision, with P
and T exhibiting similar numbers to ours. On
recall, we score behind N and T, with P follow-
ing our system. These numbers indicate that
some systems (including ours, N, and T) exhibit
more consistent behavior across different sum-
mary sizes, something that the averages of Ta-
bles 1 and 2 do not reveal.

Evaluation of Different Summarization
Strategies In the testing phase, the break-
down of the sets in our classification scheme was
substantially different than what we had in the
training phase and the router at the top level of
our system found only one single-event set, D04,
and three person-centered sets, D13, D24, and
D31. Since we did not have the option of recon-
sidering the parameters, we ran the system as
MultiGen handled set D04 and DEMS
handled the other three. No results were given
for any site’s multidocument summaries for the
D31 set. On the remaining two person-centered
sets and the single-event set, we observed that
the behavior of our specialized summarizers rel-
ative to the other systems was in most measures
and summary sizes somewhat better than what
we obtained with the general settings of DEMS
(see Table 11). Nevertheless, the small num-
ber of cases where the specialized summarization
strategies were applied does not allow us to draw
conclusions about their performance relative to
our general feature-based summarization strat-

egy.

it was.

3.5 A Look at the Overall Evalua-
tion Framework: What Affects the
Scores

DUC provided for the first time this year a
framework for the quantitative evaluation of
multidocument summarization systems on a
standalone basis, unconnected with specific ap-
plication tasks. By casting summarization as a
retrieval application, it is possible to calculate
measures such as precision and recall and com-
pare different summarization approaches. How-
ever, the need for humans to construct model
summaries, segment them into minimal units,
and perform the comparison between summary
units, has limited the number of document sets
and the number of model summaries per set.
This increases, relative to other evaluations us-
ing a comparison framework, the possibility that
the evaluation will be influenced by factors other
than the performance of the competing summa-
rization systems. As we shall show, the human
who constructed the model summary and the
document set had a larger effect on the outcome
score than the peer system. This is a trouble-
some result, but one that can be addressed in
future evaluations.

In this section, we analyze the relative effects
of some of these additional factors in the overall
scores that all DUC systems received according
to each of the precision/recall measures defined
in Section 3.2.1. We consider the distribution
of the scores in metrics such as “precision” and
“recall with threshold 17, and measure the over-
all variability of the scores, and how much of
that variability can be explained when each of
the following factors is considered: the document
set, the human who constructs the model sum-
mary, the size of the target summary, and the
peer summarizer. In other words, we perform a
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Over all peers Over automated systems
Peer | Comparisons Slgnlﬁfant Comparisons Slgnlﬁc.ant
won comparisons won comparisons

won won
1 25 3 9 3
2 58 15 33 13
A 67 17 42 15
B 51 4 37 1
C 58 3 43 2
D 61 8 43 8
E 63 12 46 11
F 60 6 43 5
G 64 1 45 1
H 55 0 37 0
I 66 10 46 7
K 63 9 45 7
L 60 17 32 12
M 48 10 23 8
N 80 35 44 29
O 44 8 19 7
P 60 12 32 9
R 37 6 15 5
S 69 20 38 16
T 61 12 30 10
U 12 0 0 0
W 18 0 5 0
Y 44 8 15 6
Z 31 5 11 4

Table 9: Counts of times when a peer performed better than another peer on precision, over all

document sets and target summary sizes.

traditional analysis of variance (ANOVA) [Hicks
1982], where we consider each peer system evalu-
ation as an observation with four predictor vari-
ables (document set, human modeler, summary
size, and peer summarizer) and the quantitative
performance measure as the response. We fit a
linear model with just one of the predictors, and
measure the decrease in uncertainty attributable
to that predictor as the sum of squares of the
error terms (predicted response minus actual re-
sponse) with and without that predictor. More
formally, given a predictor z, the sum of squares
for z is

SS(z) =Y (Ri— Roi)* =Y (Ri — Rai)”

2 2
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where R; is the actual response for observation
1, Ro; is the prediction for 7 obtained with only
a constant term in the model, and R,; is the
linear predictor based on full knowledge of z plus
a constant term and fitted to the entire data in
an optimal manner (minimizing 3°; (R; — R.)?).

We fit each of the four predictors separately to
address potential correlations between the pre-
dictors. Also, we would normally use a separate
predictor to account for effects due to the human
performing the comparison, but this effect is in-
cluded in the human modeler effect, since the
modeler and comparer of the summaries was al-
ways the same in this year’s DUC. We report sig-



Over all peers Over automated systems
Peer | Comparisons Slgnlﬁfant Comparisons Slgnlﬁc.ant
won comparisons won comparisons

won won
1 9 1 7 1
2 38 14 27 12
A 45 7 34 6
B 58 11 45 9
C 53 8 38 6
D 56 0 42 0
E 62 5 47 4
F 67 14 48 12
G 58 0 44 0
H 60 0 43 0
I 58 0 45 0
K 55 7 38 5
L 38 11 28 9
M 18 2 10 1
N 51 22 39 18
O 30 5 22 4
P 36 15 26 13
R 24 3 18 2
S 29 4 21 3
T 63 40 44 34
U 0 0 0 0
W 21 1 12 1
Y 31 7 22 4
Z 17 5 12 4

Table 10: Counts of times when a peer performed better than another peer on recall with threshold
3 (matching “most” or “all” the content of the model unit), over all common model summaries and

target summary sizes.

nificance levels for the F-statistic corresponding
to each sum of squares, and also normalize the
sum of squares for each predictor by the degrees
of freedom that each predictor has; the normal-
ized value is a measure that accounts for the fact
that some predictors have a larger effect on the
overall score because they are modeled in much
more detail.

Table 12 shows the detailed results of this
analysis over the 1,832 scores obtained on pre-
cision for all peers. Since we are primarily inter-
ested in the effect of the peers on summary qual-
ity, we also tested a predictor that only distin-

guishes between the three classes of peers: base-
line (peer 1 or 2), human (peer A to K), and
automated system (peer L to Z). We note that
the most distinguishing factor affecting precision
is the human who constructs the model sum-
mary (normalized sum of squares of 33,448.99),
followed by the broad peer class, then by the
document set, then by the target summary size,
and finally by the particular peer summarizer.
In measuring the overall importance of the pre-
dictors, the document set ranks first, followed
by the human modeler, then the peer (which
subsumes the peer class), and finally the sum-
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Document set Strategy 50 words | 100 words | 200 words | 400 words
Do4 MultiGen 4 2 2 1
D13 DEMS/Biography 4 2 5 10
D24 DEMS/Biography 2 4 2 11

Table 11: Ranking of our system relative to other automated systems on degree of match (weighted

recall) when specialized summarization strategies are used.

Predictor DF | Sum of Squares | Mean SS | Mean residual SS | P-value
Document set 28 446,458 15,944.91 670.74 < 10716
Human modeler 9 301,041 33,448.99 743.56 < 10716
Summary size 3 39,530 13,176.74 884.17 1.38-107°
Peer class 2 50,797 25,398.42 877.53 < 10716
Peer 23 192,937 8,388.58 809.11 < 10716

‘ None (only constant term) ‘ 1,831 ‘ 1,655,800 ‘ 904.31 - ‘ -

Table 12: Detailed ANOVA results for different predictors on precision, full data collection.

mary size. Differences between particular peers

Baselines and Human Peers

Looking at

within the same class account for less than half of
the performance differences accountable to dif-
ferent document sets (both of these predictors
have roughly the same degrees of freedom), and
for two-thirds of the performance differences due
to the human modelers (despite the fact that the
evaluation had more than twice the number of
peers than human modelers). Introducing any
one factor in the model is always extremely sig-
nificant statistically.

This picture remains unchanged when we con-
sider the effects of the different factors on pre-
cision only in the subset of the data where the
peers are all automated systems (1,382 evalua-
tions, Table 13). However, the importance of the
document sets and the human model construc-
tor is reduced somewhat in the various measures
of recall, where, for the most lenient definition
of recall, the peer overtakes the modeler in im-
portance. The peer class is also more significant
for the recall measures, where it generally ac-
counts for more than half of the variance that
all the peers contribute. A summary of these
results is shown in Table 14, listing the sum of
square measure for different predictors and re-
sponse measures, while detailed tables similar to
Tables 12 and 13 are available online from www.
cs.columbia.edu/"vh/DUC/analysis/.

the various tables of evaluation scores and com-
parisons between peers, as well as the addi-
tional numbers available at www.cs.columbia.
edu/"vh/DUC/analysis/, we observe that the
first of the two baselines (taking the first n words
from the chronologically last document in the
document set) is beaten by most systems. In
particular, our system outperforms this baseline
in all 24 combinations of precision/recall mea-
sures and summary sizes, and the difference is
statistically significant in 22 of these cases. How-
ever, the second baseline (taking the lead sen-
tence from each document in the document set)
loses to the best automated peers but outper-
forms several peers that rank low on the eval-
uation measures. Qur system outperforms that
baseline in 17 of the 24 precision/recall and sum-
mary size combinations. From this analysis, we
can conclude that baseline 2 is a harder baseline
and thus, perhaps the more valid baseline to use
in future evaluations.

We also note that the human peers (marked
“A” to “K” on the tables) generally outper-
formed all automated systems, particularly on
recall where differences of as much as 20 per-
centage points were observed. However, the dif-
ferences were less pronounced on precision, and
for many measures the top automated systems
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Predictor DF | Sum of Squares | Mean SS | Residual mean SS | P-value
Document set 28 377,134 13,469.07 676.56 < 10716
Human modeler 9 238,958 26,550.90 767.91 < 10716
Summary size 3 33,001 11,000.20 914.02 8.87-1078
Peer 11 121,096 11,008.71 855.06 < 10716

‘ None (only constant term) ‘ 1,381 ‘ 1,292,525 ‘ 935.93 ‘ - ‘ - ‘

Table 13: Detailed ANOVA results for different predictors on precision, automated systems only.

Predictor Precision | Degree of match | Recall; | Recally | Recally | Recally
Document set 446,458 200.92 299,179 | 274,971 | 81,781 | 23,207
Human modeler | 301,041 136.79 187,566 | 185,005 | 59,775 | 17,576
Summary size 39,530 20.64 10,992 | 16,787 | 17,646 8,101
Peer class 50,797 82.61 119,523 | 108,868 | 28,814 4,099
Peer 192,937 133.79 204,751 | 179,130 | 50,889 9,612

Table 14: Sum of squares for different factors on various performance measure, from ANOVAs on

the entire evaluation data.

had scores that fell in the range of scores of the
human peers. It is worth noting, especially for
the planning of future evaluations, that the hu-
man peers received scores no better than 60—
70%, which indicates that the differences be-
tween human modelers and the allowable varia-
tion between equally valid multidocument sum-
maries need to be captured better in the evalua-
tion metrics.

4 Conclusion and Thoughts for
Future Evaluations

Our analysis shows that on content, there were
four systems that consistently outperformed oth-
ers, namely N, T, S, and L. Our analysis of peer
comparisons shows that the difference between
the individuals within this group is most often
not statistically significant. If we count as con-
clusive comparisons only those that are statis-
tically significant, Columbia’s system (L) takes
about half of the times the second position, with
one other system (varying according to the per-
formance measure examined) outperforming it,
and generally one of the top three positions. On
style, Columbia did well on grammaticality (sec-
ond) but most systems did well and humans were

sometimes rated worse. Columbia did not fare
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as well on cohesion (8th) and organization (9th),
primarily because we did not address those issues
in the DEMS summarizer which handled most
of the input document sets. In contrast, this is
a problem we had worked on in some depth for
MultiGen, but because only one of the input doc-
ument sets were on a single event, our research
on this topic was not evaluated. Given our fo-
cus on summarization of events, we hope to see
more document sets on a single event in future
evaluations.

In addition to analyzing how well Columbia’s
system did in the evaluation, we also examined
factors affecting the validity of the evaluation
framework. In particular, we investigated the
factors that most influenced variance in the eval-
Our analysis showed that the
most distinguishing factor affecting precision is

uation results.

the human who constructs the model summary,
followed by the broad peer class (whether base-
line, human model or peer summary), then by
the document set, then by the target summary
size, and finally by the particular peer summa-
rizer. In measuring the overall importance of the
predictors, the document set ranks first, followed
by the human modeler, then the peer (which sub-
sumes the peer class), and finally the summary
size. For recall, the peer system overtakes the



human modeler but is still not the primary fac-
tor affecting results.

There are two ways to address the high vari-
ability of summaries produced by different users.
One is to try to formulate more explicit guide-
lines about what a summary should contain,
hoping to directly reduce the variability between
human modelers. The second way is indirect: by
constructing and evaluating multiple models per
document set, we reduce the effects of the hu-
man modeler factor on the overall scores. By the
same token, increasing the number of document
sets will reduce the importance of particular doc-
ument choices in the evaluation. These steps
require significant investments of additional hu-
man time for summary construction and com-
parisons, and therefore it may be impractical to
fully carry them out. A tactic that can be used
to complement changes in the scope of the eval-
uation is to better analyze the characteristics of
input documents, and perhaps classify them into
groups according to their suitability for sum-
marization. Such an analysis can be based on
current DUC results, by observing which doc-
ument sets tend to produce higher summary
scores across the board and trying to charac-
terize their properties. A possibility for future
evaluations is to focus and score separately par-
ticular tracks of specific document types, reduc-
ing the variance of the documents within each
class.

Finally, our analysis of score distributions re-
vealed a smaller problem in the definitions of
the overall qualitative, per-summary rather than
per-unit performance measures. Grammaticality
scores were high but not perfect, indicating that
the assessors were penalizing systems for factors
other than grammatical correctness (we assume
that most systems were extracting sentences).
More importantly, the assessors made no distinc-
tions between cohesion and organization (cor-
relation higher than 0.99), which suggests that
the definitions and instructions on these mea-
sures could be improved, or at least, these two
scores could be combined into one. A final puz-
zle that merits further analysis is the apparent
negative correlation between grammaticality and
cohesion/organization.
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