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Abstract

The synthetic control (SC) method is a popular ap-
proach for estimating treatment effects from observa-
tional panel data. It rests on a crucial assumption
that we can write the treated unit as a linear combi-
nation of the untreated units. This linearity assump-
tion, however, can be unlikely to hold in practice and,
when violated, the resulting SC estimates are incor-
rect. In this paper we examine two questions: (1)
How large can the misspecification error be? (2)
How can we limit it? First, we provide theoretical
bounds to quantify the misspecification error. The
bounds are comforting: small misspecifications in-
duce small errors. With these bounds in hand, we
then develop new SC estimators that are specially
designed to minimize misspecification error. The es-
timators are based on additional data about each unit,
which is used to produce the SC weights. (For exam-
ple, if the units are countries then the additional data
might be demographic information about each.) We
study our estimators on synthetic data; we find they
produce more accurate causal estimates than standard
synthetic controls. We then re-analyze the California
tobacco-program data of the original SC paper, now
including additional data from the US census about
per-state demographics. Our estimators show that the
observations in the pre-treatment period lie within the
bounds of misspecification error, and that the obser-
vations post-treatment lie outside of those bounds.
This is evidence that our SC methods have uncovered
a true effect.

1 Introduction

The synthetic control (SC) method is a popular
approach for analyzing observational panel data to
estimate causal effects [Aba21]. SC has been widely
used in science [Pie+16] and social science [HPJ17],
as well as for evaluating public policies [DAW19;
Pin15; All+17].

The typical SC setup involvesmeasurements of an out-
come variable over time. One unit, called the target,
received an intervention at a certain time. The other
units, called donors, never received an intervention.
The goal of SC is to estimate the target’s counterfac-
tual outcomes. What would have happened had it not
received the intervention?

Example: The panel data in Fig. 1 (left) contains
cigarette sales across states and time. In 1988 Cali-
fornia implemented a program that increased the to-
bacco tax by 25 cents. After 1988, how much would
Californians have smoked had the program not been
implemented? Here, California is the target; the other
states are the donors.

The idea behind SC is to approximate the target’s con-
trol outcomes—the smoking rate in California with-
out its policy—with a weighted combination of the
donor’s control outcomes. In the example, SC uses
data from the pre-policy periods to fit California’s
pre-policy smoking rates as a weighted combination
of the other states’ smoking rates. It then uses its fit-
ted weights to estimate the smoking rate in California
after 1988, had the policy not been introduced. These
estimates, along with California’s post-policy rates,
help assess the causal effect of the policy.

What justifies this procedure? In its original formu-
lation, Abadie et al. [ADH10] shows that SC is jus-
tified if the control outcomes follow a linear factor
model, where a per-period factor linearly combines
with a per-unit factor. Following this work, Shi et al.
[Shi+22] shows that the linear factor model itself can
be justified through assumptions about the individu-
als within each unit (e.g., people within each state)
and invariances around the causal structure of the
individual-level outcomes (e.g., whether they smoke).
But whether at the aggregate or individual level, these
assumptions point to the same requirement: that the
target need to be expressed as a linear combination of
the donors.
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Alabama 

Alaska Alabama 90 95 ... 112 106 ... 53

Alaska 121 123 ... 80 94 ... 30

Wyoming 132 132 ... 114 111 ... 49
California 

Sex ... Age
M ... 18
F ... 45
F ... 64

+

Panel data External data

Year 19
70

19
71 ...

19
88

19
89

20
19

California 123 121 ... 90

Outcomes under intervention

82 ... 16

Figure 1: Representation of the data used by our esti-
mators. In addition to panel data of annual per-capita
cigarette sales (in packs), our estimators leverage ex-
ternal data containing demographic information about
each state.

What if this requirement is not satisfied? What if Cal-
ifornia is not a linear combination of the other states?
This paper studies the practical situation where the
synthetic control is misspecified. We study how to
quantify this misspecification error and how to mini-
mize it.

In detail, we derive two bounds on the SC error, the
M bound and the James Bound. Both bounds build
on the causal framework of Shi et al. [Shi+22]. It as-
sumes a set of invariant causes, variables that govern
the individual-level outcomes in the same way across
units, and where the difference between the units’ out-
comes involves different distributions of those causes.
For example, whether someone smokes might be
caused by their age and education level, and the dif-
ference between California’s and Nevada’s smoking
rates lies in their different population distributions of
those demographic variables. Our theory shows how
the similarity between the true target distribution of
the causes and its synthetic distribution, induced by
the SC weights, helps bound the error of the corre-
sponding SC estimates.

We then consider a situation where we additionally
observe external data about the invariant causes, such
as demographic information about each state. We
show how to use such data to estimate the misspec-
ification interval for a fixed set of SC weights, and
we develop two new algorithms for estimating SC
weights that explicitly minimize the width of this in-
terval. (One algorithm assumes we observe all invari-
ant causes; the other does not make that assumption,
but provides widermisspecification intervals.)

Thus this paper provides a new form of SC analysis,
one where we analyze panel data and demographic
data together to estimate the target counterfactual and

assess its robustness to misspecification. Figure 2 il-
lustrates this analysis on the California tobacco data,
now also using additional data from the U.S. census
about per-state demographics. Our estimators show
that the observed outcome in the pre-policy period lies
within the bounds of misspecification error, and that
the observed outcome post-policy lies outside of those
bounds. These results suggest that California’s 1988
anti-tobacco program had a true effect, despite possi-
ble misspecification of the synthetic control.

Related Work. This paper contributes to the lit-
erature on synthetic controls [AG03; ADH10]. The
M-bound and James-bound estimators of Sections 3
and 4 contribute to research on novel SC estimators
[AI11; ADH15; DI16; Xu17; ASS18; Amj+19; Li20;
Ath+21; IKM21]. Notably, several estimators pe-
nalize the optimization objective [AL21] or adjust the
weights [Kel+21] to select donors with outcomes sim-
ilar to the target. Including covariates in the estimator
is recommended in Abadie and Gardeazabal [AG03]
but is not mathematically justified. In contrast, the
M and James bounds justify why selecting similar
donors is important for estimation.

This paper also contributes to the literature on
SC methods that are robust to misspecifications.
Many existing works make additional assumptions;
for example, outcomes follow linear factor mod-
els [BMFR21], latent factors are perfectly matched
[ASS18; Pow18; FP21], treatments are assigned ran-
domly [ADH15], or many time points are observed
[CWZ21]. In contrast, we leverage external data to
quantify the errors.

2 SyntheticControls andMisspecification

We review the assumptions behind synthetic controls,
the fine-grained model of Shi et al. [Shi+22], and
formulate the problem of how to characterize the mis-
specification error induced by violation of the linearity
assumptions.

2.1 Panel Data and a Causal Question

Consider a panel dataset containing outcome mea-
surements yjt for units j ∈ J0, JK over time periods
t ∈ J0, T K. Unit j = 0 is the target. It has received an
intervention at T0 that may have affected its outcomes
y0t for t ≥ T0. The remaining units are donors. They
did not receive an intervention.

For each unit and time, define a pair of potential out-
comes (Yjt, Ỹjt), where Ỹjt is the potential outcome
of unit j at time t in the world where j received inter-
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vention at T0, while Yjt is the potential outcome in a
world with no intervention. For j = 0 and t ≥ T0,
yjt = Ỹjt, otherwise, yjt = Yjt.

Our causal question is, what would the target coun-
terfactual be, had the intervention not occurred? We
would like to estimate Y0t for t ≥ T0.

2.2 Synthetic Controls and their Assump-
tions

Synthetic control methods estimate the counterfactual
outcomes of the target Y0t, t ≥ T0 with a weighted
combination of the outcomes of the donors: Y0t =∑
j wjyjt. The SC weights are fitted from the pre-

intervention outcomes,

w = arg min
w∈∆J

T0−1∑
t=0

(
y0t −

∑
j

wjyjt

)2

. (1)

The validity of SC relies on two conditions: (1) Dur-
ing the pre-intervention period, the target’s outcomes
can be written as a weighted combination of the con-
trol units’ outcomes. (2) The weighted combination
from the pre-intervention periods generalizes to the
post-intervention periods.

As a first step to obtain these two conditions, Abadie
et al. [ADH10] and most other works assume that the
outcomes under no intervention are generated by a lin-
ear factor model [Bai09; ADH10; BMFR21; FP21].
We call it assumption A1.

A1. (Linear Factor Model) Under no intervention,
the outcomes are generated from a linear factormodel,

Yjt = µ>j λt + εjt, (2)

where µj is a unit-specific latent factor, λt is a
time-dependent factor, and εjt is independent random
noise.

Then, Abadie et al. [ADH10] assumes that the target’s
outcomes can be written as a convex combination of
the donors’ outcomes. This implies that the target’s
latent factor is a convex combination of the donors’
latent factors, we it call A2.

A2. (Convex Combination) The target unit’s latent
factor is a convex combination of the donors’ latent
factors,

∃w ∈ ∆J , µ0 =
∑
j wjµj ,

where ∆J is the simplex over J coordinates.
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Figure 2: Visualization of the observed California
outcomes (solid lines), the SC estimates (dotted lines),
and the misspecification intervals (shaded area), as
calculated by the M-bound estimator (left) or the
James-bound estimator (right). California’s outcomes
liewithin the error bounds prior to the intervention but
escape the error bounds after the intervention. This
suggests that the tobacco program had a causal effect
despite possible misspecification of SC.

Remark 1. To be precise, Abadie et al. [ADH10]
assumes that A :=

∑
t<T0

λ>t λt is nonsingular.
Consequently, once they assume Y0t =

∑
j wjYjt

for t < T0, then the invertability of A implies
µ0 =

∑
j wjµj (intuitively, we “invert” the factor

model). The target is a convex combination of donors.

With assumptions A1 and A2 in hand, estimator (1)
will identify the weights of A2. These weights will
then estimate the untreated potential outcomes using
the factor model A1. With assumptions A1 and A2,
synthetic control is possible.

2.3 A Fine-grained Model for SC

When does the linear factor model assumption A1
hold in practice? Shi et al. [Shi+22] explores a justi-
fication.

First, the authors notice that SC often considers
large units composed of multiple individuals (states,
countries) and aggregated outcomes that are aver-
ages of individual-level outcomes (per-capita cigarette
consumption). Therefore, they propose a “fine-
grained" model of synthetic controls, which intro-
duces individual-level variables. The variable Yijt
denotes individual i’s outcome in unit j at time t
(their cigarette consumption at time t). The outcome
of each unit Yjt is the average of the individual out-
comes in the unit.

Second, Shi et al. [Shi+22] posits the idea of invari-
ant causes, which we denote as xijt. The invariant
causes xijt are individual-level variables that follow
two invariance assumptions. (1) When conditioned
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on the invariant causes, the individual-level outcomes
do not depend on which unit the individual is from.
This way, x 7→ E [Yijt|xijt = x] is the same function
for all i and j; we write it Et [Y |x]. (2) The distri-
bution of the invariant causes in each unit can change
from unit to unit but remain the same across time. The
distribution of invariant causes over the individuals in
unit j is denoted x 7→ pj(x), with no dependence in
t.

Finally, with these individual-level variables, Shi
et al. [Shi+22] shows that the unit-level outcomes
are

E [Yjt] =

∫
x

Et [Y | x] pj(x) dx. (3)

Further, if the distributions of invariant causes pj
are discrete and finite then Eq. 3 becomes a finite
sum,

E [Yjt] =
∑
xk

Et [Y | xk]︸ ︷︷ ︸
(λt)k

pj(xk)︸ ︷︷ ︸
(µj)k

= λ>t µj . (4)

Thus Equation 4 justifies the linear factor model A1
and provides context about what the latent factors
might represent.

Regarding A2, Shi et al. [Shi+22] still assumes it; it
rewrites,

∃w ∈ ∆J , p0 =
∑
j wjpj ,

where the equality is in the space of probability dis-
tributions.

2.4 Misspecification in SC

Shi et al. [Shi+22] explains where the linear factor
model A1 can come from. However, even with the
fine-grained approach, the factor model arises from
the strong assumption of discrete and finite causes,
which might not hold in practice. In other words, the
factor model A1 is not guaranteed.

The convex combination A2 is also a key assumption
that is unlikely to hold in practice. With a limited
number of donors, the pj (or µj) can be linearly inde-
pendent. And with continuous invariant causes, the
pj are densities, making it impossible to match p0

even with infinitely many donors.

In this work, we relax A1 and A2. To relax A1, we use
the fine-grained model of Shi et al. [Shi+22] but do
not assume that causes are discrete and finite. To relax
A2, is the focus of the paper. When A2 is violated, the
target is not a convex combination of the donors. The

synthetic control ismisspecified, which leads to errors
in the estimation of causal effects. Formally, we define
the misspecification error as the absolute difference
between the expected counterfactual outcome and the
synthetic outcome (after intervention):∣∣∣E [Y0t]−

∑J
j=1 wjE [Yjt]

∣∣∣ for t ≥ T0.

We turn to the problem of how to bound andminimize
this error. We will show how to leverage external
data about the invariant causes – such as demographic
data from the census – to estimate a misspecification
interval for the synthetic outcomes. We then derive
new ways to fit the SC weights that minimize the
width of that interval. The result is a new type of
estimate of the SC counterfactual, and an assessment
of its sensitivity to the linearity misspecification of
A2.

3 The M Bound and its Estimator

In this section, we derive an exact bound that quan-
tifies errors induced by violation of A2. Using this
bound, we develop an estimator minimizing A2 mis-
specification errors.

3.1 The M Bound

Let p̂0 be the synthetic distribution, defined as
p̂0(w) =

∑
j wjpj . We examine the difference be-

tween the distribution of the target unit p0 and the
synthetic distribution p̂0. If p0 6= p̂0 but p̂0 remains
“close” to p0, we expect the synthetic control estimate
to remain approximately correct,

E [Y0t] ≈
J∑
j=1

wjE [Yjt] .

We formalize this intuition by bounding the errors
resulting from the misspecification of A2.

Bound 1 (M bound). For any t, assume that x 7→
Et [Y |x] is `-Lipschitz1. Then for any weights in the
simplex w, we have the Misspecification error bound
(M-bound):∣∣∣∣∣∣E [Y0t]−

J∑
j=1

wjE [Yjt]

∣∣∣∣∣∣ ≤ ` ·W1 (p0, p̂0) , (5)

where p̂0 =
∑
j wjpj and W1 is a `1-Wasserstein

distance.

1See Appendix A for details about Lipschitz functions.
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The proof is in Appendix A.

The Wasserstein distance W1 is a distance between
probability distributions [Vil09]. It quantifies the dif-
ferences between the true population distribution p0

and the synthetic population distribution p̂0.

For any set of weights w, the M bound (Bound 1)
circumscribes the error of the SC estimate by a func-
tion of the weights, the population distributions of
each unit (the pj), and the sensitivity of the outcome
variables to the variation of the causes (the Lipschitz
constant `).

If p0 = p̂0, then the Wasserstein distanceW1(p0, p̂0)
between the true and the synthetic distribution is
zero. The M bound recovers that the SC estimate
is correct. When p0 6= p̂0, the M bound shows that
the estimation error is proportional to the distance
W1(p0, p̂0).

The intuition behind Eq. 5 is that when a misspeci-
fication occurs, a portion of the population p0 is ap-
proximated with an incorrect portion of the synthetic
population p̂0. It is unpredictable how these popula-
tions will behave. In the worst case, their outcomes
can differ by at most the distance between them (cap-
tured byW1) and the maximum possible variation of
the conditional outcome (captured by `). Hence, the
M bound proves (theoretically) that a small misspec-
ification induces a small estimation error.

3.2 The M-bound Estimator

We established the M bound, which quantifies the
misspecification error for any set of weights w.
To find weights with minimal misspecification er-
ror, we develop the M-bound estimator. See Algo-
rithm 1.

The M-bound estimator takes population distribution
data pj for each unit as input and returns a set of
weights that minimizes the M bound. To obtain the
weights, it uses projected gradient descent with the
following objective,

(w1, ..., wJ) 7→W1

(
p0,
∑
j

wjpj

)
.

Notice it computes the SC weights using the popu-
lation distribution of each unit. It does not use the
outcomes data.

After obtaining a set of weights from Algorithm 1, we
can use Eq. 5 with an estimated constant ` to create a

Algorithm 1: Minimization of the M bound

Input: Distributions p0, ..., pJ ; learning rate α;
number of epochs E.
Output: (wj) minimizing the M bound.
(w1, ..., wJ)← ( 1

J , ...,
1
J )

for e = 1 to E do
p̂0 ←

∑
wjpj

grad← ∇wW1(p0, p̂0)
w ← w − α · grad
w ← project_simplex(w)

end for
return w

misspecification interval around the synthetic control
estimate,

E [Y0t] ∈ [ŷ0t −M, ŷ0t +M ] ∀t, (6)

where ŷ0t :=
∑J
j=1 wjyjt, M := ` · W1 (p0, p̂0).

Thus, the M bound, with its associated estimator
and misspecification interval, can be used to discover
causal effects.

In Section 5.2, we revisit the California tobacco
example. We use demographic data of each US state
to form the invariant causes distributions pj and fit
the M-bound estimator with these pj . Like standard
SC, the weights returned by the estimator are used
to form the synthetic outcomes. In addition, the M
bound provides misspecification intervals accounting
for the A2 misspecification error. Fig. 2 illustrates the
synthetic control estimate with its misspecification
interval generated by the M-bound estimator. We
see that California’s observed outcomes lie within
the interval before intervention and escape it after
the intervention. This suggests that a causal effect is
present, even in case of misspecification.

4 The James Bound and its Estimator

In Section 3, we derived a theoretical bound on mis-
specification error and showed how to use the M-
bound estimator to detect a causal effect. In theory,
the true outcome is guaranteed to lie within the M
bound. In practice, the misspecification interval pro-
duced by the M bound is only valid if we observe the
distribution of all invariant causes pj . Observing all
invariant causes is a strong assumption that may not
hold.

Here, we consider the setting where the invariant
causes are only partially observed. We first derive
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a new error bound, the James bound, that accounts
for misspecification on both the observed and
unobserved causes. The James bound leverages
the pre-intervention outcome data to estimate the
influence of the unobserved causes on the outcome
variable. To find the weights that minimize the
James bound, we develop the James-bound estimator.
Finally, we discuss when it is appropriate to use the
M bound versus the James bound.

4.1 The James Bound

So far, we have used x to denote all the invari-
ant causes. With a redefinition of notation, we
now refer to the observed causes as x, and the un-
observed causes as z. Such that Eq. 3 becomes
E [Yjt] =

∫
(x,z)

pj(x, z)Et [Y |x, z] dxdz.

In general, we cannot bound the effect of unobserved
variables without further assumptions. Here, we as-
sume that the unobserved causes and observed causes
are independent and that their respective effect on the
outcome can be decomposed into two distinct terms,
this is A3. We note that A1, which we relaxed, was
more restrictive than A3.

A3. Independence of Observed and Unobserved Causes.
For each unit j, the variable x and z are independent,

pj(x, z) = pj(x)pj(z),

and for each time t, there exist functions g and h such
that:

Et [Y |x, z] = gt(x) + ht(z).

We note that the distributions of the observed causes
x 7→ pj(x) and the unobserved causes z 7→ pj(z)
remain arbitrary, and so are gt and ht.

With A3, we have “just another misspecification er-
ror” bound, the James bound.

Bound 2 (James bound). For t ≥ T0, assume that
x 7→ Et [Y |x] is `-Lipschitz. Then for any weights
w ∈ ∆J ,∣∣∣E [Y0t]−

∑J
j=1wjE [Yjt]

∣∣∣≤` ·W1(p0(x), p̂0(x))

(7)

+ maxu<T0

∣∣∣E [Y0u]−
∑J
j=1 wjE [Yju]

∣∣∣
(8)

+ inf
α∈∆T0

∣∣∣∣∣
∫
z

(
p0(z)−p̂0(z)

)(
Et[Y |z]−

∑
u<T0

αuEu[Y |z]
)
dz

∣∣∣∣∣.
(9)

The proof is in Appendix A.

The first term (7) mirrors the M bound. It quantifies
the similarity between the target and synthetic unit’s
distributions of observed causes, x 7→ p0(x) and x 7→
p̂0(x).

The second term (8) measures the goodness of fit of
the pre-intervention outcomes. It indirectly estimates
the similarity between the target and the synthetic
unit’s distributions of unobserved causes, z 7→ pj(z)
and z 7→ p̂j(z).

The last term (9) contains the remaining error terms.
We cannot compute this term directly because it con-
tains unobserved quantities. In Appendix A, we argue
that this term is small, and we may ignore it in prac-
tice. We also present two explicit models in which the
term is null and show that it is null in the standard SC
factor model.

4.2 The James-bound Estimator

Building on the James bound (Bound 2), we derive
the James-bound estimator. The estimator identifies
the weights that minimize the following objective,

w 7→ max
t<T0

∣∣∣y0t−
J∑
j=1

wjyjt

∣∣∣+λ ·W1

(
p0,
∑
j wjpj

)
,

(10)
where λ is a hyperparameter. We update Algorithm 1
into a minimization algorithm for this objective func-
tion, it is reported in Appendix A.

If hyperparameter λ is set to `, and if term (9) is
effectively negligible, then Eq. 10 is precisely the
James bound. Otherwise, it can be viewed as the
pre-intervention errors (first term), regularized by
the Wasserstein distance over external data (second
term). With this perspective, the James-bound esti-
mator finds weights that minimize pre-intervention
errors while favoring donors that are similar to the
target.

4.3 Choosing between M and James
Bound

We introduced two bounds, along with associated es-
timators and misspecification intervals. M bounds
are tighter but require data about all the invariant
causes. James bounds can be wider but require fewer
data.

As a practical guide, we recommend using the James-
bound estimator first. It is indeed more prudent to
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assume that some invariant causes might be unob-
served. If the post-intervention target outcomes fall
outside the misspecification interval, we have discov-
ered a causal effect robust to A2 misspecification (see
Fig. 2).

If the post-interventionmisspecification interval is too
wide to detect a causal effect, then it could be that there
is no causal effect. But it could also be that there is
too much misspecification to use SC or that the James
bound is too loose. We cannot conclude in favor of
a causal effect in the first two cases. To check if the
James bound is too loose and find a tighter bound, we
can use the M bound.

The M bound is guaranteed valid if all invariant
causes are observed. Since the M estimator does
not use outcome data, the target’s pre-intervention
outcomes can be used as a validation set. If the
observed pre-intervention outcomes fall outside the
predicted misspecification interval, not all invariant
causes were observed, and we cannot apply the M
bound. Otherwise, we may use the M bound.

5 Empirical Studies

We examine the M-bound and James-bound estima-
tors using synthetic and tobacco consumption data.
With synthetic data, we demonstrate that theM-bound
and James-bound estimators produce better estimates
in case of misspecification, and show that their mis-
specification intervals contain the counterfactual out-
comes correctly. Using the tobacco consumption case
study, we demonstrate how to collect external data and
how to choose between M-bound and James-bound
estimators. We find that the post-intervention Califor-
nia outcomes escape themisspecification error bound,
suggesting that there is an actual causal effect.

Implementation Details. To implement the
algorithms we need to manipulate probability distri-
butions and calculate Wasserstein distances with their
gradients. Our implementation expects the input pj
to be non-parametric distributions represented by
a collection of atoms and associated probabilities:
pj =

∑
x∈X δx · pj(x), where X is the set of atoms

and δx is a point mass at x. If pj is discrete, such as
a histogram, then the atoms are the possible values of
the causes, and pj(x) their associated probabilities.
If pj is continuous, then the atoms are samples
of pj , and pj(x) is the normalized density at x.
For all experiments, we compute the gradients of
(w1, ..., wJ) 7→ W1(p0,

∑
j wjpj), using the Python

Optimal Transport library [Fla+21] coupled with Py-
Torch [Pas+19]. We use gradient descent with a learn-

0 20 40 60 80
0

50

100

150

200

t[Y
|x

]

0

20

40

tim
e 

t

0 20 40 60 80
x

p j
(x

)

Unit j
g20
g45
g50
g60
g65
g80

Figure 3: Visualization of the synthetic data gener-
ating process. (top) Each colored line represents the
expected conditional outcome Et [Y |x] for a different
time t (one line per time), as a function of the cause
x (on the x-axis). As time progresses (from darker to
lighter), the expected conditional outcomes increase
for all values of x. For different x, the rate of increase
over time is different. (bottom) Distributions densi-
ties of the causes x 7→ pj(x) for each unit j. Different
lines represent different units. The target unit is g45,
which overlaps mostly with unit g50.

ing rate α = 5 · 10−6 and 200, 000 epochs.

5.1 Experiments with Synthetic Data

Data Description. We generate synthetic data
by defining the conditional distribution Et [Y |x] =
f(x, t) and the causes distributions pj(x). We create
six different units (called g20, g45, g50, g60, g65,
g70), and consider that a single cause x ∈ R impacts
the outcome Y . The units can be thought of as dif-
ferent groups of people (e.g. cities), and the cause
x as the age of each individual in these groups. The
six units have different distributions of age (group gX
has an average age of X). The target group is g45, the
panel duration is T = 50, and the intervention time is
T0 = 15.

The closed form equations of (t, x) 7→ Et [Y |x] and
(j, x) 7→ pj(x) are in Appendix B while Figure 3
shows the evolution of x 7→ Et [Y |x] over time t as
well as the distributions x 7→ pj(x) for each unit j.
The expected outcome Et [Y |x] varies over time, in
different ways for each x.

We input the distributions pj to Algorithm 1 and ob-
tain the weights that minimize the M bound. As a
comparison, we calculate the weights obtained from
the standard SC in Eq. 1. We report the weights and
the induced synthetic outcomes in Fig. 4. Further-
more, we compute ` = 4.0 from x 7→ Et [Y | x]

7
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Figure 4: Comparison of the M-bound estimator and
the standard SC estimator on synthetic data. (left)
Weights returned by each estimator. The M-bound
estimator selects donors (g20 and g50) that are most
similar to the target (g45). (right) Synthetic outcomes
of each estimator, compared to the true outcome. Un-
der misspecification, the M-bound estimator provides
more accurate estimates than the standard SC, despite
a poorer pre-intervention fit.

(valid for all t). This way, we obtain the exact value
of the M-bound and we can form the misspecification
interval of Eq. 6, shaded on Fig. 4.

Analysis. As shown in Fig. 4, the standard SC places
a large weight on donor g20, which is a unit whose
individuals are very different from g45 but with simi-
lar pre-treatment outcomes. When time increases, the
individuals in g20 and g45 evolve differently and the
synthetic outcome of the standard SCweights deviates
away from the true outcome. In contrast, theM-bound
estimator places most of the weight mass on the donor
g50, which contains individuals with similar x as the
target g45. By doing so, the synthetic outcomesmight
not exactly match the g45 outcomes, but they gener-
alize better over time. We also verify that the true
outcome is always contained in the misspecification
interval (Eq. 6). We repeat the analysis with the James
bound and obtain the same conclusions, reported in
Appendix B.

With external data, we estimated the misspecification
error and limited it using the M-bound and James-
bound estimators. Without external data, standard SC
was incorrect.

5.2 A Case Study on Real Data

We revisit the tobacco study from Abadie et al.
[ADH10] to illustrate how to collect external data,
apply different estimators, and calculate the misspec-
ification intervals.

Prop 99. A tobacco control program was passed
in California in 1988, which increased tobacco taxes
by 25 cents. The tax revenue was used to fund anti-
tobacco campaigns. Our goal is to estimate the causal
effect of the tobacco control program on California’s
tobacco consumption.

The tobacco panel dataset (Fig. 1) is from the Centers
for Disease Control and Prevention [Cen19], which
provides the per capita tobacco consumption for 50
states from 1970 to 2019. The intervention of in-
terest is the tobacco program, Prop 99. The observed
outcomes for California after 1988 are under interven-
tion. All the other observed outcomes in the dataset
are assumed to be under no intervention.

External Data Collection. First, we identify the po-
tential causes of smoking. According to Turner et al.
[TMF04], smoking is heavily influenced by societal
and cultural factors. While these factors are difficult
to measure directly, they are often correlated with de-
mographics. Several studies have found that cigarette
consumption varies significantly by age, gender, race,
and ethnicity [Sak+16; Cor+22]. As a result, we use
age, sex, and ethnicity/race as proxies for the causes
of smoking.

We use the American Community Survey (ACS) to
formulate a distribution of causes for each unit. The
ACS is a demographics survey program conducted
continuously by the U.S. Census Bureau [Cen20a].
It reports population demographics at different
geographical scales, from city boroughs to states.
We accessed the ACS data with the Census Reporter
API [Cen20b]. For each state, the ACS provides the
joint distribution of the variables age, race, sex. Each
variable is discretized into multiple bins: age into 14
bins (e.g. 15 to 17, 20 to 24 years old), race takes
8 values (Asian, Black, Native American, Pacific
Islander, White non-Hispanic, White Hispanic, Mix,
and Other), and sex takes 2 values (Male, Female).
The joints x 7→ pj(x) over these variables are
defined for each state on these 14 × 8 × 2 = 224
demographics combinations (atoms).

We estimate ` using additional survey data from the
Tobacco Use Supplement to the Current Population
Survey. This independent study collects individual
demographic information along with tobacco con-
sumption. We form the expected tobacco consump-
tion given each invariant cause and compute the in-
duced `. More details about the computation of Lip-
schitz constant can be found in Appendix B.

The M-bound Estimator. The M-bound estima-
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tor uses our newly formed distributions p0, ..., pJ to
compute a set of SC weights. We report the weights
in Appendix B.4 and the SC outcomes with the mis-
specification interval in Fig. 2. Among the set of
50 potential donors, five obtained non-zero weights:
New Mexico, Nevada, D.C, Hawaii and Texas. As
expected, the M-bound estimator selected states that
are similar to California. NewMexico andNevada are
geographically close and have similar demographics.
Both D.C. and California have a relatively young ac-
tive population. And, California is the number one
destination for Hawaiians moving to the US mainland
(from US census).

In Fig. 2, the solid and dotted lines denote the ob-
served and syntheticCalifornia outcomes. The shaded
areas represent the misspecification intervals. Cali-
fornia pre-intervention outcomes fall within the esti-
mated M-bound interval, but synthetic California is
not a perfect fit, there is misspecification. In spite
of the misspecification, Fig. 2 shows that the post-
intervention outcomes are outside of the bounds, sug-
gesting a causal effect.

The James-bound Estimator. As discussed in Sec-
tion 4.3, theM-boundmisspecification interval is only
valid if we observe all the invariant causes. According
to Fig. 2, California’s pre-intervention outcomes fall
within the M-bound intervals. We find, however, that
when some other states are considered as the target
unit, their observed outcomes before the intervention
are not always within the interval.

We perform placebo tests [ADH10] where each donor
is considered to be the target and a synthetic control
is constructed using the other donors. Because the
donors did not receive the intervention, we expect
synthetic outcomes to match observed outcomes. In
Fig. 5, we illustrate the comparisons for three states,
Colorado, Massachusetts, New Mexico. For compar-
isons on all states, see Appendix B.

Fig. 5 (left) shows the synthetic outcome estimates
by the M-bound estimator. Both Colorado and Mas-
sachusetts’s pre-intervention outcomes are outside of
themisspecification interval. This suggests that not all
invariant causes are observed. While New Mexico’s
pre-intervention outcomes lie within the misspecifi-
cation interval of the synthetic NewMexico, the error
bound is too large to use synthetic control.

Fig. 5 (right) shows the synthetic outcome estimates
using the James-bound estimator. We observe that
the pre-intervention outcomes across states now all
fall within the James-bound misspecification inter-
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Figure 5: Placebo study of the M-bound estima-
tor (left) and the James-bound estimator (right), on
Colorado, Massachusetts, and New Mexico. The M-
bound synthetic outcomes are outside of themisspeci-
fication interval before the intervention. This suggests
that not all invariant causes are observed and that the
James bound should be used. The James-bound es-
timator accounts for the missing causes, with wider
misspecification intervals.

vals, which are also wider than the M-bound inter-
vals. After the intervention, the observed tobacco
consumption in Colorado remains in the James-bound
misspecification interval, suggesting the intervention
had no effect. This is expected because Colorado did
not implement an anti-tobacco program like Califor-
nia. For Massachusetts, the James-bound interval is
narrow enough to detect a decrease in tobacco con-
sumption that is not due to misspecification. In fact,
this is consistent with the policies taken by this state
in 1993 to raise taxes and increase its Massachusetts
Tobacco Control Program.

The placebo test provides further evidence that the
tobacco control program in California indeed had
a causal effect on tobacco consumption. In states
without tobacco control programs, their outcomes fall
within the misspecification interval, whereas Califor-
nia’s outcome does not.

6 Discussion

We address the problem of the misspecification of
linear assumptions in synthetic controls. We relax
assumptions commonly assumed in the literature (A1,
A2), derive twomisspecification bounds, and propose
corresponding estimators. The key idea is to leverage
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external data to bound andminimizemisspecification.
Each bound comes with requirements: data must be
available for theM bound (observe all causes), and we
identify a modeling assumption for the James bound
(A3). As an area of future research, we can explore
other SC estimation procedures that might be enabled
by these two requirements.
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A Technical Details

A.1 Lipschitz function

A function f : Rn → R is said to be `-Lipschitz if

∀(x, y) ∈ (Rn)2, |f(x)− f(y)|≤ ` · ‖x− y‖1 (11)

More precisely, the function f can be from and to any metric spaces, with their associated distance. Here we
use the L1 norm to measure the distance between x and y in Rn, and we use the absolute value to measure
the distance between f(x) and f(y) in R.

A Lipschitz function is limited in how fast it can change. In the context of synthetic control, if ` is small, it
implies that a change in the causes induces a small change in the outcomes. Having a small ` suggests that
misspecification of the causes will have a limited impact on the outcome.

A.2 Proof of the M Bound

Bound 1 (M bound). For any t, let assume that x 7→ Et [Y |x] is `-Lipschitz, then for any weights in the
simplex w, we have the Misspecification error bound (M-bound):∣∣∣∣∣∣E [Y0t]−

J∑
j=1

wjE [Yjt]

∣∣∣∣∣∣ ≤ ` ·W1 (p0, p̂0) , (12)

where p̂0 =
∑
j wjpj andW1 is a `1-Wasserstein distance.

Proof. Notice that for any unit j ∈ J0, JK, the expected outcome writes E [Yjt] =
∫
x
Et [Y |X = x] pj(x)dx.

Fix some weights w1:J ∈ ∆J and then by the linearity of the integral,

E [Y0t]−
J∑
j=1

wjE [Yjt] =

∫
x

Et [Y |x]
(
p0(x)−

∑
j wjpj(x)

)
dx

=

∫
x

Et [Y |x] (p0(x)− p̂0(x)) dx

≤W1(p0, p̂0) · `

where the inequality comes from Kantorovich duality (Theorem 5.10, Villani [Vil09]) about Wasserstein
distances.

A.3 Proof of the James Bound

Bound 2 (James bound). For t ≥ T0, let assume that x 7→ Et [Y |x] is `-Lipschitz, then for any weights in the
simplex w ∈ ∆J , we have Just Another Misspecification Errors bound (James bound) :

∣∣∣∣∣∣E [Y0t]−
J∑
j=1

wjE [Yjt]

∣∣∣∣∣∣ ≤ ` ·W1(p0(x), p̂0(x)) + max
u<T0

∣∣∣∣∣∣E [Y0u]−
J∑
j=1

wjE [Yju]

∣∣∣∣∣∣
+ inf
α∈∆T0

∣∣∣∣∣
∫
z

(
p0(z)− p̂0(z)

)(
Et [Y |z]−

∑
u<T0

αuEu [Y |z]
)
dz

∣∣∣∣∣.
Before proving the James bound, we need one lemma which follows from assumption A3.
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Lemma 1. Suppose the distributions of causes (x, z) 7→ pj(x, z) and the expected outcomes (x, z) 7→
Et [Y |x, z] satisfy assumption A3, then Et [Y |x] = gt(x) + constant and Et [Y |z] = ht(z) + constant
where the constant terms are independent of x and z (they can depend on t).

Proof. Fix t and j, and define the function f by ft(x, z) = Et [Y | x, z]. We suppose A3, that is pj(x, z) =
pj(x)pj(z) and that there exist two functions gt and ht such that

∀(x, z), ft(x, z) = gt(x) + ht(z).

Then

Et [Y |x] = Epj(z|x) [Et [Y | x, z] | x]

=

∫
z

(gt(x) + ht(z)) pj(z)dz

= gt(x) +

∫
z

ht(z)pj(z)dz.

We notice that
∫
z
ht(z)pj(z)dz is a constant independent of x or z. (It is the expectation of z 7→ ht(z) with

respect to z 7→ pj(z).)

We obtain a similar result for Et [Y |z], ht(z) and the constant
∫
z
gt(x)pj(x)dx.

We can now prove the James bound.

Proof. Fix some weights w ∈ ∆J , weights α ∈ ∆T0 then,

E [Y0t]−
J∑
j=1

wjE [Yjt] =

∫
(x,z)

Et [Y |x, z]
(
p0(x, z)−

∑
j wjpj(x, z)

)
dxdz

=

∫
(x,z)

(gt(x) + ht(z))
(
p0(x)p0(z)−

∑
j wjpj(x)pj(z)

)
dxdz

=

∫
x

gt(x)
(
p0(x)−

∑
j wjpj(x)

)
dx︸ ︷︷ ︸

A

+

∫
z

ht(z)
(
p0(z)−

∑
j wjpj(z)

)
dz︸ ︷︷ ︸

B

.

We have gt(x) = Et [Y |x] + constant, the constant cancels out in A and we obtain:

|A|=
∣∣∣∣∫
x

Et [Y |x]
(
p0(x)−

∑
j wjpj(x)

)
dx
∣∣∣∣ ≤ ` ·W1(p0(x), p̂0(x)).

We have ht(z) = Et [Y |z] + constant, the constant cancels in B and we obtain:

B =

∫
z

Et [Y |z] (p0(z)− p̂0(z)) dz

For any α ∈ ∆T0 we have:

B =

∫
z

( ∑
u<T0

αuEu [Y |z]
)

(p0(z)− p̂0(z)) dz +

∫
z

(
Et [Y |z]−

∑
u<T0

αuEu [Y |z]
)

(p0(z)− p̂0(z)) dz

=
∑
u<T0

αu

∫
z

(
Eu [Y |z] p0(z)−

∑
jwjEu [Y |z] pj(z)

)
dz +

∫
z

(
Et [Y |z]−

∑
u<T0

αuEu [Y |z]
)

(p0(z)− p̂0(z)) dz

=
∑
u<T0

αu

(
E [Y0u]−

∑
jwjE [Yju]

)
dz +

∫
z

(
Et [Y |z]−

∑
u<T0

αuEu [Y |z]
)

(p0(z)− p̂0(z)) dz.
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So,

|B| ≤
∑
u<T0

αu

∣∣∣E [Y0u]−
∑
jwjE [Yju]

∣∣∣dz +

∣∣∣∣∣
∫
z

(
Et [Y |z]−

∑
u<T0

αuEu [Y |z]
)

(p0(z)− p̂0(z)) dz

∣∣∣∣∣
≤

(∑
u<T0

αu

)
max
u<T0

∣∣∣E [Y0u]−
∑
jwjE [Yju]

∣∣∣dz +

∣∣∣∣∣
∫
z

(
Et [Y |z]−

∑
u<T0

αuEu [Y |z]
)

(p0(z)− p̂0(z)) dz

∣∣∣∣∣
= max
u<T0

∣∣∣E [Y0u]−
∑
jwjE [Yju]

∣∣∣dz +

∣∣∣∣∣
∫
z

(
Et [Y |z]−

∑
u<T0

αuEu [Y |z]
)

(p0(z)− p̂0(z)) dz

∣∣∣∣∣ .
Because the previous inequality hold for any α ∈ ∆T0 , we can “take” the inf on the right term.

We obtain,

|B| ≤ max
u<T0

∣∣∣E [Y0u]−
∑
jwjE [Yju]

∣∣∣dz + inf
α∈∆T0

∣∣∣∣∣
∫
z

(
Et [Y |z]−

∑
u<T0

αuEu [Y |z]
)

(p0(z)− p̂0(z)) dz

∣∣∣∣∣ .
This proves the James bound.

A.4 Interpretation of Eq. 9

In the James bound, we can compute the following terms:

• ` ·W1(p0(x), p̂0(x)) is estimated with the external data on the subset of observed causes.

• max
u<T0

∣∣∣E [Y0u]−
∑
jwjE [Yju]

∣∣∣dz is estimated from the outcome data.

The last term: inf
α∈∆T0

∣∣∣∣∣
∫
z

(
p0(z)−

∑
j

wjpj(z)
)(

Et [Y |z]−
∑
u<T0

αuEu [Y |z]
)
dz

∣∣∣∣∣ cannot be estimated from

observed data. Hence, we defined the James-bound estimator without this term. and showed that it was
minimizing the James bound only if this last term is negligible.

We give justification as to why this last term might be negligible, at least in comparison to the two other terms.
If any of the two following conditions holds, the last term is 0:

1. If p0 =
∑
j wjpj .

2. If there exists α ∈ ∆T0 such that Et [Y |z]−
∑
u<T0

αuEu [Y |z] = constant.

Naturally, we are not expecting the first condition to hold, but at least we can hope that p0(z)−
∑
j wjpj(z)

is of the same order of magnitude as p0(x)−
∑
j wjpj(x) (and so ofW1(p0(x), p̂0(x)), the first term). If in

addition Et [Y |z] −
∑
u<T0

αuEu [Y |z] is small, then the last term (which is a product of two small terms) is

negligible compared to the other terms of the James bound.

With this intuition, it seems possible to finding a α that makes the full integral close to zero should be
possible.

More concretely, we give two examples of models for which the term (9) is null.

Standard SC setting In the standard SC setting, assumption A2 is made. The practitioner assumes that
there exists a set of weights (wj) such that p0 =

∑
j wjpj (with the notations of factor models, each pj

is a point mass located at the latent factor µj , such that µ0 =
∑
j wjµj). In particular, it implies that(

p0(z)−
∑
j

wjpj(z)
)

= 0 and so (9) = 0.
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Arbitrary model with linear conditional expectation. We now assume arbitrary distributions pj . They
can be point mass on linear factors as in standard SC or arbitrary continuous distributions. A2 does not need
to hold, it may be impossible to write the target as a linear combination of the donors. However, we assume
that the response functions (z 7→ Et [Y | z])t are of the form Et [Y | z] = β>t z, with βt being able to change
arbitrarily over time. Actually, we even requires the βt to change enough such that there exists α ∈ ∆T0 such
that they are linearly independent and there exists βt =

∑
u<T0

αuβu. In that case again, (9) = 0.

A.5 The James-bound Estimator

We adapt the M-bound estimator algorithm from Algorithm 1 into Algorithm 2.

Algorithm 2: Minimization of the James-bound

Input: Distributions p0, ..., pJ ; Pre-intervention measurements {(y0t, ..., yjt)t=0,...,T0−1}; learning rate
α; number of epochs E, James parameter λ.
Output: (wj) minimizing the James-bound.
(w1, ..., wJ)← ( 1

J , ...,
1
J )

for e = 1 to E do
p̂0 ←

∑
wjpj

grad← ∇w
(

max
t<T0

|y0t −
J∑
j=1

wjmjt|+ λ ·W1(p0, p̂0)
)

w ← w − α · grad
w ← project_simplex(w)

end for
return w

B Experiment Details

B.1 Simulation Details

For the synthetic experiment, we generate the outcomes under no intervention by defining the conditional
expected outcomes f : (x, t) 7→ Et [Y |x] and the unit specific causes distributions x 7→ pj(x). In this
experiment, x is a single scalar variable.

The function f we choose is represented in Fig. 3 (top). It enjoys a closed-form expression:

f(x, t) = − 13t2x4

2100000000
+

71t2x3

78750000
− 10141t2x2

252000000
+

12521t2x

12600000
+ t+ 4.07142857142857

· 10−6x4 log
(
e

t
3−

20
3 + 1

)
− 43x4

13300000
− 0.000731428571428571x3 log

(
e

t
3−

20
3 + 1

)
+

1313x3

1496250
+ 0.0380053571428571x2 log

(
e

t
3−

20
3 + 1

)
− 359953x2

4788000

− 0.500107142857143x log
(
e

t
3−

20
3 + 1

)
+

401813x

239400
+ 40 .

It was generated by combining Lagrange polynomials in x with time varying coefficients.

For each group gXX (g20, g45, g50, g60, g65, g70), their associated distribution of causes is given by a
normal distribution centered at XX (e.g. at 20 for g20), and with scale 5 (variance 25). Each distribution is
represented in Fig. 3 (bottom).
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Because our implementations of the M-bound estimator and James-bound estimator use non-parametric
distributions represented by a collection of atoms and associated probabilities, each pj is more precisely
defined as

pj ∝
∑
x∈X

δx ·N(x;µj , 5
2)

where µj = XX for each group gXX, and the set of atoms X is X = {90 · k/199 | k ∈ J0, 199K}.

B.2 Evaluation of the James-bound Estimator on Synthetic Data

Fig. 6 reports the estimates and weights produced by the M-bound, James-bound, and standard SC estimators.
BothM-bound and James-bound estimators select donor units that are more similar to the target. TheM-bound
estimator favors donor g50, a unit with individuals most similar to the target. Using the standard SC estimator,
donor g20 is preferred, as it has similar outcomes, but different individuals, before the intervention. The
James-bound estimator chooses mainly donor g50 with a small selection of donor g20 as it trades off between
selecting donors with similar outcomes and similar individuals.

Both theM-bound and James-bound estimators producemisspecification intervals that cover the true outcomes.
As expected, the James bound estimator produces a wider misspecification interval than the M bound. The
James-bound estimator also produces a better fit for the observed data than the M-bound estimator. This is
expected since the M-bound estimator does not consider the pre-intervention outcomes, whereas the James-
bound estimator does.
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(a) M-bound estimator.
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(b) James-bound estimator.

Figure 6: Comparison of the M-bound estimator, the James-bound estimator and the standard SC estimator
on the synthetic data. Both the James-bound and M-bound estimators produce more accurate counterfactual
estimates than the standard SC, despite a poorer pre-intervention fit. The M-bound estimator favors donor g50
(which is the unit with individuals most similar to the target). The standard SC estimator favors donor g20,
which has similar outcomes before the intervention but have different individuals. The James-bound estimator
trades off and selects mostly g50 with a little of g20. Both the M-bound and James-bound misspecification
intervals contain the true outcomes.

B.3 Using Survey Data to Estimate the Lipschitz Constant

To compute ` for the tobacco case study, we leverage external survey data. The (smallest) Lipschitz constant
of a function f : Rn → R is by definition,

inf
x6=x′

|f(x)− f(x′)|
‖x− x′‖1

.

(We use the L1 norm over Rn).

For the M and James bounds, we need to compute the Lipschitz constant of x 7→ Et [Y |x], that is, of
the expected tobacco consumption given the causes x. We use additional survey data from the Tobacco
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Use Supplement to the Current Population Survey (TUS-CPS). This study collects individual demographic
information along with tobacco consumption. We estimate the expected tobacco consumption given the
invariant causes x and compute the induced ` with the formula above by computing the pairwise differences,
normalized by the differences of causes x.

Handling categorical causes. For both the Wasserstein distance and the Lipschitz constant, we take L1

norms over the causes x. Some causes might be categorical. We represent a categorical variable C which
can take k values c1, ..., ck as a one-half-hot encoding with k different binary variables x1, ..., xk with values
0 and 1

2 , such that C = cr is represented by (x1, ...xk) = (1(i = r))1≤i≤k.
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B.4 California M-estimator Weights

D.C Hawaii Nevada New Mexico Texas

0.106 0.166 0.195 0.209 0.324

Table 1: Non-zero weights returned by the M-bound estimator for the synthetic California of Fig. 2.

B.5 Placebo tests

In Figs. 7a to 7c, we report the full placebo study with all the states.
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Figure 7a: Placebo study, part 1, of the M-bound estimator (left) and the James-bound estimator (right).
The y-axis represents the per capita cigarette sales (in packs). The y-axis usually spans from 0 to 180 and is
colored in red otherwise.
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Figure 7b: Placebo study, part 2, of the M-bound estimator (left) and the James-bound estimator (right).
The y-axis represents the per capita cigarette sales (in packs). The y-axis usually spans from 0 to 180 and is
colored in red otherwise.
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Figure 7c: Placebo study, part 3, of the M-bound estimator (left) and the James-bound estimator (right).
The y-axis represents the per capita cigarette sales (in packs). The y-axis usually spans from 0 to 180 and is
colored in red otherwise.
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