# CONJUGATE PRIORS FOR EXPONENTIAL FAMILIES 

By Persi Diaconis ${ }^{1}$ and Donald Ylvisaker ${ }^{2}$<br>Stanford University and The University of California, Los Angeles<br>Let $X$ be a random vector distributed according to an exponential family with natural parameter $\theta \in \Theta$. We characterize conjugate prior measures on $\Theta$ through the property of linear posterior expectation of the mean parameter of $X: E\{E(X \mid \theta) \mid X=x\}=a x+b$. We also delineate which hyperparameters permit such conjugate priors to be proper.

1. Introduction. Modern Bayesian statistics is dominated by the notion of conjugate priors. The usual definition is that a family of priors is conjugate if it is closed under sampling (Lindley [1972], pages 22-23 or Raiffa and Schlaifer [1961], pages 43-57). Consider the following example: let $S_{n}$ be the number of heads in $n$ independent tosses of a coin with unknown parameter $p$. The accepted family of conjugate priors for $p$ is the beta family with densities

$$
f(p ; \alpha, \beta)=\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} p^{\alpha-1}(1-p)^{\beta-1}, \quad \alpha>0, \beta>0
$$

Let $h$ be any positive bounded measurable function on the unit interval and observe that a prior density proportional to $h(p) f(p ; \alpha, \beta)$ leads to a posterior density of $p$, given $S_{n}=x$, proportional to $h(p) f(p ; \alpha+x, \beta+h-x)$. Thus, the family $\{h(\cdot) f(\cdot ; \alpha, \beta) \mid \alpha>0, \beta>0, h$ positive, bounded, measurable $\}$ with each member normalized to be a prior density, is closed under sampling. Now beta priors have the additional property that the posterior expectation of the mean parameter $p$ is a linear function of $S_{n}$. That is, there are numbers $a_{n}, b_{n}$ such that

$$
E\left[p \mid S_{n}=k\right]=\frac{\int_{0}^{1} p^{k+1}(1-p)^{n-k} f(p ; \alpha, \beta) d p}{\int_{0}^{1} p^{k}(1-p)^{n-k} f(p ; \alpha, \beta) d p}=a_{n} k+b_{n}
$$

holds for $k=0,1,2, \ldots, n$. A principal result of this paper is that, subject to regularity conditions, the conjugate priors typically used satisfy, and are characterized by, a similar relation of posterior linearity:

$$
\begin{equation*}
E\{E(X \mid \theta) \mid X=x\}=a x+b \tag{1.1}
\end{equation*}
$$

The regularity conditions assumed below allow such standard examples as the normal prior for normal location, the gamma prior for the Poisson, the inverse Wishart prior for normal covariance, and the beta prior for the negative binomial.

[^0]The Dirichlet prior for the multinomial is also suitably characterized but requires separate treatment. Our results are also of interest in the following two contexts:

Credibility theory and linear Bayesian analysis. Linear Bayes prediction has been used since 1920 by the actuarial professional under the heading of credibility theory (Kahn [1975]). Our Theorem 2, that (1.1) holds for exponential families with their customary conjugate priors, is a rigorous treatment of some recent results of Jewell [1974b] on what is there termed exact credibility. In work unconnected with credibility theory per se, Ericson [1969], [1970] noted that when (1.1) holds, $a$ and $b$ can be given expression in terms of the means and variances of the underlying distributions. Independently, Hartigan [1969] made essentially the same observation and went on to use the $a$ and $b$ so determined to form a linear Bayes predictor. Efron and Morris [1973] have an extension of the empirical Bayes approach they developed for normal location problems to situations where the Bayes estimate is linear Bayes. Now, in fact, when Theorems 3, 4 and 5 below are in force, they imply that the assumption of (1.1) for fixed $a$ and $b$ is exactly the assumption of a specific prior distribution.

Admissibility and Karlin's theorem. When is the estimate $a X+b$ an admissible estimate of $E(X \mid \theta)$ with squared error as loss? A sufficient condition for onedimensional exponential families was given by Karlin [1958] and discussed further by Ping [1964], Cohen [1966] and Stone [1967]. Our Theorems 1 and 2 give a simple interpretation of Karlin's condition and $n$ dimensional extensions when $0<a<1$, and the parameter space $\Theta$ is open. Then, if $\pi_{b /(1-a),(1-a) / a}$ denotes the conjugate prior defined in (2-3), Karlin's sufficient condition becomes

$$
\int_{u}^{v} \pi_{\frac{b}{1-a}, \frac{1-a}{a}}^{-1}(\theta) d \theta \rightarrow \infty
$$

as $u$ and $v$ approach the boundary of $\Theta$. It is easy to show that this is equivalent to asking that $\pi_{b /(1-a),(1-a) / a}$ be a proper prior. Theorems 1 and 2 show that if $0<a<1$ and $b /(1-a)$ is in the set $\mathfrak{X}$ defined in Section 2, then $a X+b$ is a proper Bayes estimate with respect to $\pi_{b /(1-a),(1-a) / a}$. Since the Bayes risk can be seen to be finite, admissibility follows. Of course, Karlin's result leads to admissibility when $a=1$. Stein's result on the inadmissibility of the mean of a multivariate normal shows that $a=1$ need not be admissible in three or more dimensions.

The characterization theorems here have been given previously in special cases. Johnson [1956], [1967] characterized the gamma prior for the Poisson mean and related results are given in Goldstein [1975] and in Chapters 5 and 6 of Kagan, Linnik and Rao [1973]. The results given here are considerably more general and, in some cases, more precise than those previously found.

Section 2 of this paper studies the usual notion of conjugate prior and establishes (1.1) under mild regularity conditions. Moreover, Theorem 1 gives precise conditions on the "hyperparameters" of the conjugate prior to guarantee integrability (see Novick and Hall [1965] in this connection). Section 3 is devoted to a proof that (1.1) characterizes conjugate priors when the observation space is sufficiently rich.

Section 3 also comments on the possibility of (1.1) holding when $a$ is a matrix. In Section 4 we consider problems particular to the case of a discrete observation space.
2. Conjugate priors in exponential families. This section contains requisite notation and terminology associated with a $d$-parameter exponential family of distributions. Depending on the setting, Theorem 1 gives sufficient or necessary and sufficient conditions on the "hyperparameters" of a conjugate prior distribution for it to be proper. Theorem 2 then establishes linear posterior expectation under regularity conditions. Theorem 2 has been in the folklore of the subject and a full proof for the 1-dimensional case has recently appeared in Jewell [1974a], [1975]. The section closes with a brief Bayesian interpretation of Theorems 1 and 2.

Start with a fixed $\sigma$-finite measure $\mu$ on the Borel sets of $R^{d}$. Consider the convex hull of the support set of the measure $\mu$, and then let $\mathfrak{X}$ be the interior of this convex set. It will always be assumed that $\mathcal{X}$ is a nonempty open set in $R^{d}$, so that the observation set is genuinely $d$-dimensional. For $\theta \in R^{d}$, define $M(\theta)=$ $\ln \int e^{\theta \cdot x} d \mu(x)$ and let $\Theta=\{\theta \mid M(\theta)<\infty\}$. The standard use of Hölder's inequality in this context shows that $\Theta$ is a convex set-it is called the natural parameter space. It is further assumed that $\Theta$ is a nonempty open set in $R^{d}$-in the terminology of Barndorf-Neilson [1970], we restrict attention to regular exponential families. The openness of $\Theta$ is indeed a regularity condition on the measure $\mu$-one which is employed crucially in Theorem 2.

The exponential family $\left\{P_{\theta}\right\}$ of probability measures through $\mu$ is determined by

$$
\begin{equation*}
d P_{\theta}(x)=e^{x \cdot \theta-M(\theta)} d \mu(x) \tag{2.1}
\end{equation*}
$$

$\Theta \in \theta$.
Expectation under $P_{\theta}$ will be denoted by $E_{\theta}$ or $E\{\mid \theta\}$. Now suppose $X$ is a random vector with distribution $P_{\theta}$. Then if one differentiates the identity $\int_{\mathscr{X}} d P_{\theta}(x)=1$ in $\theta$ and makes admissible interchanges of differentiation and integration, one finds
(i) $E(X \mid \theta)=E_{\theta}(X)=\nabla M(\theta)=\left(\frac{\partial M(\theta)}{\partial \theta_{1}}, \ldots, \frac{\partial M(\theta)}{\partial \theta_{d}}\right)^{\prime}=\left(M_{1}(\theta), \ldots, M_{d}(\theta)\right)^{\prime}$
(ii) $E_{\theta}(X-\nabla M(\theta))(X-\nabla M(\theta))^{\prime}=M^{\prime \prime}(\theta)=\left(\frac{\partial^{2} M(\theta)}{\partial \theta_{i} \partial \theta_{j}}\right)_{i, j=1}^{d}=\left(M_{i j}(\theta)\right)_{i, j=1}^{d}$.

Because $\mathfrak{X}$ is assumed open in $R^{d}$, the Hessian $M^{\prime \prime}(\theta)$ must be positive definite at each $\theta$-for otherwise there is a $\theta_{0}$ and a vector $c \neq 0$ so that $c^{\prime}\left(X-\nabla M\left(\theta_{0}\right)\right)=0$ a.s. $P_{\theta_{0}}$ and then a.e. $\mu$. Furthermore, from (2.2i), $\nabla M(\theta)$ must be in the convex hull of the support of $\mu$. It is then easy to see that $\nabla M(\theta)$ cannot be a boundary point of this convex set, so $\nabla M(\theta) \in \mathfrak{X}$ for each $\theta \in \Theta$.

Recall that $\Theta$ is to be a nonempty convex open set in $R^{d}$ and let $d \theta$ denote the Lebesgue measure on the Borel sets of $\Theta$. Define a family $\left\{\tilde{\pi}_{n_{0}, x_{0}}\right\}$ of measures on the same space according to

$$
\begin{equation*}
d \tilde{\pi}_{n_{0}, x_{0}}(\theta)=e^{n_{0} x_{0} \cdot \theta-n_{0} M(\theta)} d \theta, \quad n_{0} \in R^{1}, x_{0} \in R^{d} . \tag{2.3}
\end{equation*}
$$

If $\tilde{\pi}_{n_{0}, x_{0}}$ can be normalized to a probability measure $\pi_{n_{0}, x_{0}}$ on $\Theta$, it will be termed a distribution conjugate to the exponential family $\left\{P_{\theta}\right\}$ of (2.1). The province of the parameter ( $n_{0}, x_{0}$ ) which allows such a normalization is the subject matter of the first theorem. A Bayesian interpretation of the theorem appears at the end of this section.

Theorem 1. If $n_{0}>0$ and $x_{0} \in \mathcal{X}$, then $\tilde{\pi}_{n_{0}, x_{0}}(\Theta)<\infty$. Conversely, if $\tilde{\pi}_{n_{0}, x_{0}}(\Theta)$ $<\infty$ and $\Theta=R^{d}$ then $n_{0}>0$; while if $\tilde{\pi}_{n_{0}, x_{0}}(\Theta)<\infty$ with $n_{0}>0$, then $x_{0} \in \mathfrak{X}$.

Proof. For the forward portion of the theorem, we first bound $e^{-M(\theta)}$ as follows. Let $A$ be a compact convex subset of $R^{d}$. For $\theta \in \Theta, \int_{A} e^{z \cdot \theta} d \mu(z) \leqslant$ $\int e^{z \cdot \theta} d \mu(z)<\infty$ and therefore $\mu(A)<\infty$. Moreover if $\mu(A)>0$, write $\mu_{A}(B)=$ $\mu(A \cap B) / \mu(A), x_{A}=\int z d \mu_{A}(z)$, and use Jensen's inequality to get

$$
\begin{equation*}
e^{-M(\theta)}=\left(\int e^{z \cdot \theta} d \mu(z)\right)^{-1} \leqslant[\mu(A)]^{-1}\left(\int e^{z \cdot \theta} d \mu_{A}(z)\right)^{-1} \leqslant[\mu(A)]^{-1} e^{-\theta \cdot x_{A}} \tag{2.4}
\end{equation*}
$$

The full force of (2.4) comes from the observation that means of the form $x_{A}$ are dense in $\operatorname{supp}(\mu)$.
If $x_{0} \in \mathcal{X}$, one can write $x_{0}=\sum_{j=1}^{d+1} \lambda_{j} x_{j}$ where the $\lambda_{j}$ are nonnegative and sum to 1 , the $x_{j}$ are in $\operatorname{supp}(\mu)$ and do not lie in a $(d-1)$-dimensional hyperplane. A dense set $D$ of $\mathcal{X}$ can be so represented with the added requirement that the $\lambda_{j}$ are positive. For $x_{0} \in D$ we can then require positive $\lambda_{j}$ together with compact convex sets $A_{j}$ so that $x_{j}=x_{A}, j=1, \ldots, d+1$, since these means are dense in $\operatorname{supp}(\mu)$. If $x_{0} \in D$, write $\Theta_{k}=\Theta \cap\left\{\theta \mid \theta \cdot x_{k}=\max _{j} \theta \cdot x_{j}\right\}$ and invoke (2.4) to obtain

$$
\begin{align*}
\int_{\Theta} e^{n_{0} x_{0} \cdot \theta-n_{0} M(\theta)} d \theta & =\sum_{k=1}^{d+1} \int_{\Theta_{k}} e^{n_{0} x_{0} \cdot \theta-n_{0} M(\theta)} d \theta  \tag{2.5}\\
& \leqslant \sum_{k=1}^{d+1}\left[\mu\left(A_{k}\right)\right]^{-n_{0}} \int_{\Theta_{k}} \exp \left(n_{0} \theta \cdot\left(\sum_{j=1}^{d+1} \lambda_{j}\left(x_{j}-x_{k}\right)\right)\right) d \theta .
\end{align*}
$$

In the $k$ th integral on the right side of (2.5), make the change of variable $\sigma_{j}=\theta \cdot\left(x_{j}-x_{k}\right), j \neq k$, with $\left|J_{k}\right|=|\partial \sigma / \partial \theta|$, say. Since the $x_{j}$ do not fall in a ( $d-1$ )-dimensional hyperplane, $\left|J_{k}\right| \neq 0$ and the right side of (2.5) becomes

$$
\sum_{k=1}^{d+1}\left[\mu\left(A_{k}\right)\right]^{-n_{0}}\left|J_{k}\right|^{-1} \int_{\sigma(\Theta) \cap\left\{\sigma_{j} \leqslant 0, j \neq k\right\}} \exp \left(n_{0} \Sigma_{j \neq k} \lambda_{j} \sigma_{j}\right) d \sigma<\infty
$$

Thus, $\tilde{\pi}_{n_{0}, x_{0}}(\Theta)<\infty$ on a dense set $D$ of $\mathfrak{X}$. For fixed $n_{0}>0, \tilde{\pi}_{n_{0}, x_{0}}(\Theta)<\infty$ on a convex set of $x_{0}$ according to Hölder's inequality-hence, it must be finite on all of X.

For the converse direction, observe first that the integrand $f_{n_{0}, x_{0}}(\theta)=$ $e^{n_{0} x_{0} \cdot \theta-n_{0} M(\theta)}$ satisfies

$$
\begin{equation*}
\text { (i) } \nabla f_{n_{0}, x_{0}}(\theta)=n_{0}\left(x_{0}-\nabla M(\theta)\right) f_{n_{0}, x_{0}}(\theta) \tag{2.6}
\end{equation*}
$$

(ii) $f_{n_{0}, x_{0}}^{\prime \prime}(\theta)=\left[n_{0}^{2}\left(x_{0}-\nabla M(\theta)\right)\left(x_{0}-\nabla M(\theta)\right)^{\prime}-n_{0} M^{\prime \prime}(\theta)\right] f_{n_{0}, x_{0}}(\theta)$.

If $f_{n_{0}, x_{0}}$ were integrable with $n_{0}<0$ and $\Theta=R^{d}$, we would have by (2.6ii) the integrability of a positive convex function over all of $R^{d}$, a contradiction. So suppose $n_{0}>0$ and $x_{0} \notin \mathscr{X}$. Choose a unit vector $\xi_{1}$ so that, by translating $\mu$ if necessary, $\xi_{1} \cdot x_{0} \geqslant 0$ and $\xi_{1} \cdot x \leqslant 0$ for $x \in \mathfrak{X}$. Let $\xi_{1}, \ldots, \xi_{d}$ be orthonormal in $R^{d}$ and make the change of variable $\sigma_{i}=\xi_{i} \cdot \theta, i=1, \ldots, d$, in $\int f_{n_{0}, x_{0}}(\theta) d \theta$. Since $\nabla M(\theta) \in X, \xi_{1} \cdot \nabla f_{n_{0}, x_{0}}(\theta) \geqslant 0$ for all $\theta$ by (2.6i). Thus, integration with respect to $\sigma_{1}$ is integration of a positive nondecreasing function. For $f_{n_{0}, x_{0}}$ to be integrable it is necessary that $\xi_{1} \cdot \boldsymbol{\theta}$ be bounded above on $\Theta$ for almost every $(d \theta)$ choice of $\sigma_{2}, \ldots, \sigma_{d}$. Let $\theta_{0} \in \Theta$ so that

$$
\int e^{z \cdot \theta_{0}} d \mu(z)=\int \exp \left(\sum_{j=1}^{d}\left(z \cdot \xi_{j}\right)\left(\theta_{0} \cdot \xi_{j}\right)\right) d \mu(z)<\infty
$$

Since $\xi_{1} \cdot z \leqslant 0$ on $\mathfrak{X}, \theta_{0}+u \xi_{1}$ must also be in $\Theta$ for any positive $u$ because $e^{z \cdot\left(\theta_{0}+u \xi_{1}\right)}=e^{z \cdot \theta_{0}+u z \cdot \xi_{1}} \leqslant e^{z \cdot \theta_{0}}$ on $\mathfrak{X}$. However, $\xi_{1} \cdot\left(\theta_{0}+u \xi_{1}\right)=\xi_{1} \cdot \theta_{0}+u$ and, therefore, $\xi_{1} \cdot \theta$ is not bounded above on $\Theta$. This contradiction means that $x_{0}$ must be in $\mathscr{X}$ and the proof of the theorem is complete.

The following result unifies many standard Bayesian calculations.
Theorem 2. Suppose $\Theta$ is open in $R^{d}$. If $\theta$ has the distribution $\pi_{n_{0}, x_{0}}, n_{0}>0$ and $x_{0} \in \mathcal{X}$, then $E(\nabla M(\theta))=x_{0}$.

Proof. The required result translates through (2.6) to

$$
\begin{equation*}
\int_{\Theta} \nabla f_{n_{0}, x_{0}}(\theta) d \theta=0 \tag{2.7}
\end{equation*}
$$

Consider the first component of (2.7) and assume for now that Fubini's theorem applies in order to write

$$
\begin{align*}
& \int_{\Theta} \frac{\partial}{\partial \theta_{1}} f_{n_{0}, x_{0}}(\theta) d \theta  \tag{2.8}\\
& \quad=\int \cdots \int\left[\lim _{\theta_{1} \rightarrow \bar{\theta}_{1}} f_{n_{0}, x_{0}}(\theta)-\lim \inf _{\theta_{1} \rightarrow \theta_{1}} f_{n_{0}, x_{0}}(\theta)\right] d \theta_{2}, \ldots, d \theta_{d}
\end{align*}
$$

where $\underline{\theta}_{1}=\underline{\theta}_{1}\left(\theta_{2}, \ldots, \theta_{d}\right)<\theta_{1}<\bar{\theta}_{1}=\bar{\theta}_{1}\left(\theta_{2}, \ldots, \theta_{d}\right)$ for $\theta \in \Theta$. The last two limits will be shown to be zero. Consider the first of them when $\bar{\theta}_{1}=+\infty$. Use (2.4) in conjunction with a set $A$ so that $\left(x_{0}\right)_{1}<\left(x_{A}\right)_{1}$, hold $\theta_{2}, \ldots, \theta_{d}$ fixed and let $\theta_{1} \rightarrow \infty$ to see that the limit is zero in such a case. If $\bar{\theta}_{1}\left(\theta_{2}, \ldots, \theta_{d}\right)<\infty$, take $\theta_{1}^{*}$ so that $\left(\theta_{1}^{*}, \theta_{2}, \ldots, \theta_{d}\right)^{\prime} \in \Theta$. Then

$$
\int_{x_{1} \leqslant 0} e^{\bar{\theta}_{1} x_{1}+\cdots+\theta_{d} x_{d}} d \mu(x) \leqslant \int_{x_{1} \leqslant 0} e^{\theta_{\boldsymbol{\theta} x_{1}}+\cdots+\theta_{d} x_{d}} d \mu(x)<\infty .
$$

Now since $M\left(\bar{\theta}_{1}, \theta_{2}, \ldots, \theta_{d}\right)=+\infty$,

$$
\int_{x_{1}>0} e^{\theta_{1} x_{1}+\cdots+\theta_{d} x_{d}} d \mu(x) \rightarrow \int_{x_{1}>0} e^{\bar{\theta}_{1} x_{1}+\cdots+\theta_{d} x_{d}} d \mu(x)=+\infty
$$

as $\theta_{1}^{*} \leqslant \theta_{1} \rightarrow \overline{\theta_{1}}=\bar{\theta}_{1}\left(\theta_{2}, \ldots, \theta_{d}\right)$, by monotone convergence. Thus $M\left(\theta_{1}, \ldots, \theta_{d}\right)$ $\rightarrow \infty$ as $\theta_{1} \rightarrow \bar{\theta}_{1}$, and the first limit on the right side of (2.8) is zero. A similar argument applies to the second limit.

It remains to be seen that Fubini's theorem has been correctly applied at (2.8). From (2.2ii) with $\theta_{2}, \ldots, \theta_{d}$ fixed, $\left(\partial / \partial \theta_{1}\right) M(\theta)$ is a strictly increasing function of
$\theta_{1}$. Thus $\left(\partial / \partial \theta_{1}\right) f_{n_{0}, x_{0}}(\theta)$ changes sign at most once from positive to negative as $\theta_{1}$ varies over ( $\underline{\theta}_{1}, \bar{\theta}_{1}$ ), (from (2.6i)). In particular, one deduces from the argument of the previous paragraph that there is a unique point $\theta_{1}^{*}=\theta_{1}^{*}\left(\theta_{2}, \ldots, \theta_{d}\right)$ at which $\left(\partial / \partial \theta_{1}\right) f_{n_{0}, x_{0}}(\theta)=0$ and $f_{n_{0}, x_{0}}(\theta)$ has a maximum. Hence with $\theta^{*}=$ $\left(\theta_{1}^{*}, \theta_{2}, \ldots, \theta_{d}\right)^{\prime}$,

$$
\int\left|\frac{\partial}{\partial \theta_{1}} f_{n_{0}, x_{0}}(\theta)\right| d \theta_{1}=2 f_{n_{0}, x_{0}}\left(\theta^{*}\right)=2 \max _{\theta_{1}} f_{n_{0}, x_{0}}(\theta)
$$

Absolute integrability in the left side of (2.8) evidently requires the integrability of $f_{n_{0}, x_{0}}\left(\theta^{*}\right)$ in $\theta_{2}, \ldots, \theta_{d}$. To proceed on this, let $x_{0}=\sum_{j=1}^{d+1} \lambda_{j} x_{j}$ where the $\lambda_{j}$ are nonnegative and sum to 1 , the $x_{j}$ do not lie in a $(d-1)$-dimensional hyperplane and $x_{j}=x_{A_{j}}$ for compact convex $A_{j}, j=1, \ldots, d+{ }^{`}$. Moreover, by translating $\mu$ if necessary, choose $x_{0}=0$. Then from (2.4),

$$
\begin{align*}
\int & \cdots \int \max _{\theta_{1}} f_{n_{0}, x_{0}}(\theta) d \theta_{2}, \ldots, d \theta_{d}  \tag{2.9}\\
& \leqslant \int \cdots \int \max _{\theta_{1}} \min _{k}\left[\mu\left(A_{n}\right)\right]^{-n_{0}} e^{-n_{0} \theta \cdot x_{k}} d \theta_{2}, \ldots, d \theta_{d} \\
& \leqslant c \int \cdots \int \exp \left(-n_{0} \min _{\theta_{1}} \max _{k} \theta \cdot x_{k}\right) d \theta_{2}, \ldots, d \theta_{d}
\end{align*}
$$

For $0 \neq \boldsymbol{\theta}^{(2)}=\left(\theta_{2}, \ldots, \theta_{d}\right)^{\prime}=\left\|\theta^{(2)}\right\| \eta$ one finds

$$
\begin{aligned}
\min _{\theta_{1}} \max _{k}\left[\theta_{1} x_{k 1}+\theta_{2} x_{k 2}+\cdots+\theta_{d} x_{k d}\right] & =\left\|\theta^{(2)}\right\| \min _{\theta_{1}} \max _{k}\left[\frac{\theta_{1}}{\left\|\theta^{(2)}\right\|} x_{k 1}+\eta \cdot x_{k}^{(2)}\right] \\
& =\left\|\theta^{(2)}\right\| \min _{\theta_{1}} \max _{k}\left[\theta_{1} x_{k 1}+\eta \cdot x_{k}^{(2)}\right] .
\end{aligned}
$$

If

$$
\inf _{\|\eta\|=1} \min _{\theta_{1}} \max _{k}\left[\theta_{1} x_{k 1}+\eta \cdot x_{k}^{(2)}\right]=\delta
$$

is positive, the right side of (2.9) is bounded by

$$
c \int_{R^{d-1}} \cdots \int e^{\left.-n_{0} \| \theta^{2}\right) \| \delta} d \theta_{2}, \ldots, d \theta_{d}<\infty
$$

To see that $\delta$ is positive, observe that $0=\theta \cdot \sum_{j=1}^{d+1} \lambda_{j} x_{j}=\sum_{j=1}^{d+1} \lambda_{j} \theta \cdot x_{j}$ so max ${ }_{k} \theta \cdot x_{k}$ $\geqslant 0$ for any $\theta$. Then $\min _{\theta_{1}} \max _{k} \theta \cdot x_{k} \geqslant 0$ for any $\theta^{(2)}$. But $\min _{\theta_{1}} \max _{k} \theta \cdot x_{k}$ is a continuous function in $\theta^{(2)}$ so $\inf _{\|\eta\|=1} \min _{\theta_{1}} \max _{k}\left[\theta_{1} x_{k 1}+\eta \cdot x_{k}^{(2)}\right]=\delta>0$ unless there is an $\eta^{*}$ with $\left\|\eta^{*}\right\|=1$ so that $\min _{\theta_{1}} \max _{k}\left[\theta_{1} x_{k 1}+\eta^{*} \cdot x_{k}^{(2)}\right]=0$. Now if this were the case, there would be a vector $\left(\theta_{1}, \eta^{* \prime}\right)^{\prime}=\xi$ with $\max _{k} \xi \cdot x_{k}=0$ and also, since $\Sigma \lambda_{j} \xi \cdot x_{k}=0, \min _{k} \xi \cdot x_{k}=0$. This contradicts the fact that the $x_{k}$ are not contained in a $d-1$ dimensional hyperplane. The proof of Theorem 2 is completed by applying the same arguments to the other coordinates in (2.7).

Remarks. To apply Theorem 2 to a sample $X_{1}, \ldots, X_{n}$ of size $n$ from $P_{\theta}$ note that if $\pi_{n_{0}, x_{0}}$ is the prior distribution of $\theta$, the posterior distribution is $\pi_{n_{0}+n,\left(n_{0} x_{0}+n \bar{X}\right) /\left(n_{0}+n\right)}$ with $\bar{X}$ the mean of the sample. Theorem 2 yields

$$
\begin{equation*}
E\left\{\nabla M(\theta) \mid X_{1}, \ldots, X_{n}\right\}=\frac{n_{0} x_{0}+n \bar{X}}{n_{0}+n} \tag{2.10}
\end{equation*}
$$

i.e., the conditional expectation of the mean parameter is a linear combination of
the prior expectation of the mean parameter $x_{0}$ and $\bar{X}$. The weights in the linear combination are proportional to $n_{0}$ and the sample size-in this sense $n_{0}$ might be thought of as a prior sample size. The restrictions of Theorem 1 on $n_{0}, x_{0}$ to guarantee proper conjugate priors are generally consistent with this interpretation.

The openness of $\Theta$ is not used in the proof of Theorem 1. The situation there with $n_{0}<0$ is inconclusive if $\Theta \neq R^{d}$. In fact, one can have finiteness with $n_{0}<0$. For example, for the exponential family corresponding to the geometric distribution on the nonnegative integers in dimension $1, \tilde{\pi}_{n_{0}, x_{0}}(\Theta)<\infty$ with $n_{0}$ in $(-1,0)$ as long as $x_{0}<0$. It can be shown that when $n_{0}<0$ the Bayes rule (for squared error loss) has infinite Bayes risk.
3. Characterization of conjugate priors-continuous case. This section is concerned with the converse to Theorem 2: can one conclude from the linearity at (2.10) that $\theta$ had a conjugate prior? The answer is yes, if it is assumed that the support of $\mu$ is sufficiently rich. The latter restriction will be clarified somewhat in Section 4.

In the statement of Theorem 3 and that of Theorem 4, below, there is an assumed form for a conditional expectation: Each univariate expectation can be interpreted in the following way (cf. Strauch ([1965]):

$$
\begin{equation*}
E(Y \mid Z)=g(Z) \quad \text { if and only if } \quad E\left(Y^{+} \mid Z\right)-E\left(Y^{-} \mid Z\right)=g(Z) \text { a.s. } \tag{3.1}
\end{equation*}
$$

With such an interpretation in mind, we are able to avoid the explicit assumption that means are finite when we postulate the form of a conditional expectation.

Theorem 3. Suppose $\Theta$ is open in $R^{d}$. Let $X$ be a sample of size one from $P_{\theta}$ of (2.1) and suppose the support of $\mu$ contains an open interval $I_{0}$ in $R^{d}$. If $\theta$ has a prior distribution which does not concentrate at a single point, and if

$$
\begin{equation*}
E(\nabla M(\theta) \mid X)=a X+b \tag{3.2}
\end{equation*}
$$

for some constant $a$ and constant vector $b$, then $a \neq 0, \tau$ is absolutely continuous ( $d \theta$ ) with $d \tau(\theta)=c e^{a^{-1} b \cdot \theta-a^{-1}(1-a) M(\theta)} d \theta$.

Proof. From (3.1) and (3.2), $E\left(M_{i}^{+} \mid X\right)-E\left(M_{i}^{-} \mid X\right)$ is finite a.s. so $E\left(M_{i}^{+} \mid X\right)$ $\cdot E\left(M_{i}^{-} \mid X\right)<\infty$ for $i=1, \ldots, d$, a.s. Since $X$ has the positive density $f(x)=$ $\int e^{x \theta-M(\theta)} d \tau(\theta)$ with respect to $\mu, E\left(M_{i}^{+} \mid X\right) \cdot E\left(M_{i}^{-} \mid X\right)<\infty$ a.e. $\mu$ for each $i$. Observe that

$$
\begin{equation*}
E\left(M_{i}^{ \pm} \mid x\right)=\int M_{i}^{ \pm} e^{x \theta-M(\theta)} d \tau(\theta) / f(x) \tag{3.3}
\end{equation*}
$$

with probability 1 in $x$ for each $i$, and then that (3.3) holds a.e. $\mu$ for each $i$. Therefore, all integrals on the right side of (3.3) are finite a.e. $\mu$ and may be freely manipulated. From (3.2) one finds

$$
\begin{equation*}
\int \nabla M(\theta) e^{x \cdot \theta-M(\theta)} d \tau(\theta)=(a x+b) f(x) \text { a.e. } \quad \mu \tag{3.4}
\end{equation*}
$$

Now if $a=0$ in (3.4), $\int(\nabla M(\theta)-b) e^{x \cdot \theta-M(\theta)} d \tau(\theta)$ vanishes on an open interval $I_{0}$ of $R^{d}$. But then $\nabla M(\theta)-b$ must vanish on the support of $\tau$ and so is zero on at
least two points. Such a conclusion violates the strict convexity of $M$ (from (2.2) and below).

In (3.4) replace $x$ by $z=x+i y$ and observe that

$$
Q(z)=\int(\nabla M(\theta)-a z-b) e^{z \cdot \theta-M(\theta)} d \tau(\theta)
$$

vanishes at least on $\operatorname{Re} z \in I_{0}$. Then for a choice of $x_{0}=\operatorname{Re} z_{0} \in I_{0}, Q\left(x_{0}+i y\right)$ vanishes for all $y$ and

$$
\begin{equation*}
\int\left(\frac{\nabla M(\theta)-a x_{0}-b}{a}\right) e^{x_{0} \cdot \theta+i y \cdot \theta-M(\theta)} d \tau(\theta)=i y \int e^{x_{0} \cdot \theta+i y \cdot \theta-M(\theta)} d \tau(\theta) \tag{3.5}
\end{equation*}
$$

In (3.5), write $m(\theta)^{\prime}=\left(m_{1}(\theta), \ldots, m_{d}(\theta)\right)^{\prime}=\left(\nabla M(\theta)-a x_{0}-b / a\right)$ and let $d F(\theta)=e^{x_{0} \cdot \theta-M(\theta)} d \tau(\theta)$. Then one has

$$
\begin{equation*}
\int e^{i y \cdot \theta} m(\theta) d F(\theta)=i y \int e^{i y \cdot \theta} d F(\theta) \tag{3.6}
\end{equation*}
$$

The argument now proceeds from (3.6) along the lines of Lemma 6.1.1 of Kagan, Linnik and Rao [1973].

Begin with the first equation from (3.6). Multiply both sides of the equation by the factor

$$
\left(\frac{1}{2 \pi}\right)^{d} \Pi_{k=1}^{d} \frac{1-e^{-i h_{k} y_{k}}}{i y_{k}} \cdot \frac{e^{-i \alpha_{k} y_{k}}-e^{-i \beta_{k} y_{k}}}{i y_{k}}
$$

with $\alpha_{k}<\beta_{k}, k=1, \ldots, d$, and then integrate over $-T \leqslant y_{k} \leqslant T, k=1, \ldots, d$. On the right hand side one finds

$$
\begin{align*}
& \int_{-T}^{T} \cdots \int_{-T}^{T}\left(\frac{1}{2 \pi}\right)^{d} \Pi_{k=1}^{d}\left(\frac{1-e^{-i h_{k} y_{k}}}{i y_{k}}\right) \\
& \cdot\left(e^{-i \alpha_{1} y_{1}}-e^{-i \beta_{1} y_{1}}\right) \prod_{k=2}^{d} \int_{\alpha_{k}}^{\beta_{k}} e^{-i y_{k} u_{k}} d u_{k} \int e^{i y \cdot \theta} d F(\theta) \\
& =\int_{\alpha_{2}}^{\beta_{2}} \cdots \int_{\alpha_{d}}^{\beta_{d}} d u_{1}, \ldots, d u_{d} f d F(\theta) \int_{-T}^{T} \cdots \int_{-T}^{T}\left(\frac{1}{2 \pi}\right)^{d} \Pi_{k=2}^{d} \\
& \left(\frac{1-e^{-i h_{k} y_{k}}}{i y_{k}} e^{i-y_{k}\left(u_{k}-\theta_{k}\right)}\right)  \tag{3.7}\\
& \times\left(\frac{e^{-i \alpha_{1} y_{1}}-e^{-i\left(\alpha_{1}+h_{1}\right) y_{1}}}{i y_{1}}-\frac{e^{-i \beta_{1} y_{1}}-e^{-i\left(\beta_{1}+h_{1}\right) y_{1}}}{i y_{1}}\right) d y_{1}, \ldots, d y_{d} \\
& \rightarrow \int_{\alpha_{2}}^{\beta_{2}} \cdots \int_{\alpha_{d}}^{\beta_{d}}\left\{F\left[\left(\alpha_{1}, u_{2}, \ldots, u_{d}\right),\left(\alpha_{1}+h_{1}, u_{2}+h_{2}, \ldots, u_{d}+h_{d}\right)\right]\right. \\
& \left.-F\left[\left(\beta_{1}, u_{2}, \ldots, u_{d}\right),\left(\beta_{1}+h_{1}, u_{2}+h_{2}, \ldots, u_{d}+h_{d}\right)\right]\right\} d u_{2}, \ldots, d u_{d}
\end{align*}
$$

as $T \rightarrow \infty$, where $F[(\boldsymbol{\alpha}, \boldsymbol{\beta})]$ denotes the $F$ measure of the $d$-dimensional interval $(\boldsymbol{\alpha}, \boldsymbol{\beta})$. Proceeding in the same way with the left hand side of (3.6), one has

$$
\begin{align*}
& \int_{-T}^{T} \cdots \int_{-T}^{T}\left(\frac{1}{2 \pi}\right)^{d} \Pi_{k=1}^{d}\left(\frac{1-e^{-i h_{h^{\prime}} \nu_{k}}}{i y_{k}}\right) \Pi_{h=1}^{d} \int_{\alpha_{k}}^{\beta_{k}} e^{-i u_{k} v_{k}} d u_{k} \int e^{-y \cdot \theta_{1}}(\theta) d F(\theta)  \tag{3.8}\\
& \rightarrow \int_{\alpha_{1}}^{\beta_{1}} \cdots \int_{\alpha_{d}}^{\beta_{d}} F^{(1)}\left[\left(u_{1}, \ldots, u_{d}\right),\left(u_{1}+h_{1}, \ldots, u_{d}+h_{d}\right)\right] d u_{1}, \ldots, d u_{d}
\end{align*}
$$

where $d F^{(1)}(\theta)=m_{1}(\theta) d F(\theta)$. In (3.7) and (3.8) let $h_{k} \rightarrow-\infty, k=1, \ldots, d$, to obtain

$$
\begin{align*}
\int_{\alpha_{2}}^{\beta_{2}} \cdots \int_{\alpha_{d}}^{\beta_{d}}[ & \left.F\left(\alpha_{1}, u_{2}, \ldots, u_{d}\right)-F\left(\beta_{1}, u_{2}, \ldots, u_{d}\right)\right] d u_{2}, \ldots, d u_{d}  \tag{3.9}\\
& =\int_{\alpha_{1}}^{\beta_{1}} \cdots \int_{\alpha_{d}}^{\beta_{d}} F^{(1)}\left(u_{1}, \ldots, u_{d}\right) d u_{1}, \ldots, d u_{d}
\end{align*}
$$

for all $\alpha, \boldsymbol{\beta}$. Now for fixed $\alpha_{1}, \beta_{1}$ it follows from (3.9) that

$$
\begin{equation*}
F\left(\alpha_{1}, u_{2}, \ldots, u_{d}\right)-F\left(\beta_{1}, u_{2}, \ldots, u_{d}\right)=\int_{\alpha_{1}}^{\left.\beta_{1} F^{(1)}\right)}\left(u_{1}, \ldots, u_{d}\right) d u_{1} \tag{3.10}
\end{equation*}
$$

for almost all $u_{2}, \ldots, u_{d}$. Hence (3.10) holds simultaneously for all rational ( $\alpha_{1}, \beta_{1}$ ) except possibly for a set $N$ of $\left(u_{2}, \ldots, u_{d}\right)$ of Lebesgue measure 0 . Then aside from $N, F\left(u_{1}, \ldots, u_{d}\right)$ must be absolutely continuous in $u_{1}$. It will be argued that this conclusion holds for all $u_{2}, \ldots, u_{d}$, i.e., that $N=\varnothing$.

Note first that since $F$ is nondecreasing, continuous in $u_{1}$ for almost all $u_{2}, \ldots, u_{d}$, it is, in fact, a continuous function of all $d$ variables. Hence for each fixed $\alpha_{1}, \beta_{1}$, the left side of (3.10) is continuous in $u_{2}, \ldots, u_{d}$. But the right side of (3.10) is

$$
\int_{-\infty}^{u_{2}} \cdots \int_{-\infty}^{u_{d}} \int_{\alpha_{1}}^{\beta_{1}} \int_{-\infty}^{u_{1}} m_{1}(\theta) d F(\theta)
$$

and so must also be continuous in $u_{2}, \ldots, u_{d}$ since $F$ is continuous. Finally then, (3.10) holds for all $u_{2}, \ldots, u_{d}$ and, again from continuity, simultaneously for all $\alpha_{1}$, $\beta_{1}$.

Given that $F\left(u_{1}, \ldots, u_{d}\right)$ is absolutely continuous in $u_{1}$ for every $u_{2}, \ldots, u_{d}$, Fubini's theorem insures that $F$ is absolutely continuous with respect to $d$-dimensional Lebesgue measure and, from (3.10), $\partial F / \partial u_{1}=-F^{(1)}\left(u_{1}, \ldots, u_{d}\right)$. From the remaining equations at (3.6) get the full relation:

$$
\begin{align*}
& \frac{\partial F}{\partial u_{r}}=-F^{(r)}\left(u_{1}, \ldots, u_{d}\right)=-\int_{-\infty}^{u_{1}} \cdots \int_{-\infty}^{u_{d}} m_{r}(\theta) d F(\theta)  \tag{3.11}\\
& r=1, \ldots, d .
\end{align*}
$$

Write $d F(\theta)=f(\theta) d \theta=\left(\partial^{d} / \Pi \partial \theta_{i}\right) F\left(\theta_{1}, \ldots, \theta_{d}\right) d \theta$ and use (3.11) to see that $\partial F / \partial u_{r}$ is also absolutely continuous with

$$
\frac{\partial^{d}}{\Pi \partial u_{i}} \frac{\partial F}{\partial u_{r}}=\frac{\partial f}{\partial u_{r}}=-m_{r} f, \quad r=1, \ldots, d
$$

Now $m=a^{-1}\left(\nabla m-a x_{0}-b\right)$ so

$$
\begin{equation*}
\nabla f=\left(b a^{-1}+x_{0}-a^{-1} \nabla M\right) f \tag{3.12}
\end{equation*}
$$

from which it follows that $f=c \exp \left(b a^{-1} \cdot \theta+x_{0} \cdot \theta-a^{-1} M(\theta)\right)$. Recall that $d F(\theta)=e^{x_{0} \cdot \theta-M(\theta)} d \tau(\theta)$ and so find $d \tau(\theta)=c \exp \left(a^{-1} b \cdot \theta-((1-a) / a) M(\theta)\right)$, the desired conclusion.

Remark. It is not generally possible to ask that (1.1) hold with $a=A$, a matrix, $A$ not proportional to $I$. Here is a brief look at the situation for the present exponential family setting. Begin with the statement of Theorem 3 but with a
matrix $A$ and a prior measure $\tau$ not supported on a ( $d-1$ )-dimensional hyperplane. Proceed through the proof of Theorem 3 to (3.4). At this point one can argue that $|A| \neq 0$ since, if it were, there would be some vector $\xi$ with $\xi \cdot(\nabla M(\theta)-b)$ $=0$ on the support of $\tau$, a contradiction. Continue through the proof to the conclusion

$$
\begin{equation*}
\nabla f=-A^{-1}\left(\nabla M-A x_{0}-b\right) f \tag{3.13}
\end{equation*}
$$

where $f$ is the density of the measure $e^{x_{0} \cdot \theta-M(\theta)} d \tau(\theta)$. Now it is not generally true that (3.13) has a solution $f$, but then (3.2) could not have applied. For an example, take $A$ to be a diagonal matrix with entries along the diagonal all distinct. It can be easily argued that (3.13) can be solved for such an $A$ only if $M(\theta)$ has the special form $\sum_{i=1}^{d} \mu_{i}\left(\theta_{i}\right)$. Other types of matrices lead to similar, though less agreeable, conditions on $M$. When (3.13) does allow a solution, the prior measures $\tau$ which result are what Jewell [1974b] (in the context of the multivariate normal distribution) refers to as enriched priors.
4. Characterization of conjugate priors-discrete case. The converse of Theorem 2 is less complete when the support of $\mu$ does not contain an interval. Consider for instance the problem of estimating a binomial parameter $p$ from a sample of size $n$. If $\pi$ is a prior measure of the Borel sets of $[0,1]$, the conditions of posterior linearity become:

$$
\begin{align*}
& \int_{0}^{1} p^{k+1}(1-p)^{n-k} d \pi(p)=(a k+b) \int_{0}^{1} p^{k}(1-p)^{n-k} d \pi(p)  \tag{4.1}\\
& \text { for } k=0,1,2, \ldots, n .
\end{align*}
$$

These are merely restrictions on the first $n+1$ moments of the measure $\pi$ and any $\pi$ which has the same first $n+1$ moments as a beta measure will satisfy (4.1). In this section we give theorems characterizing the conjugate priors of all commonly occurring exponential families on the nonnegative integers. Theorem 4 specializes to a characterization of the beta distribution as the unique family allowing linear posterior expectation for negative binomial random variables for example. The case of Poisson variables is not covered by Theorem 4, but this has already been treated by Johnson [1957, 1967]. Theorem 5 then deals with the assumptions needed to characterize the binomial distribution.

Suppose $X$ is a sample of size 1 from $P_{\theta}$ of (2.1) and let the support of $\mu$ be the nonnegative integers. For this setting, $\Theta$ is always an interval which is unbounded to the left. Our regularity assumption would have $\Theta$ be an open interval, and for Theorem 4 it will be assumed that $\Theta=\left(-\infty, \theta_{0}\right)$ with $\theta_{0}<\infty$, i.e., that $\mu$ does not have a moment generating function on all of $R$. Under this setup, we have

Theorem 4. Suppose $\theta$ has a prior distribution $\tau$ on $\Theta=\left(-\infty, \theta_{0}\right)$ with $\theta_{0}<\infty$, and assume $\tau$ is not concentrated on a single point. If

$$
\begin{equation*}
E\left(M^{\prime}(\theta) \mid X=x\right)=a x+b \quad \text { for } \quad x=0,1, \cdots, \tag{4.2}
\end{equation*}
$$

then $a>0, \tau$ is absolutely continuous with respect to Lebesgue measure, and $d \tau(\theta)=$ $c e^{a^{-1} b \theta-a^{-1}(1-a) M(\theta)} d \theta$.

Proof. One may proceed as in the proof of Theorem 3 to the equation (3.4). If $a$ were zero, (3.4) would give

$$
\begin{equation*}
\int_{-\infty}^{\theta_{0}}\left(M^{\prime}(\theta)-b\right) e^{x \theta-M(\theta)} d \tau(\theta)=0, \quad x=0,1, \cdots \tag{4.3}
\end{equation*}
$$

Make the change of variables $t=e^{\theta}$ in (4.3) and so produce a signed measure on [ $0, e^{\theta_{0}}$ ] having all moments zero. This signed measure must in fact be the zero measure, since the moment problem is determined on a compact interval. This implies $M^{\prime}(\theta)-b$ is zero on the support of $\tau$, a contradiction. So $a \neq 0$ and (4.2) can be written as

$$
\begin{align*}
& \int_{-\infty}^{\theta_{0}} e^{x \theta}\left(M^{\prime}(\theta)-b\right) e^{-M(\theta)} d \tau(\theta)=a x \int_{-\infty}^{\theta_{0}} e^{x \theta} e^{-M(\theta)} d \tau(\theta)  \tag{4.4}\\
& \\
& x=0,1, \cdots .
\end{align*}
$$

Transform the left side of (4.4) as follows:

$$
\begin{align*}
& \int_{-\infty}^{\theta_{0}}\left[\int_{-\infty}^{\theta} x e^{x y} d y\right]\left(M^{\prime}(\theta)-b\right) e^{-M(\theta)} d \tau(\theta)  \tag{4.5}\\
= & \int_{-\infty}^{\theta_{0}} x e^{x y}\left[\int_{y}^{\theta_{0}}\left(M^{\prime}(\theta)-b\right) e^{-M(\theta)} d \tau(\theta)\right] d y \\
= & -\int_{-\infty}^{\theta_{0}} x e^{x \theta}\left[\int_{-\infty}^{\theta}\left(M^{\prime}(y)-b\right) e^{-M(y)} d \tau(y)\right] d \theta .
\end{align*}
$$

In (4.5) the interchange of integrations can be easily justified and (4.4) has been invoked with $x=0$ to produce the final equality. Replacing the left side of (4.4) by the right side of (4.5) one has

$$
\begin{array}{r}
\int_{-\infty}^{\theta_{0}} e^{x \theta}\left[-\int_{-\infty}^{\theta}\left(M^{\prime}(y)-b\right) e^{-M(y)} d \tau(y)\right] d \theta=a \int_{-\infty}^{\theta_{0}} e^{x \theta} e^{-M(\theta)} d \tau(\theta)  \tag{4.6}\\
\text { for } \quad x=1,2, \cdots .
\end{array}
$$

Make again the change of variable $t=e^{\theta}$ in (4.6) to produce a signed measure on [ $0, e^{\theta_{0}}$ ] all of whose moments are zero except possibly the zeroth. Such a signed measure must concentrate on the origin and, in the present circumstance, puts no weight there. But then

$$
\begin{equation*}
a e^{-M(\theta)} d \tau(\theta)=-\left[\int_{-\infty}^{\theta}\left(M^{\prime}(y)-b\right) e^{-M(y)} d \tau(y)\right] d \theta . \tag{4.7}
\end{equation*}
$$

From (4.7), $\tau$ is absolutely continuous with a density $f$ which satisfies the differential equation

$$
\begin{equation*}
a f^{\prime}(\theta)-a M^{\prime}(\theta) f(\theta)=-\left(M^{\prime}(\theta)-b\right) f(\theta) . \tag{4.8}
\end{equation*}
$$

The conclusion follows easily from (4.8).
As the discussion at the beginning of the section indicates, a different formulation is required if the beta distribution is to be characterized for binomial observations. This is accomplished in Theorem 5. For simplicity, in the statement and proof of this theorem we use the notation of the mean parameter as opposed to the natural parameter.

Theorem 5. Let $\tau$ be a prior distribution for $p$ on the Borel sets of $[0,1]$ and assume $\tau$ does not concentrate on a single point. If for each $n=1,2, \ldots$, there are
numbers $a_{n}$ and $b_{n}$ for which

$$
\begin{equation*}
\int_{0}^{1} p^{k+1}(1-p)^{n-k} d \tau(p)=\left(a_{n} k+b_{n}\right) \int_{0}^{1} p^{k}(1-p)^{n-k} d \tau(p) \tag{4.9}
\end{equation*}
$$

for $k=0,1, \ldots, n$, then

$$
\begin{equation*}
a_{n}=\frac{a}{1+a(n-1)}, \quad b_{n}=\frac{b}{1+a(n-1)} \tag{4.10}
\end{equation*}
$$

with $a>0, b>0, a+b<1$ and $\tau$ is a beta distribution.
Proof. Ericson's [1969] result, in conjunction with the linearity of (4.9), implies that

$$
E\left(p \mid S_{n}=k\right)=\frac{k \operatorname{Var}(p)+E(p) E(p(1-p))}{n \operatorname{Var}(p)+E(p(1-p))}
$$

This yields (4.10) with $a=(\operatorname{Var}(p) / E(p E(1-p)))$ and $b=(E(p(1 p)) / E(1-$ $p)$ ). Take $n=1$ in (4.9) and sum over $k=0,1$ to obtain $\int p d \tau(p)=b+a \int p d \tau(p)$, so $\int p d \tau(p)=(b /(1-a))$. Now take $k=n$ in (4.9) to write

$$
\begin{align*}
\int_{0}^{1} p^{n+1} d \tau(p) & =\frac{a n+b}{1+a(n-1)} \int_{0}^{1} p^{n} d \tau(p)  \tag{4.11}\\
& =\cdots=\left\{\Pi_{j=1}^{n} \frac{a j+b}{1+a(j-1)}\right\} \frac{b}{1-a}
\end{align*}
$$

In this way it is clear that all moments of $\tau$ are determined by $a$ and $b$, hence $\tau$ is also. Moreover, (4.9) can be achieved by using the beta density with $\alpha=b / a$ and $\beta=(1-(a+b) / a)$.

The proof of Theorem 5 generalizes in a straightforward way to yield a characterization of the Dirichlet family as the unique family allowing linear posterior expectation for multinomial observations.
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