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The Collapsed Gibbs Sampler in Bayesian Computations With Applications to a Gene Regulation Problem

Jun S. Liu*

This article describes a method of "grouping" and "collapsing" in using the Gibbs sampler and proves from an operator theory viewpoint that the method is in general beneficial. The norms of the forward operators associated with the corresponding nonreversible Markov chains are used to discriminate among different simulation schemes. When applied to Bayesian missing data problems, the idea of collapsing suggests skipping the steps of sampling parameter(s) values in standard data augmentation. By doing this, we obtain a predictive update version of the Gibbs sampler. A procedure of calculating the posterior odds ratio via the collapsed Gibbs sampler when incomplete observations are involved is presented. As an illustration of possible applications, three examples, along with a Bayesian treatment for identifying common protein binding sites in unaligned DNA sequences, are provided.
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1. INTRODUCTION

Integrating out irrelevant (nuisance) parameters is a standard practice in conducting Bayesian inference. In this article we call this integration the "collapsing-down" procedure for reducing random components. The idea can also be carried through in Monte Carlo computations. In applying importance sampling, the collapsing-down idea is known as the dimension-reduction technique (Rubinstein 1981, sec. 4.3.7). In Markov chain Monte Carlo, especially the Gibbs sampler, similar treatments have also been applied explicitly or implicitly by many authors.

The Gibbs sampler is an iterative simulation scheme for generating samples that converge to draws from a target distribution \( \pi(X) \) of a random variable \( X \). To simplify notation, all marginal or conditional distributions derivable from the target density are denoted by \( \pi(\cdot) \) or \( \pi(\cdot|\cdot) \) throughout the article. The basic idea of the Gibbs sampler is to construct a Markov chain with \( \pi(X) \) as its equilibrium distribution. For example, let \( X = (x_1, x_2, x_3) \) be a random variable with three components. The Gibbs sampler is easy to implement when the set of three conditional distributions \( \pi(x_i|x_{-i}) \), \( i = 1, 2, 3 \), are easy to draw samples from, where \( x_{-i} \) denotes \( \{x_j, j \neq i\} \). The chain is initiated by a draw from some starting density \( \pi_0(X) \) (or a fixed point); then each component \( x_i \) is visited and updated by a sample drawn from the conditional distribution \( \pi(x_i|x_{-i}) \). The most widely used visiting scheme, for example, is a systematic one that visits each variate in turn. Detailed descriptions and extensive discussions have been provided by Gelfand and Smith (1990), Smith and Roberts (1993), and others.

Now suppose that we are able to draw \( x_2 \) and \( x_3 \) together from the conditional distribution \( \pi(x_2, x_3|x_1) \). This would be true if we are able to draw \( x_3 \) from \( \pi(x_3|x_1, x_2) \) and then draw \( x_2 \) from \( \pi(x_2|x_1) \). Should we use the original Gibbs sampler or a modified version obtained by grouping \( x_2 \) and \( x_3 \) together? The latter procedure is referred as grouping (or blocking). Furthermore, suppose that we can draw \( x_1 \) directly from \( \pi(x_1|x_2) \) and \( x_2 \) directly from \( \pi(x_2|x_1) \) (i.e., with \( x_3 \) integrated out); then the Gibbs sampler can be applied directly to \( (x_1, x_2) \). After the chain converges, the third component \( x_3 \) can be drawn from \( \pi(x_3|x_1, x_2) \). This procedure is called collapsing. Is this new sampler even better? Liu, Wong, and Kong (1994) compared such schemes with no more than three components based on operator theory. In this article, we extend their arguments to the general Gibbs sampler and apply the ideas especially to Bayesian computations.

Treatment similar to collapsing was implicitly used by Escobar (1994) to skip the step of sampling an infinite dimensional parameter involved in a nonparametric Bayesian problem. Rubin and Schafer (1990) presented the proposal for effectively producing multiple imputations for multivariate normal data with missingness as a special usage of the grouping and collapsing methodology. Besag (1974)’s coding set method is a primitive version of grouping in spatial statistics. Although in some particular settings, carefully choosing an auxiliary variable to augment can help to speed up the convergence (see, for example, Besag and Green 1993 and Swensden and Wang 1987), we believe that mere addition of extra variables with no other changes slows convergence and increases sample autocovariances. This article provides numerical as well as theoretical evidences to support our belief.

The article is organized as follows. Section 2 concentrates on Bayesian missing data problems. Its first part presents the general procedure for collapsing in data augmentation and discusses some advantages of doing it. The latter part addresses a problem of calculating the posterior odds ratio when null space \( \Omega_0 \) is degenerate with respect to the alternative space \( \Omega_1 \). Section 3 gives three examples to illustrate and support the ideas. Section 4 provides the theoretical justification for the general methodology, and Section 5 proposes a collapsed Gibbs-Metropolis algorithm for a DNA
sequence alignment problem. The Appendix presents theoretical proofs.

2. BAYESIAN MISSING DATA PROBLEMS

A standard Bayesian problem is usually formulated as follows. Let \( \theta \) be the parameter of interest, and let \( X = \{ x_1, \ldots, x_n \} \) be a set of complete iid observations from a density that depends on \( \theta \): \( \pi(x | \theta) \). Here the iid assumption is not crucial for implementing our method but will be useful to keep the arguments simple. A prior distribution \( \pi(\theta) \) is incorporated, and the inference is based on the posterior distribution of \( \theta \) calculated from the Bayes theorem,
\[
\pi(\theta | X) = \frac{\prod_{i=1}^{n} \pi(x_i | \theta) \pi(\theta) / \pi(X)}{\int \prod_{i=1}^{n} \pi(x_i | \theta) \pi(\theta) \, d\theta},
\]
where \( \pi(X) = \int \prod_{i=1}^{n} \pi(x_i | \theta) \pi(\theta) \, d\theta \) is the marginal density of \( X \).

For a future observation \( x_{n+1} \), its predictive distribution after observing \( x_1, \ldots, x_n \) can be easily computed as
\[
\pi(x_{n+1} | X) = \int \pi(x_{n+1} | \theta) \prod_{i=1}^{n} \pi(x_i | \theta) \pi(\theta) / \pi(X) \, d\theta
= \pi(\{ X, x_{n+1} \}) / \pi(X) \quad (1)
\]
(see, for example, Aitchison and Dunsmore 1975). When the model is in an exponential family with a conjugate prior, the posterior distribution typically has a nice form. Furthermore, if the family has a quadratic variance function, then the Bayesian predictive distribution can be written out explicitly (Morris 1983). For example, in multivariate normal problems, the predictive distribution is usually a multivariate \( t \) distribution. In multinomial problems with Dirichlet priors, the predictive distribution is again multinomial.

In many practical situations, however, \( x_i \) may not be completely observed. Let us assume that the unobserved values are missing completely at random (Little and Rubin 1987). Let \( x_i = (y_i, z_i), i = 1, \ldots, n \), where \( y_i \) is the observed part, and \( z_i \) is the missing part. We also write \( X = (Y, Z) \), where \( Y = (y_1, \ldots, y_n) \) and \( Z = (z_1, \ldots, z_n) \). Based on a simple formula,
\[
\pi(\theta | Y) = \int \pi(\theta | Y, Z) \pi(Z | Y) \, dZ,
\]
the idea of multiple imputations can be applied to deal with missingness. That is, multiple values, \( Z^{(1)}, \ldots, Z^{(m)} \) are drawn from \( \pi(Z | Y) \) so as to form \( m \) complete data sets. With these imputed data sets and the ergodicity theorem, we can approximate the posterior distribution of \( \theta \) by a mixture of the complete data posterior distributions; that is,
\[
\pi(\theta | Y) \approx \frac{1}{m} \{ \pi(\theta | Y, Z^{(1)}) + \cdots + \pi(\theta | Y, Z^{(m)}) \}.
\]
Many related computations are then simplified.

A difficulty of doing this "exact imputation," however, is that in most applied problems it is impossible to draw \( Z \) from \( \pi(\cdot | Y) \) directly. Tanner and Wong (1987)'s data augmentation (DA), which can regarded as a two-component Gibbs sampler applied to draw multiples of \( \theta \)'s and multiples of \( Z \)'s jointly from \( \pi(\theta, Z | Y) \), manages to cope with the difficulty by evolving a Markov chain. Here we point out that the standard DA method can be improved by collapsing down the parameter \( \theta \) in many Bayesian missing data problems.

2.1 Collapsing in Data Augmentation

We assume that with complete observations \( X = (Y, Z) \), the posterior distribution of \( \theta \) is easy to compute or to draw samples from. By iterating between drawing \( \theta \) from \( \pi(\theta | Y, Z) \) and drawing \( Z \) from \( \pi(Z | \theta, Y) \), DA constructs a Markov chain whose equilibrium distribution is \( \pi(\theta, Z | Y) \) (see Gelfand and Smith 1990 and Tanner and Wong 1987 for details).

If we treat \( Z \) as a random variable with \( n \) components instead of one [i.e., \( Z = (z_1, \ldots, z_n) \)], we find that the standard DA procedure is also equivalent to the general Gibbs sampler applied to a random variable with \( n + 1 \) components: \( \{ \theta, z_1, \ldots, z_n \} \). This fact is made clear by noting that the step of drawing \( Z \) from \( \pi(Z | \theta, Y) \) is the same as the \( n \) steps of drawing \( z_i \) from \( \pi(z_i | \theta, Z_{-i}, Y) = \pi(z_i | \theta, Y), i = 1, \ldots, n \), because of the conditional independence between any \( z_i \) and \( z_j \) for a given \( \theta \). Furthermore, we note that the parameter \( \theta \) can be collapsed down in the foregoing procedure, and consequently each \( z_i \) can be drawn from its Bayesian predictive distribution conditioned on the current value of \( Z_{-i} \). In doing this, we collapse a \( (n+1) \)-component Gibbs sampler to a \( n \)-component one. More precisely, because
\[
\pi(Z, \theta | Y) \propto \pi(Y, Z | \theta) \pi(\theta),
\]
we have
\[
\pi(Z | Y) \propto \int \pi(Y, Z | \theta) \pi(\theta) \, d\theta = \pi(Y, Z),
\]
where \( \pi(Y, Z) \) is the marginal density for the augmented complete data. Without loss of generality, suppose that we want to draw \( z_n \) conditioned on \( Z_{-n} \). Then, as displayed in (1), the complete data predictive distribution \( \pi(x_n | x_1, \ldots, x_{n-1}) \) usually has a nice explicit form, and consequently the conditional predictive distribution of \( z_n \),
\[
\pi(z_n | Z_{-n}, Y) \propto \pi(Y, Z_{-n}, z_n) \propto \pi(y_n, z_n | X_{-n}),
\]
is often easy. This implies that conditioned on the imputed values of \( z_1, \ldots, z_{n-1} \) and the observed value \( Y \), the value of \( z_n \) can be easily updated by a draw from its conditional predictive distribution. Hence we can go through \( z_1, \ldots, z_n \), updating the corresponding predictive distributions and then drawing from them to finish one iteration of this predictive update version of the Gibbs sampler.

There are two advantages of collapsing down \( \theta \). Within each iteration, the time-consuming step of drawing \( \theta \) from \( \pi(\theta | Y, Z) \) is skipped; between iterations, the sample autocorrelations are usually reduced. Examples in Section 3 show numerically how this method is an improvement over the standard DA procedure. Theoretical justifications are deferred to Section 4.
2.2 Computing Posterior Odds Ratios via Collapsed Gibbs Sampling

Let \( X = (Y, Z) \) follow from \( \pi(X|\theta) \), where \( Y \) is the observed part and \( Z \) is the missing part. Let \( \Omega \) be a general space for \( \theta \). We want to do a Bayesian test on the hypothesis \( H_0: \theta \in \Omega_0 \), where \( \Omega_0 \) is degenerate with respect to \( \Omega \), versus \( H_A: \theta \notin \Omega_0 \). Let \( \pi_1(\theta) \) be a density function on the general space \( \Omega \), and let \( \pi_0(\theta) \) be a density function on the degenerate space \( \Omega_0 \). A Bayesian usually uses a prior distribution of the form

\[
\alpha \pi_0(\theta)\delta_{\Omega_0}(\theta) + (1 - \alpha)\pi_1(\theta),
\]

(3)

where \( \alpha/(1 - \alpha) \) is the prior odds ratio of \( H_0 \) to \( H_A \) and \( \delta_{\Omega_0} \) is the Dirac delta function indicating that we put mass 1 on \( \Omega_0 \). Then the posterior odds ratio, defined as

\[
r = \frac{\alpha \pi_0(Y)}{(1 - \alpha)\pi_1(Y)} = \frac{\alpha}{1 - \alpha} \int_{\Omega_0} \pi(Y|\theta)\pi_0(\theta)\,d\theta,
\]

is of interest for testing purposes. Without loss of generality, we take \( \alpha = \frac{1}{2} \), in which case \( r \) is also called the Bayes factor by Berger and Sellke (1987).

With complete observations, exact computation of \( r \) is manageable. When missing data occur, however, there is generally no cheap way of carrying out the necessary computations. Noting that it is easy to compute both marginal densities \( \pi_0(Y, Z) \) and \( \pi_1(Y, Z) \) when \( Z \) is augmented, we seek our solution from Markov chain Monte Carlo. It is observed, however, that a brute force application of DA or the Gibbs sampler does not work, because the degeneracy of \( \Omega_0 \) will result in a reducible Markov chain if a prior distribution of the form (3) is used for \( \theta \). That is, if one starts with \( \theta \in \Omega_0 \), the chain will have zero probability of moving into the subspace \( \Omega_0 \), and vice versa. In other words, the posterior distributions \( \pi_0(\theta, Z|Y) \) and \( \pi_1(\theta, Z|Y) \) do not have the same support. In contrast, the collapsed chain is irreducible and \( \pi_0(Z|Y) \) and \( \pi_1(Z|Y) \) have the same support. From these observations, we are able to derive two Gibbs samplers for approximating the posterior odds ratio.

**Method 1.** Draw \( Z^{(k)}, k = 1, \ldots, m \) from the distribution \( \pi_1(Z|Y) \) by running a collapsed Gibbs sampler described in Section 2.1, where \( \pi_1(Z|Y) \propto \pi_1(Y, Z) \). Then for each sampled \( Z^{(k)} \), we can compute

\[
r_k^{(z)} = \frac{\pi_0(Y, Z^{(k)})}{\pi_1(Y, Z^{(k)})} = \frac{\int_{\Omega_0} \pi(Y, Z^{(k)}|\theta)\pi_0(\theta)\,d\theta}{\int_{\Omega_0} \pi(Y, Z^{(k)}|\theta)\pi_1(\theta)\,d\theta},
\]

\( k = 1, \ldots, m \).

Thus we obtain \( m \) such ratios, \( r_1^{(z)}, \ldots, r_m^{(z)} \). Then \( \hat{r} = (r_1^{(z)} + \cdots + r_m^{(z)})/m \) is a consistent estimate of the true posterior odds ratio \( r \), because, by the ergodicity theorem of Markov chain, the foregoing quantity converges to

\[
E_{\pi_1} \left[ \frac{\pi_0(Y, Z)}{\pi_1(Y, Z)} \frac{\pi_1(Z|Y)}{\pi_0(Z|Y)} \right] = \frac{\int_{\Omega_0} \pi_0(Y, Z)\pi_1(Z|Y)\,dZ}{\int_{\Omega_0} \pi_0(Y)\pi_1(Z|Y)\,dZ} = \frac{\pi_0(Y)}{\pi_1(Y)}.
\]

In other words, we only need to run the Gibbs sampler under one hypothesis, say \( H_A \), to compute the odds ratio. It is also valid to run the sampler to draw samples from \( \pi_0(Z|Y) \) and to approximate \( 1/r \) using the same procedure. But some numerical experiences given by Chen and Liu (1993), where this idea was applied to testing a hidden Markov structure in a time series, show that it is generally better to run the chain under \( \pi_1 \). An example is presented in Section 3 to illustrate the method.

**Method 2.** Let the prior of \( \theta \) be \( \pi_0(\theta)\delta_{\Omega_0}(\theta) + \pi_1(\theta) \). Then, after integrating out \( \theta \), we have a distribution of \( Z \) as \( \pi(Z|Y) \propto \pi_0(Y, Z) + \pi_1(Y, Z) \). Thus

\[
\pi(z_i|Y, Z_{-i}) \propto \pi_0(z_i|Y, Z_{-i}) + \pi_1(z_i|Y, Z_{-i}).
\]

So each step of the collapsed Gibbs sampler is just a draw from a mixture of the two predictive distributions, provided that the ratio \( \pi_1(Y, Z_{-i})/\pi_0(Y, Z_{-i}) \) can be easily computed, where we note that

\[
\pi_1(Y, Z_{-i})/\pi_0(Y, Z_{-i}) = \frac{\pi_1(y_i|X_{-i})}{\pi_0(y_i|X_{-i})}.
\]

After drawing \( Z^{(k)}, k = 1, \ldots, m \), from this chain, we can compute \( u^{(k)} = \pi_0(Y, Z^{(k)})/\pi_0(Y, Z^{(k)}) + \pi_1(Y, Z^{(k)}) \) for each \( k \). Then, by a similar argument as in Method 1, the average of the \( u^{(k)} \)'s is an unbiased estimate of \( r/(1 + r) \).

3. Some Examples

3.1 Data from Multivariate Normal Distribution with Missingness

For a Normal covariance inference problem with missing observations, a natural tool of computation is DA (Tanner and Wong 1987). To implement the standard DA, one needs to sample from an inverse Wishart distribution, which is computationally intensive. We propose here that this step can be collapsed down to iterate only among the missing parts using the corresponding predictive distributions.

**Multivariate Normal Data of Murray (1977).** Table 1 contains 12 observations that are assumed drawn from a bivariate normal distribution with known means \( \mu_1 = \mu_2 = 0 \) and unknown covariance structure. The data were created by Murray in a discussion of work by Dempster, Laird, and Rubin (1977) and were used later by Tanner and Wong.

<table>
<thead>
<tr>
<th>Table 1. 12 Bivariate Normal Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 1 -1 -1 2 2 -2 -2 * * *</td>
</tr>
<tr>
<td>1 -1 1 -1 * * * 2 2 -2 -2</td>
</tr>
</tbody>
</table>

NOTE: * indicates that the value is missing.
For notation, let \( \rho \) denote the correlation coefficient and let \( \sigma_1^2 \) and \( \sigma_2^2 \) denote the marginal variances. The original interest is in the posterior distribution of \( \rho \) given the incomplete data. We are only interested in comparing different posterior sampling schemes here.

Using Jeffreys's prior \( \pi(\Sigma) \propto |\Sigma|^{-3/2} \), the predictive distribution for the \( n \)th observation conditioned on \( x_1, \ldots, x_{n-1} \), all of which are two-dimensional, is

\[
\pi(x_n|x_1, \ldots, x_{n-1}) \sim t_2(0, S_{n-1}/(n-2), n-2),
\]

where \( t_2(\cdot) \) indicates a bivariate t distribution and \( S_{n-1} = \sum_{i=1}^{n-1} x_i x_i^T \) is the \( 2 \times 2 \) sample covariance matrix. Hence if part of \( x_n \) (i.e., \( y_n \)) is observed, then the conditional distribution \( \pi(z_n|x_1, \ldots, x_{n-1}, y_n) \)—whose accurate form has been provided by Kong, Liu, and Wong (1994, sec. 3.1)—is a noncentral t distribution, as was shown by Box and Tiao (1973). Therefore, conditioned on the currently imputed values of \( z_1, \ldots, z_{n-1} \), we can easily update \( z_n \) by a draw from the noncentral t distribution. The collapsed Gibbs sampler can be implemented as indicated in Section 2.1.

To compare the collapsed and the standard schemes, we compute autocovariance curves for each of the imputed samples, \( z_i, i = 1, \ldots, 8 \). Figure 1 contains two groups of autocovariance curves, each group with eight curves for eight missing values. The curves are estimated from simulations of 100 independent chains and 100 iterations for each chain. Because both chains are geometrically mixing, we fit model auto(\( n \)) = \( \rho \cdot \text{auto}(n) + \varepsilon \) to the autocovariances for the two bundles, where auto(\( n \)) denotes the lag-\( n \) autocovariance. It is seen that the \( \hat{\rho} \) estimated from the standard scheme is about 2.5 times larger than the \( \hat{\rho} \) estimated from the collapsed scheme.

### 3.2 Bayes Factor for a Discrete Data Example

Let us consider an example of simple graphical model with three variables, \( x_0, x_1, \) and \( x_2 \), each of which is binary (0 or 1). We assume that \( x_0 \) and \( x_2 \) are conditional independent given \( x_0, x_1, \) and that

\[
\pi(x_2 = 1|x_0 = 0) = \pi(x_2 = 0|x_0 = 1) = \alpha,
\]

\[
\pi(x_1 = 1|x_0 = 0) = \pi(x_1 = 0|x_0 = 1) = \beta.
\]

This structure can be intuitively expressed by the diagram

\[ x_0 \rightarrow x_1 \rightarrow x_2 \].

Observations involving incomplete configurations of \( X = (x_0, x_1, x_2) \) are (1, 1, 0), (1, ?, 1) and (1, ?, 1), where "?" indicates missing. We are interested in computing the Bayes factor \( r \) for \( H_0: \alpha = \beta \) versus \( H_4: \alpha \neq \beta \). Because the likelihood function of the observations is \( (1 - \alpha)^3 \beta + (1 - \alpha)(1 - \beta)^2 \), the Bayes factor can be computed explicitly through tedious integrations, provided that the priors are conjugate. With flat priors, the Bayes factor is computed as \( 39/35 \approx 1.114 \). But this computation will be infeasible if the number of incomplete observations is, say, 10 times larger.

Based on the approach described in Section 2.2, a Monte Carlo method is available to compute \( r \) and is applicable to much more complicated situations. Let \( Y \) denote the observed data and let \( z_1 \) and \( z_2 \) denote the missing parts. Then the complete data likelihood is

\[
\pi(Y, z_1, z_2|\alpha, \beta) \propto \alpha^{2z_1} \beta^{2z_2}(1 - \alpha)^{1+z_1+z_2} \beta^{3-z_1-z_2}(1 - \beta)^{1+z_2}.
\]

Therefore, if \( z_1, z_2 \) were known, then the Bayes factor with flat priors for \( H_0 \) versus \( H_4 \) would be

\[
r = \frac{\Gamma(6 - 2z_1 - 2z_2) \Gamma(2 + 2z_1 + 2z_2)}{\Gamma(3 - z_1 - z_2) \Gamma(2 + z_1 + z_2) \Gamma(5)} \times \frac{\Gamma(4 - z_1 - z_2) \Gamma(1 + z_1 + z_2) \Gamma(8)}{\Gamma(4 - z_1 - z_2) \Gamma(1 + z_1 + z_2) \Gamma(8)}.
\]

By integrating out \( \alpha \) and \( \beta \) (in space \([0, 1] \times [0, 1] \)) from (4), we obtain the predictive distribution

\[
\frac{\pi(z_2 = 0|z_1, Y)}{\pi(z_2 = 1|z_1, Y)} = \frac{(2 - z_1)(3 - z_1)}{(2 + z_1)(1 + z_1)},
\]

and the same for \( \pi(z_1|z_2, Y) \). A collapsed Gibbs sampler is run based on these conditional distributions; after stationarity, we compute \( \hat{r} \) as indicated in Method 1 of Section 2.2. With \( m = 400 \) consecutive samples from the chain, we estimate \( \hat{r} = 1.117 \). It is easy to figure out the exact distribution of \( r \) without actually running the sampler; that is, the \( r \) equals 8/7 with probability .75 and 36/35 with probability .25. So the ergodic average of the \( r \)'s is equal to 1.114, which verifies the first method in Section 2.2.

The neat expression of the predictive distributions in the foregoing example is not an accident. With complete data and conjugate priors, Dawid and Lauritzen (1993) and Spiegelhalter and Lauritzen (1990) demonstrated the simplicity of the posterior and predictive distributions in both undirected and directed decomposable graphical models.

### 3.3 Nonparametric Bayesian Analysis

Many theoretical developments have been made on nonparametric Bayesian methods in the past two decades, by Ferguson (1974), Antoniak (1974), and many others. A major obstacle to widespread use of the method is computa-
transition function defined by the d-component Gibbs sampler, which is applied to iteratively sample from the target distribution. That is, a Markov chain can be applied to iteratively sample using the foregoing details. Methods for dealing with nonreversible chains have been developed (see Diaconis 1988 and Diaconis and Strook 1991 for details). These methods are available for bounding the second largest eigenvalue of F, which characterizes the mixing rate, or convergence rate, of the Markov chain. Many methods are available for bounding the second largest eigenvalue of F when F is compact and self-adjoint. However, the constant function c is an eigenfunction of the operator corresponding to eigenvalue 1, we know that the norm of F is exactly 1. When the chain is reversible (i.e., the detailed balance condition is satisfied), F is a self-adjoint operator. When F is compact and self-adjoint, which is true when the state space is finite and the chain is reversible, the second largest eigenvalue (in absolute value) of F characterizes the mixing rate, or convergence rate, of the Markov chain. Many methods are available for bounding the second largest eigenvalue and finding the actual rate of convergence for this case (see Diaconis 1988 and Diaconis and Strook 1991 for details). Methods for dealing with nonreversible chains have been developed, however. (See Fill 1991 for the “reversibilization” method in treating nonreversible chains.)

Now consider a subspace of $L^2(\pi)$. Let $L_0^2(\pi) = \{ t(\pi) \in L^2(\pi) : E\{ t(\pi) \} = 0 \}$, which is a space of mean 0 functions with finite variance. Clearly, this is again a Hilbert space with the same inner product and is invariant under the operator F. We use $F_0$, called the forward operator, to denote the operator on $L_0^2(\pi)$ induced by F. Then the largest eigenvalue of $F_0$ is exactly the same as the second largest eigenvalue of F. Typically, the spectral radius of $F_0$ characterizes the rate of convergence of the Markov chain in both reversible and nonreversible cases. When the chain is reversible, the spectral radius of $F_0$ is the same as its norm. A general relationship between the norm and the spectral radius of an operator is

$$\lim_{n \to \infty} \| F_0^n \|^{1/n} = r,$$

where r is the spectral radius. This suggests that one can compare different Markov chains by comparing the norms

It is easy to check that $\pi(x)$ is invariant under this transition. Now suppose that the last two components, $x_{d-1}, x_d$, can be drawn together; then we have a reduced Gibbs sampler on a new partition of the random variable $X^* = \{ x_1, \ldots, x_{d-1} \}$, where $X_{d-1} = (x_{d-1}, x_d)$, by grouping. Furthermore, suppose that the component $x_d$ can be integrated out; then an even more reduced sampler on $X^* = \{ x_1, \ldots, x_{d-1} \}$, with its marginal density $\pi(X^*) = \int \pi(x) dx_d$, results from collapsing. We will compare the original scheme and the two new ones.

To argue rigorously, we introduce some concepts concerning a Markov chain and its associated function spaces. Let $L^2(\pi)$ denote the set of all functions t that are square integrable with respect to $\pi$; that is, $\var{ t(x) } < \infty$. This set is a Hilbert space with an inner product defined by $\langle t, s \rangle = E\{ t(x) s(x) \}$. Let $X^{(0)}, X^{(1)}, \ldots$, be a general state-space Markov chain with transition function $K(X, Y) = P(X^{(i)} = Y | X^{(0)} = X)$. We define a conditional expectation operator $F$ on $L^2(\pi)$ for the Markov chain as

$$K(X, Y) = \int K(X, Y) t(Y) dY = E\{ t(X^{(i)}) | X^{(0)} = X \}.$$ 

We observe immediately that the norm of the operator is at most 1, where the norm is defined as $\| F \| = \sup \| F t(\pi) \|$ with the supremum taken over all functions with $E(t^2) = 1$. On the other hand, because the constant function c is an eigenfunction of the operator corresponding to eigenvalue 1, we know that the norm of F is exactly 1. When the chain is reversible (i.e., the detailed balance condition $\pi(x) K(X, Y) = \pi(y) K(Y, X)$ is satisfied), F is a self-adjoint operator. When F is compact and self-adjoint, which is true when the state space is finite and the chain is reversible, the second largest eigenvalue (in absolute value) of F characterizes the mixing rate, or convergence rate, of the Markov chain. Many methods are available for bounding the second largest eigenvalue and finding the actual rate of convergence for this case (see Diaconis 1988 and Diaconis and Strook 1991 for details). Methods for dealing with nonreversible chains have been developed, however. (See Fill 1991 for the “reversibilization” method in treating nonreversible chains.)

4. COLLAPSING IN A GENERAL GIBBS SAMPLER

Let $X = (x_1, \ldots, x_d)$ be a random variable that can be partitioned into d components, with density $\pi(X)$. We consider a systematic scan Gibbs sampler applied to sample from this target distribution. That is, a Markov chain $\{ X^{(k)} = (x_1^{(k)}, \ldots, x_d^{(k)}) \}$ is constructed with its transition function defined by the d-component Gibbs sampler,

$$K(X^{(k)}, X^{(k+1)}) = \prod_{j=1}^d \pi(x_j^{(k+1)} | x_1^{(k+1)}, \ldots, x_j^{(k)}, x_{j+1}^{(k)}, \ldots, x_d^{(k)}).$$

(5)
of the corresponding forward operators. It is interesting to note here that $\|F_0\|^2$ equals the second largest eigenvalue of the transition operator for the reversibilized chain, which ties in with the method of Fill (1991).

Let $F_0$ denote the forward operator for the standard Gibbs sampler, corresponding to the transition function (5); let $F_1$ denote the forward operator corresponding to the grouping procedure, and let $F_2$ denote the collapsed Gibbs sampler with $\pi_\delta$ integrated out. The three samplers can be illustrated by the diagrams of their respective visiting schemes:

$F_0$: $x_1 \rightarrow x_2 \rightarrow \cdots \rightarrow x_d$  
$F_1$: $x_1 \rightarrow x_2 \rightarrow \cdots \rightarrow \{x_{d-1}, x_d\}$  
$F_2$: $x_1 \rightarrow x_2 \rightarrow \cdots \rightarrow x_{d-1}$. (6)

**Theorem 1 (Three-schemes Theorem).** The norms of the three forward operators are ordered as

$$\|F_0\| \leq \|F_2\| \leq \|F_1\|.$$  

Generally, the Gibbs sampler itself does not specify exactly how the random variable should be partitioned. This is a decision that users have to make, providing an opportunity to their ingenuity. A good Gibbs sampling algorithm must meet two conflicting criteria: (1) drawing one component conditioned on the others must be computationally simple, and (2) the Markov chain induced by the Gibbs sampler with such partitioning components must converge reasonably fast to its equilibrium distribution. For example, drawing the variables jointly with no partitioning at all is optimal for convergence but is formidable; this is the reason why the Gibbs sampler was invented. Theorem 1 provides a theoretical confirmation of such a confliction. It seems to be a reasonable strategy to “group” or “collapse” whenever it is computationally feasible, like those examples in Section 3. But as a whole, it is left to the reader to make compromises to balance all the aforementioned factors.

5. REGULATORY BINDING SITE PROBLEM

The collapsed Gibbs sampler was applied to a set of unaligned DNA fragments, previously analyzed by Lawrence and Reilly (1990) using an EM algorithm, that contain cyclic AMP receptor protein (CRP) binding sites. CRP is a positive control factor necessary for the expression of catabolite repressible genes. The location of the CRP binding sites in these sequences have been experimentally determined (see Lawrence and Reilly 1990 for references), so that using this set allows us to test the ability of our method (versus the EM algorithm) to locate the sites. Two obvious advantages of the Gibbs sampling approach over the EM approach are (1) the stochastic nature of the Gibbs sampler makes it more able to escape from a local mode, and (2) the idea of considering one random variable a time with the rest of the variables held fixed enables us to build more sophisticated and realistic models. Elsewhere we show (Lawrence et al. 1993) that the Bayesian models and the Gibbs sampling approach provide flexibility in describing biological sequences and power for finding subtle motifs and, unlike the EM algorithm, can identify multiple motifs. We first develop a simple collapsed Gibbs sampling scheme, and then build in a Metropolis step to cope with the special multimodality feature of the problem.

Eighteen DNA sequences from different loci are given, each $L = 105$ bases long (Table 2). It is known that there is at least one binding site (maybe more) of $J = 22$ bases long in each of the 18 sequences. For example, a binding site in the first sequence of Table 2 starts at the 17th position and stops at the 38th position (indicated by capital letters). We are interested in designing a computational method to aid in determining positions and base frequencies of the binding sites (thereby allowing the experimenter to more quickly characterize such sites).

Because regulatory DNA binding proteins typically recognize conserved sites, we adopt the strategy of looking for similar regions among the 18 DNA sequences. Following Lawrence and Reilly (1990), we treat the starting positions of all the binding sites as missing data $Z$ and the actual residue frequencies in each binding site as a sample from a product multinomial model parameterized by $\theta$. Then a data augmentation scheme (Tanner and Wong 1987) can be applied to find the posterior distribution of $\theta$ as well as the posterior mode of $\pi(Z | Y)$; that is, the most probable positions of the binding sites a posteriori.
More precisely, a $4 \times 22$ dimensional parameter $\Theta$ is needed to characterize the residue frequencies of the binding sites, where

$$\Theta = (\theta_1, \ldots, \theta_J),$$

in which $\theta_j = (\theta_{ja}, \theta_{jt}, \theta_{jg}, \theta_{jc})^T$ represents the frequencies of the four nucleotides A, T, G, and C at the $j$th position of a binding site. For example, the probability of observing the nucleotide $T$ at the $j$th base of a binding site is $\theta_{jt}$. For a given $\Theta$, all bases in a binding site are assumed to be mutually independent. So the probability of seeing a binding site as the one indicated in the first sequence of Table 2 is $\theta_1 \theta_{21} \theta_{22} \ldots \theta_{217} \theta_{221}$. The bases in all the DNA sequences are also assumed independent. Therefore, for example, for a given $\Theta$ and an observed DNA sequence $B = (b_1, b_2, \ldots, b_{L})$, the probability that the starting position for the binding site is 17, conditioned on the knowledge that there is a site in the sequence and that all starting positions are equally likely, is proportional to

$$\theta_{b_{17}} \times \cdots \times \theta_{b_{17}+L-11}.$$ 

Here $J$ is 22. Therefore, it is easy to sample a starting position of a binding site in a sequence for a given $\Theta$. On the other hand, had we known the actual binding sites, we would have been able to update the posterior distribution of $\Theta$, which would be a product of $J$ independent Dirichlet distributions had a Dirichlet prior been used. A usual data augmentation scheme is then easy to implement.

For the sake of a simple argument, the prior distribution on $\Theta$ is assumed to be

$$\pi(\Theta) = \pi_1(\theta_1) \cdots \pi_J(\theta_J),$$

where $\pi_1(\theta_1)$ is a Dir(1, 1, 1, 1) distribution. Let $B_1, \ldots, B_{18}$ denote the 18 DNA sequences, each of length $L = 105$; that is, $B_i = (b_{i1}, \ldots, b_{i22})$. Let $Z = (z_1, \ldots, z_{18})$ denote the vector of starting positions of binding sites in 18 DNA sequences that cannot be observed and are treated as missing values. Imagine a data augmentation scheme applied to iteratively draw $\Theta$ conditioned on $Z$ and then $Z$ conditioned on $\Theta$ (all steps are conditioned on the observed sequences). For this problem, the step of drawing $\Theta$ involves sampling from 22 four-dimensional Dirichlet distributions and is time consuming. For a problem with protein sequences (Lawrence et al. 1993), the corresponding Dirichlet distributions will be 20-dimensional, which will further increase the computational burden. But we can apply collapsing, as discussed in Section 2.1, to design a more efficient algorithm.

With known $Z_{t-1}$, the posterior distribution of $\Theta$ is a product of independent Dirichlet distributions,

$$\prod_{j=1}^{J} \text{Dir}(c_{ja} + 1, c_{jt} + 1, c_{jg} + 1, c_{jc} + 1),$$

where $c_{ja}$, for example, is the count of nucleotide type A among all the $j$th base of the 17 "known" sites. Hence the predictive distribution for the starting position $z_i$ in sequence $B_i$ is

$$P(z_i = s | Z_{t-1}, B_1, \ldots, B_{18}) \propto \prod_{j=1}^{J} (c_{ja}(s_{j-1} + 1) + 1)$$

$$s = 1, \ldots, L - J + 1. \quad (7)$$

This predictive distribution can be used to implement a collapsed Gibbs sampling algorithm.

Now we observe a special feature of the problem. Let $Z^0 = (z_1^0, \ldots, z_{18}^0)$ be the starting positions of the true sites, and suppose that it is the true mode of the distribution. Then those sites $Z = Z^0 + \delta = (z_1^0 + \delta \ldots, z_{18}^0 + \delta)$, where $\delta$ is small, are also local modes of the distribution. We call them shift modes because they differ from the true mode by a common shift. The reason for this is that shifting $\delta$ bases for all the $z$'s simultaneously still results in $22 - \delta$ correctly aligned bases. Thus when $z_1, \ldots, z_{18}$ are shifted from the true mode by $\delta$, the 18th position predicted by formula (7) is also highly likely to have the same amount of shift. In this way, all the sites are still aligned. Thus the Gibbs sampler will not enable a global change for all random components simultaneously. This feature suggests a combination with another kind of transition to encourage a global "shifting."

For an integer $\delta$, let $Z + \delta = (z_1 + \delta, \ldots, z_{18} + \delta)$. If one of the $z_i$ equals 1, we assume that $Z - 1 = Z'$; if one of the $z_i$ is $L - J + 1 = 84$, then $Z + 1 = Z$. We construct a hybrid algorithm by inserting the following Metropolis step (Metropolis et al. 1953) after a few Gibbs sampling iterations:

Suppose that the current state is $Z^{(k)} = Z$, first choose $\delta = +1$ or $-1$ with probability $1/2$ each, and compute

$$p = \frac{\pi(Z + \delta)}{\pi(Z)}$$

using formula (8). If $p \geq 1$, then update the chain by $Z^{(k+1)} = Z + \delta$; if $p < 1$, then let $Z^{(k+1)} = Z + \delta$ with probability $p$ and $Z^{(k+1)} = Z$ with probability $1 - p$.

Here $\pi(Z)$ can be easily computed up to a normalizing constant after collapsing down $\Theta$; that is,

$$\pi(Z = (z_1, \ldots, z_{18}))$$

$$\propto \prod_{j=1}^{22} \{ n_{ja}(Z) n_{ja}(Z) n_{ja}(Z) n_{ja}(Z) \}, \quad (8)$$

where, for example, $n_{ja}(Z)$ is the number of counts of nucleotide type A among the $(z_i + j - 1)$th base of sequence $B_i$, for all $i = 1, \ldots, 18$. An important fact to note is that this step involves little extra computation, because there are many cancellations between the common parts of $\pi(Z + \delta)$ and $\pi(Z)$. Simulation results show that whereas the ordinary Gibbs sampler may be easily stuck in a shift mode even with more than 3,000 iterations, the new Gibbs–Metropolis algorithm reaches the global mode within 400 steps for all of the different starting points (about 20) that we have tried.

Applying only a simple model similar to the mononucleotide model of Lawrence and Reilly (1990), we can identify 18 of the 24 footprinting sites. A comparison of the experimentally determined sites with sites located using Lawrence and Reilly's EM algorithm and our method is shown in Table 3. As pointed out by Lawrence and Reilly, more sophisticated models can be built to improve the ability of identifying the
sites. The proposed Gibbs–Metropolis method is also applicable in those cases. More details have been reported by Lawrence et al. (1993).

APPENDIX: MATHEMATICAL PROOFS

For any two random variables $X$ and $Y$, both of which can be multidimensional, we define the maximal correlation between them as

$$
\rho(X, Y) = \sup \text{cov} \{t(X), s(Y)\} = \sup \sqrt{\text{var} \{E \{t(X)|Y\}\}}, \quad (A.1)
$$

where the supremum is taken over all functions $t(X)$ and $s(Y)$ with variances equal to 1. Clearly, it is always true that $0 \leq \rho(X, Y) \leq 1$. Under certain regularity conditions (e.g., compactness), one has $\rho(X, Y) < 1$. Lancaster (1958) and Csiki and Fischer (1960) gave such conditions.

**Lemma 1.** If $Y = (Y, Z)$ where $Z$ is another random variable, then $\rho(X, Y) \geq \rho(X, Z)$.

**Proof:** For any function $t(X)$ it is true that

$$
E \{t(X)|Y\} = E[E \{t(X)|Y, Z\}|Y],
$$

it is obvious that $\text{var} \{E \{t(X)|Y'\}\} \geq \text{var} \{E \{t(X)|Y\}\}$. Hence the statement is true.

**Lemma 2.** For a time-homogeneous and stationary Markov chain $X^{(0)}, X^{(1)}, \ldots$, the norm of its forward operator $F_0$ is equal to the maximal correlation between the two consecutive states. That is, $\|F_0\| = \rho(X^{(0)}, X^{(1)})$.

**Proof:** By definition,

$$
\|F_0\| = \sup_{t(X) \neq 0} \text{var} \{E \{t(X^{(1)})|X^{(0)} = X\}\},
$$

which is equal to $\rho(X^{(0)}, X^{(1)})$ as indicated in (A.1).

**Lemma 3.** Suppose that $X = (x_1, \ldots, x_d)$ and that the transition function for the Gibbs sampling chain is the one defined in (5). Then, under the stationarity of the chain, the joint distribution between two consecutive states $X$ and $Y$ is

$$
\pi(X, Y) = \pi(X|Y_1, X_{t-1})\pi(y_2|y_1, X_{t-1, t)}).
$$

**Proof:** By definition of the Gibbs sampler.

**Lemma 4.** Under the same setting as Lemma 3, the norm of the forward operator corresponding to the standard Gibbs sampler $F_\pi$ is equal to the maximal correlation between $X_{t-1}$ and $Y_{t-4}$.

**Proof:** By Lemma 2, it is understood that $\|F_\pi\| = \rho(X, Y)$. Because, given $X_{t-1}$, $x_t$ is conditionally independent of $Y$, and given $Y_{t-4}$, $y_t$ is conditionally independent of $X$, it is intuitively true that $X$ and $Y$ depend only through $X_{t-1}$ and $Y_{t-4}$. Mathematically, because of the conditional independence, it is true that for any function $t(X)$,

$$
E \{t(X)|Y\} = E \{E \{t(X)|X_{t-1}\}|Y\} = E \{t(X_{t-1})|Y\},
$$

where $t(X_{t-1}) = E \{t(X)|X_{t-1}\}$. Therefore, $\text{var} \{E \{t(X)|Y\}\} \leq \text{var} \{t(X)|Y\}$. Because $\rho(X_{t-1}) \leq \text{var} \{t(Y)\}$, it shows that

$$
\rho(X, Y) \leq \rho(X_{t-1}, Y).
$$

On the other hand, for any function $t(X)$ not involving the first component, that is, $t(X_{t-1}) = t(X)$,

$$
\text{var} \{E \{t(X_{t-1})|Y\}\} = \text{var} \{E \{t(X)|Y\}\}
$$

which shows that $\rho(X_{t-1}, Y) \leq \rho(X, Y)$ as well. As a consequence $\rho(X, Y) = \rho(X_{t-1}, Y)$. In the same manner, one can proceed to show that $\rho(X_{t-1}, Y) = \rho(X_{t-1}, Y_{t-4})$.

**Proof of the three-schemes theorem**

**Proof:** The difference between the two operators $F_\pi$ and $F_\pi$ is illustrated by diagram (6). By Lemmas 2 and 4, it is enough to compare the two maximal correlations between consecutive states. Let $X = (x_1, \ldots, x_{d-1}, x_d)$, and $X^- = X_{t-d}$. Then for the two schemes,

$$
\|F_\pi\| = \rho(X_{t-1}, Y_{t-(d-1)}).
$$

and

$$
\|F_\pi\| = \rho(X_{t-1}, Y_{t-(d+1)}).
$$

From the scheme arrangement, it is seen that $X_{t-1} = (X_{t-1}, x_d)$ and $Y_{t-(d-1)} = Y_{t-(d+1)}$. By Lemma 1, it is concluded that $\|F_\pi\| \leq \|F_\pi\|$. To compare $F_\pi$ and $F_\pi$, we let $X^* = (x_1, \ldots, x_{d-1}, x_d)$, and let $Y^*$ be a consecutive follower of $X^*$ in the chain. Then $X_{t-1} = X^*_{t-1}$ and $Y_{t-d} = Y^*_{t-(d-1)}$. By Lemmas 1 and 4,

$$
\|F_\pi\| = \rho(X^*_{t-1}, Y^*_{t-d}) \leq \rho(X_{t-1}, Y_{t-d}) = \|F_\pi\|.
$$

The theorem is proved.

**Comment.** Monotonicity of the norms corresponding to the three operators can not guarantee the same result for the spectral radii. An example of this was provided by Liu, Wong and Kong (1994).
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