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INFLUENCE MAXIMIZATION DIFFUSION MODEL CONTRIBUTION

Input: a social network G(V, F/, p) in a stochastic dif- Independent Cascade (IC) model
fusion model, a budget £.

Output: k seed nodes with the largest expected influ-
ence spread.

Applications: viral marketing, rumor control, etc.

Our main contributions are:
Each node u has an independent chance p,, to pass

, . . . e We consider the adaptivity gap, i.e., the supremum ratio between the optimal adaptive influence spread and
information to its neighbour node v.

the optimal non-adaptive influence spread, and show that the adaptivity gap is between | <=, 4].

e We show that the approximation ratio of both non-adaptive greedy and adaptive greedy algorithms are in
2(1-12), (iﬁg ], which confirms an open conjecture of Golvin&Krause(2011) [2].

OVERVIEW OF TECHNIQUES
Upper bound on adaptivity gap:

Final stage

IDEA 1. Compare an adaptive policy 7 with the random walk non-adaptive policy W(r), which picks a random

Figure 1: Independent Cascade model leat of the decision tree of 7.

IDEA 2. Define ¢-th aggregate influence spread function ¢*(.S), in which seeds have ¢t chance to activate neigh-
bors.

ADAPTIVE INFLUENCE MAXIMIZATION

Adaptive Influence Maximization: an adaptive algorithm selects seeds one after one, and each selected seed
returns feedback information containing the local status.

Feedback model

dS)= E  [fi(S -, Y],

Ol PtaP
First chance Second chance Final State
p=0.1

e Full-adoption feedback: feedback information contains the full cascade from the selected seed.

e Myopic feedback: feedback information only contains the immediate neighbors of the selected seed.

Beginning Round 1 Beginning round 1 Figure 5: Random walk non-adaptive policy Figure 6: Aggregate influence spread function o2 (u)
({O\O ({Q\O IDEA 3. Construct a fictitious hybrid policy m which runs in three independent realizations of the graphs, use
t coupling arguments to connect the fictitious hybrid policy m with the non-adaptive policy 7.
O o O FINALLY. We pin down a constant upper bound via a chain of inequalities,
Round 2 Final State Round 2 Final State

o(m) <o) =0°(1) < 20°(W(r)) < do(W(T)).

Figure 2: Myopic Feedback Figure 3: Full-adoption Feedback
FUTURE DIRECTION

PROPERTY CHALLENGE

Submodularirty The influence spread function is not adaptive sub-
A(u| A)>A(u|B),ACBCYV. modular with myopic feedback.

Adaptive Submodularity I I

1. The Adaptivity gap in the full-adoption feedback model is still open.

2. The approximation ratio of (adaptvie) greedy algorithm in the Linear Threstold model is still open.
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