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(Candidate Answer) African Elephant

(Supporting passages)
1) African Elephant is a large land animal
2) African Elephants have large ears

-- Watson tries to find the best passage that supports the answer

-- But all the information may not be present in one passage

-- In this work we present a framework to overcome this limitation

Thursday, December 13, 12



3

Question Answering Set-up

Thursday, December 13, 12



3

Question Answering Set-up

Thursday, December 13, 12



4

Outline

Thursday, December 13, 12



4

Outline

1. Brief overview of passage scorers in the system

Thursday, December 13, 12



4

Outline

1. Brief overview of passage scorers in the system

2. How features produced by passage scorers per passage are combined to 
get one feature for a candidate -- feature merger

Thursday, December 13, 12



4

Outline

1. Brief overview of passage scorers in the system

2. How features produced by passage scorers per passage are combined to 
get one feature for a candidate -- feature merger

3. A new feature merger framework

Thursday, December 13, 12



4

Outline

1. Brief overview of passage scorers in the system

2. How features produced by passage scorers per passage are combined to 
get one feature for a candidate -- feature merger

3. A new feature merger framework

4. Experiments and results
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grammatical relationship.

b. Skip Bigram: pairs of terms that are connected or nearly 
connected in the syntactic-semantic structure

c. Textual Alignment: how well the word order of the passage 
aligns with that of the question

d. Logical Form Answer Candidate Scorer (LFACS): Targets 
high-precision matching between the syntactic structures of passages 
and questions. 
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Supporting 
passages

Question 1

Question 2

Cannot simply linearize this matrix
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feature + MDM features for that passage scoring feature

3. End-to-end analysis

Data:

1. Jeopardy!

2. Doctor’s Dilemma (Medical domain)

Eg: CARDIOLOGY: Murmur associated with this condition is harsh, 
systolic, diamond-shaped, and increases in intensity with Valsalva 

(A: Hypertrophic cardiomyopathy)
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