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Abstract

We study the complexity of approximating the smallest eigenvalue of —A + ¢ with
Dirichlet boundary conditions on the d-dimensional unit cube. Here A is the Laplacian,
and the function ¢ is nonnegative and has continuous first order partial derivatives.
We consider deterministic and randomized classical algorithms, as well as quantum
algorithms using quantum queries of two types: bit queries and power queries. We
seek algorithms that solve the problem with accuracy €. We exhibit lower and upper
bounds for the problem complexity. The upper bounds follow from the cost of particular
algorithms. The classical deterministic algorithm is optimal. Optimality is understood
modulo constant factors that depend on d. The randomized algorithm uses an optimal
number of function evaluations of ¢ when d < 2. The classical algorithms have cost
exponential in d since they need to solve an eigenvalue problem involving a matrix with
size exponential in d. We show that the cost of quantum algorithms is not exponential
in d, regardless of the type of queries they use. Power queries enjoy a clear advantage
over bit queries and lead to an optimal complexity algorithm.

1 Introduction

In a recent paper with H. WoZniakowski [21] we studied the classical and quantum com-
plexity of the Sturm-Liouville eigenvalue problem. This paper extends those results to the
multidimensional case. By analogy with the Sturm-Liouville eigenvalue problem [11] in one
dimension, we consider the eigenvalue problem —Au+ qu = Au defined on the d dimensional
unit cube with Dirichlet boundary condition. Here A is the d-dimensional Laplacian, and ¢
is a non-negative function of d variables whose first order partial derivatives exist and are
continuous. Then we study the complexity of approximating the smallest eigenvalue A(q)
with accuracy .

We assume that ¢ is not explicitly known but we can sample it at any point of the unit
cube. Any algorithm solving this problem will need to compute a number of evaluations of
¢ and to combine them to obtain an approximation of the eigenvalue of interest.

Classical algorithms may be deterministic or randomized. The former evaluate ¢ at
deterministically chosen points, while the latter can sample ¢ at randomly chosen points.



Moreover, randomized algorithms may also combine the evaluations of ¢ randomly. We
obtain the worst case error of classical deterministic algorithms, and the worst expected
error of randomized algorithms.

We address the information cost of classical algorithms, i.e., the number of function
evaluations the algorithms use, as well as their total cost by taking into account the additional
cost of the operations that are used for combining the function evaluations. Accordingly,
the minimal information cost of any algorithm solving the problem with accuracy ¢ is the
information complexity of the problem, while the minimal total cost of any algorithm with
error at most ¢ is the problem complexity. Clearly, the information complexity provides a
lower bound for the problem complexity.

Quantum algorithms use quantum queries to evaluate q at deterministically chosen points.
(Recently, quantum algorithms with randomized queries have been considered [30] but we
do not deal with them in this paper.) The query information is combined using a number
of quantum operations. Quantum algorithms succeed in producing an e-approximation with
probability, say, %. The minimal number of queries of any algorithm solving the problem
with accuracy ¢ is the query complexity. The total cost of a quantum algorithm takes into
account the additional quantum operations, excluding the ones used for queries, required
to solve the problem with accuracy €. We will distinguish between quantum algorithms
using two types of queries, bit queries and power queries. Bit queries are oracle calls similar
to those in Grover’s search algorithm [14]. Power queries are obtained by considering the
propagator of the system at different time steps, as in phase estimation [19].

In some cases, quantum algorithms may be used to solve parts of the problem while other
parts may be solved classically. In such a case we need to consider the cost of the classical
and the quantum parts.

The definition of the error of algorithms and the details of the model of computation
in the different settings can be found in [21] but we will include them in this paper for the
convenience of the reader.

Turning to the eigenvalue problem we show a perturbation formula relating the eigenval-
ues A(¢q) and A(g) for two functions ¢ and @, as in [21]. In particular, we show that

No) = Ma) + [ (ale) ~ gla)) udfa) do + O (o - ql).
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where u; is the eigenfunction that corresponds to A(g). Using this equation we reduce the
eigenvalue problem to the integration problem.

For deterministic and randomized classical algorithms we use known lower bounds [24]
for the information complexity of integration to obtain lower bounds for the information
complexity of the eigenvalue problem. For upper bounds we study the cost of particular
algorithms that approximate A(g) with error e. We show that by discretizing the continuous
problem and solving the resulting matrix eigenvalue problem we obtain an optimal deter-
ministic algorithm. Optimality is understood modulo multiplicative constants that depend
on d. We derive a randomized algorithm using the perturbation formula above. Roughly
speaking, the idea is to first approximate ¢ by a function ¢, and then to approximate the first
two terms in the right hand side of the perturbation formula. Using a matrix discretization
we approximate A(g) and using Monte Carlo we approximate the weighted integral. We
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derive the cost of the algorithm and show that it has optimal information complexity only
when d < 2. Proving the optimality of this algorithm for d > 2 is an open question at this
time.

In summary, denoting by n(e) and comp(e) the information complexity and the problem
complexity, for deterministic algorithms we have

O™,
Q(ce™) = comp(e) = O(ce™ @+ %loge™),
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while for randomized algorithms we have

Q(g—Qd/(d—ﬂ)) — n(s) _ O(S_max(2/3’d/2)),
9(872d/(d+2)) — COIIlp(&) — O(C gfmax(2/3,d/2) + gfd log 871),

where the asymptotic constants depend on d, and ¢ denotes the cost of one function eval-
uation. It is worth pointing out that even if one is able to obtain matching information
complexity bounds for any d, the combinatorial cost (i.e., the number of operations exclud-
ing function evaluations) of the randomized algorithm is still exponential in d, because we
have to solve a matrix eigenvalue problem and the size of the matrix is exponential in d.

For quantum algorithms, we treat algorithms using bit queries and power queries sep-
arately. For quantum algorithms with bit queries we use the perturbation formula above
to reduce the problem to integration. We obtain lower bounds for the query complexity of
integration, which yield lower bounds for the query complexity of the eigenvalue problem.
We see that we can modify the classical randomized algorithm we discussed above, to obtain
a hybrid algorithm, i.e., an algorithm with classical and quantum parts. The only differ-
ence with the randomized algorithm is that, instead of using Monte Carlo, we approximate
the weighted integral in the perturbation formula by a quantum algorithm. The quantum
algorithm that approximates the integral is due to Novak [20)].

We show that the number of queries plus the number of classical function evaluations of
the hybrid algorithm matches the query complexity lower bound only when d = 1. Then
q € C*([0,1]), while for ¢ € C?([0, 1]) the same result has been shown in [21]. When d > 1 we
only show that the algorithm has information cost and uses a number of classical function
evaluations that is exponential in d. The cost of approximating ¢ by ¢ with error ¢ is
dominant in the worst case. As we already indicated, even if we are able to show matching
upper and lower bounds for the query complexity that are also proportional to the classical
information cost when d > 1, the number of classical operations required by the algorithm
is still exponential in d, due to the cost of the matrix eigenvalue problem.

However, there is a different quantum algorithm (without any classical parts) that uses
bit queries whose cost is not exponential in d. Indeed, we can use phase estimation to solve
the problem. Phase estimation typically uses power queries [1, 19] but we can approximate
the power queries using a number of bit queries that is polynomial in €', where the degree
of the polynomial is independent of d. Denoting the query complexity by n¥(g) we show
that for bit queries

Q(g_d/(d+1)) — nquery(g) _ 0(5—6 log2 5—1)’



where the asymptotic constants depend on d. Moreover the algorithm uses a number of
quantum operations, excluding the queries, that is proportional to

de Slog*e™1,

a number of qubits proportional to

dloge!,
and the algorithm succeeds with probability at least %. We remark that due to the results
of [30] the number of qubits is optimal mudulo multiplicative constants.

Phase estimation with power queries has a considerable advantage since
n(g) = O(loge ™),

where the asymptotic constant is an absolute constant, and the lower bound follows using
the results of [5, 6]. The number of quantum operations, excluding queries, is proportional

to

log?e™!,

the number of qubits is proportional to
dloge™"

and thereby optimal, while the algorithm succeeds with probability at least %.

2 Problem Definition

Let I; = [0,1]% and consider the class of functions

9q
Q={a: 12— 0,11 0. Dyai= 5% € Ol sl < 1. ol < 1.
J
where || - || denotes the supremum norm. For ¢ € Q, define L, := —A + ¢, where A =
Z?Zl 9?/0x7 is the Laplacian, and consider the eigenvalue problem
Lyu = Au, z € (0,1)% (1)
u(x) =0, z € 01,. (2)

In the variational form, the smallest eigenvalue A = A\(q) of (1, 2) is given by

. f]d Z;l:l[Dju(x)]? +q(x)u’(z) dx
Ala) = oéilgllig fld u?(x)dx

(3)

We will study the complexity of classical and quantum algorithms approximating A(q)
with error e. We will show asymptotic bounds for the error of the algorithms and the
problem complexity, assuming that d is fixed. Henceforth, all asymptotic constants in the
error estimates, the complexity estimates and the cost of algorithms are either absolute
constants or depend on d. Often we will be addressing these constants. In some cases their
nature will be evident from the properties of the algorithm under consideration, but in all
cases, especially when the constants are omitted from the discussion, the reader may assume
they depend only on d for simplicity.



2.1 Preliminary Analysis

The properties of the eigenvalues and eigenvectors of problems such as (1, 2) (defined on a
rectangular domain) are discussed extensively in [23] where it is shown that the eigenfunc-
tions are continuous and they have continuous partial derivatives of the first order, including
the boundary of 1.

The operator L, is symmetric and its eigenvalues and eigenvectors are real. The eigen-
values are positive, they can be indexed in nondecreasing order

and the sequence of eigenvalues tends to infinity. We denote the corresponding eigenvectors
by ugr, k=1,2,....

The smallest eigenvalue A\(q) = Ai(¢) is simple, the corresponding eigenspace has di-
mension one, and the eigenvector, u, = u4 1, is uniquely determined up to the sign. It is
convenient to assume that the wu,; are normalized, i.e.,

1/2
ltgullza = (/ ug,k<x>dx) _1 k=12...
d

Thus they form a complete orthonormal system in Lo(I4). Then (3) becomes

UGH&, Hu||L2

Moy = i [ S D) + gt do

- / > (Djug)(x) + q(w)ul(x) de. (4)

Lo 53

For additional details concerning the properties of eigenvalues and eigenfunctions of el-
liptic operators as well as numerical methods approximating them, see [2, 11, 12, 13] and
the references therein.

For a constant function ¢ = ¢ we know that

d
A(C) = dﬂ-2 + C, and uc(xh o ,I'd) = 2d/2 H Sin(’ﬂ'{['j).

j=1

It is also known that the eigenvalues of L, are nondecreasing functions of ¢ [11, 23], i.e.,
q(r) < q(z), for all z € [0,1]¢, implies that A\y(q) < \(q), for all k = 1,2,.... Thus, using
(4) for the class Q we get

dr? = X0) < Mg) <dr®+1, qeQ.

For d > 1, the eigenvalues of L, are, generally, not all simple. However, as in the case d = 1,
the smallest eigenvalue \(q) is simple and is well separated from the remaining eigenvalues.
This is because of the nondecreasing property of the eigenvalues of IL,, with respect to ¢, and



the fact that the second smallest eigenvalue of Ly is equal to Ao(0) = (d + 3)w2. Therefore,
using A(q) < dr? + 1, we obtain

Me(@) = Mq) > Xalq) = MNq) > 37 =1, k>3, ¢q€Q. (5)

We will use this fact to establish an estimate for the smallest eigenvalue by considering a
perturbation of q.
For any two functions ¢, ¢ € Q we have

M@ =A@ < - dlle (6)
lag —tglzs < O (llg - allo). (7)
Mg) = Mo+ / (g(x) — q(x)) 2(x) dz + O (g — ql%.) ®)

Equations (6) and (8) are derived as in [21]. They follow from elementary arguments and
(7). For the convenience of the reader we point out that it is easy to show that

Ag) < A() +/I (a(z) — q(x))ug(z) dz +/I (a(z) — q(2)) (ug(z) — ug(@)) da,

and similarly

A@) < M) + / (@(@) - (@) (z) da.

Iq

These inequalities imply (6), and using them with (7) we obtain (8). Moreover,
| (ate) = ) ie) = wita)) de = 0.
d

We prove equation (7) using an approach similar to that in [29], which is based on the
separation between \y(q) and A(q). It is a different proof from the one used in [21].

Indeed, let ¢ and g be two functions from the class Q and consider L, and L;. Let A\x(q),
ug i and Ag(q), ugk, be the eigenvalues and the normalized eigenvectors, k = 1,2..., of L,
and Lg, respectively. Then

Laug — Mq)uq = Lyug + (7 — q)ug — Aq)uy,
which implies that
ILgug — Ma)ugllr, = 11(q — @)ugllr, < 17— glloo-

Since the eigenvectors of L; form a complete orthonormal system in Lo(I) we have

o0 o0
u, = Zakuc}k, with |Jul|7, = Zai =1, ar € R, and
k=1 k=1
o0
Lquq = Zak/\k(cj)uq’k.
k=1



Thus

lg—alZ > D arlM(@) — M) ugx ) =Zai|xk<q>—A<q>|2
> Y @M@ - Mg = (37 = 1)) ap = (37° — 1)*(1 —a}),

where the last inequality is due to the lower bound (5). Thus
ai 21— (37" = 1)7[lg — q%. (9)

Observe that the inequality above implies that a? > 0.99. Without loss of generality we
assume that the sign of u, has been chosen such that a; > 0 and then

a1 > /1 — (372 — 1)-2||q — q[|%.

Also

g —ugllz, = (1—a)®+) a (10)
k=2

(1—a)?*+1—a?=2(1-ay)

< 2 1= VT=G2 - 17— alZ]

< @B =1)7ll¢—al%. (11)
where the last inequality is due to the fact that (372 —1)72||¢ — q||%, € (0, 1), and this proves

(7).
As a final remark, we observe that the same analysis that led to (9) can be used to
establish that A(q) is indeed a simple eigenvalue for any ¢ € Q. Clearly A(0) is simple.

Using (9) with ¢ = 0, we obtain that the square of the projection of ug onto u, is bounded

2
from below, i.e., that {fld up(x)ug () dx} > 1/2. If A(q) were not simple and the eigenspace

corresponding to it had dimension greater than one, there would be at least two orthogonal
eigenfunctions wu,; and u, 2 (both corresponding to A(¢g)). Then each of the projections of u,,
and wu, 2 on on vy satisfies the preceding inequality (since A(0) is simple.) Thus, expanding
ug using the eigenfunctions of L, would lead us to conclude that ||ugl|/z, > 1, a contradiction
since we have assumed ug is a normalized eigenfunction..

3 Classical Algorithms

Let us now discuss the type of classical algorithms we consider and define how we measure
their error and cost. These algorithms can be either deterministic or randomized. They use
mformatlon about the functions ¢ from Q by computing ¢(¢;) for some discretization points

€ [0,1]%. Here, i = 1,2,...,n,, for some n,, and the points ¢; can be adaptively chosen,
i.e., t; can be a function

ti = ti(ti,q(t), .- tim1, q(tizn)),



of the previously computed function values and points for ¢ > 2. The number n, can also be
adaptively chosen, see, e.g., [24] for details.
A classical deterministic algorithm produces an approximation

¢(Q> - ¢(Q(t1)7 SR 7q<tnq))

to the smallest eigenvalue A\(q) based on finitely many values of ¢ computed at deterministic
points. Let n = sup,qn, We assume that n < oo. The worst case error of such a
deterministic algorithm ¢ is given by

e (p,n) = sup IMq) — o(q)]- (12)

A classical randomized algorithm produces an approximation to A(g) based on finitely
many evaluations of ¢ computed at random points, and is of the form

0u(q) = Pu(q(tiw), - q(tn,ow)),

where ¢, t;,, and n,, are random variables. We assume that the mappings

w o tiw = it ¢(tiw)s - ticiw, ¢(tic1w)),
W o Gy,

are measurable. Let n, = E(n,,) be the expected number of values of the function ¢ with
respect to w . As before, we assume that n = sup,qn, < co. The randomized error of
such a randomized algorithm ¢ is given by

6ran(§b, n) = 228 (EP\(Q) - ¢w(Q)]2)

1/2

(13)

We denote the minimal number of function values needed to compute an e-approximation
of the Sturm-Liouville eigenvalue problem in the worst case and randomized settings by

n"(e) = min{n: 3 ¢ such that e (¢,n) < e} and
n™(e) = min{n: 3 ¢ such that e (p,n) < e},

respectively. We refer to n"*"(¢) and n'®"(¢) as the worst case and the randomized case
information complexity, respectively.

We also consider the cost of combining the function evaluations. For a function ¢ € Q,
let m, be the number of arithmetic operations used by an algorithm in order to combine n,
function values and obtain the final result. Then the worst case cost of an algorithm ¢ is
defined as

cost™(¢) = sup (cng +mg) ,
q€Q

where ¢ denotes the cost of an evaluation of ¢q. The worst case complexity comp™®(e) is
defined as the minimal cost of an algorithm whose worst case error is at most ¢,

comp™(g) = min { cost™ (¢) : ¢ such that " (p,n) < e}.
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Obviously, comp™ () > cn"(e).
The cost of a randomized algorithm ¢ using n = sup,cq E(ny.) < 0o randomized function
evaluations is defined as
cost™(¢) = sup (E (cngw + m(w)Q)l/2
q€Q

)

where my,, is the number of arithmetic operations used by the algorithm for a function ¢
from Q and a random variable w. The randomized complexity

comp™(g) = min { cost™(4) : ¢ such that e™(o,n) < e},

is the minimal cost of an algorithm whose randomized error is at most €. Obviously,
comp™(g) > cn"™(¢g).

3.1 Deterministic Algorithms

In this section we derive lower and upper bounds for the error and the complexity of deter-
ministic algorithms in the worst case. We begin with the lower bounds. Our derivation is
based on the proof in [21] which deals with the case d = 1. Let ¢ = 1/2 and consider ¢ € Q
such that ||¢ —1/2|| < c. Then uy/s is known and (8) becomes

1
)\(q):dw2+§+2d/

d
(q(ml, ceyTg) — %) H sin®(7x;) dxy ... dzg + 6, (14)
Iy ey
where |§| = O(c?). Recall that 6 < 0 because the first three terms in the right hand side of
the equation overestimate A(q) due to (4). Functions that differ by a constant satisfy the
above equation with the same value of §. Assume that ¢ > 0 is sufficiently small so that
c+ 0] < 1/2.

We will reduce the eigenvalue problem to the multivariate integration problem and use
the well known [24] lower bounds for integration to establish a lower bound for the eigenvalue
problem.

Consider the class of functions

Fo={f:1a—=R|f.D;f € C(La),IDifloc <1, j=1,....d, [ flw<c}.  (15)

and the approximation of weighted integrals of the form

d
S(f) = f(:cl,...,xd)HsiHQ(wxj)dxl...dxd. (16)

J=1

The worst case error of any deterministic algorithm approximating such integrals using n
points in I, is Q(n~Y/4), where the asymptotic constant depends on d. Here we assume that
n is large enough so that ¢ > n~'/4. This lower bound is known [24] for integration without
weights but the same proofs carry over to this case.



Take an f € F,. and set ¢ = f 4+ 1/2. Then ¢ belongs to Q. The functions ¢ £ ¢ also
belong to the class Q because ¢+ |6 < 1/2. Let ¢ = ¢ — d. Then

A§) = dn® + % +27S(f).

Let X(cj) be an algorithm approximating A(¢) using n function evaluations of ¢ at determin-
istic points. Then

~

o) =2 3@ - ar* - 3 (1

is an algorithm approximating the weighted integral S(f) with error

S(f) = () =27IMG) = A@)I-
In the worst case with respect to f this quantity is Q(n=/9).

A

Hence, the error of any deterministic algorithm A that approximates A(q), for ¢ € Q,
using n evaluations of ¢ is bounded from below as follows

"' (A, n) = sup |A(q) — Mq)| = Q(n~"/%),
q€Q

where the asymptotic constant depends on d. Therefore, the worst case information com-
plexity n"°() is bounded from below by a quantity proportional to £~

Let us now consider upper bounds for the problem complexity. We discretize L, at the
points (i1h,...,igh), i; = 1,...,m, j = 1,...,d, where h = (m + 1)~!, and we obtain an
m? x m¢ matrix My (q) = —Ay + Bp(q), where —A, is the m? x m¢ matrix resulting from
the (2d+ 1)-point finite difference discretization of the Laplacian [12, 13]. The matrix Bp(q)
is diagonal containing evaluations of ¢ at all the discretization points. The matrix M}(q)
is sparse, symmetric positive definite, and its smallest eigenvalue approximates the smallest

eigenvalue of L, with error O(h) [26, 27], i.e.,
IA@) = AM(Mi(9))] = O(h).

For example when d = 2 we have

T, —1I b1
-1 T, -1 ..
—A, =h2 and  By(q) = bij )
-1 T, -1 :
-1 Th bmm
where [ is the m x m identity matrix, b;; = q(ih, jh), i,7 = 1,...,m, and T}, is the m x m
matrix given by
4 —1
-1 4 -1
T, = )
-1 4 -1
-1 4

10



see [12, p. 270] for more details.

The matrix —A, has been extensively studied in the literature; see [12, 13] and the
references therein. Its eigenvalues and eigenvectors are known. The smallest eigenvalue of
M,(0) = —Ay, is A(M,(0)) = 4dh=2sin®(wh/2) = dr?(1+0O(h?)). Moreover, the eigenvectors
of My(0) are tensor products of the eigenvectors of the corresponding matrix in the one-
dimensional case d = 1. This is also trivially true for the eigenvectors of M}(c), where ¢ is
any constant. Using results concerning the eigenvalues of perturbed symmetric matrices [29]
we have that the smallest eigenvalue A\(M;(q)) of My(q) satisfies

[A(M(0)) = A(Ma(q))| < 1.

Moreover, the eigenvalues \y (M (q)), k = 1...,m? (indexed in non-decreasing order) satisfy
an equation similar to (5), namely,

Ae(Mu(q)) = MM (q)) = Xo(Mi(q) — M(Mn(q)) > 37° =2, k>3,¢eQ.  (18)

The inequalities follow from results concerning the eigenvalues of the sum of two symmetric
matrices [29, p. 101], and the separation of the eigenvalues of the matrix M (0) = —A,.

We can approximate the smallest eigenvalue of M), (q) with error h using the bisection
method [12, p. 228] in O(logm) steps. Each step takes a number of arithmetic opera-
tions proportional to the number of non-zero elements in Mj(q), which is O(m?), with the
asymptotic constant depending on d. Hence, the total cost of approximating A\(M,,(q)) is
O(m?logm), and the asymptotic constant depends on d.

Setting m + 1 = 7!, we obtain an algorithm that approximates A(q) by the smallest
eigenvalue of the matrix A\(M.(q)). This algorithm has error O(¢) and uses £~ evaluations
of ¢, and O(e~%loge™!) arithmetic operations.

Combining the lower bound for n“°"(¢) from the first part of this section with the cost
of the algorithm above we obtain the following theorem.

Theorem 3.1.
n"r(e) =0, Qce ) =comp™(c) = O(ce @+ e %loge™),
where the asymptotic constants depend on d.

We conclude this section by remarking that we can extend these results about n"°*(¢) to
the case where ¢ has continuous and bounded partial derivatives up to order r. The same
approach yields that n"'(¢) = ©(c~%"). So we have a delayed curse of dimension.

3.2 Randomized Algorithms

We first prove lower bounds for n™" () just as we proved lower bounds for n¥°*(g). We reduce
the problem to multivariate integration and use the known randomized information complex-
ity lower bounds for integration. Recall the perturbation formula (14), the definition (15) of
the class F. and the weighted integration problem (16).

Assuming that n is sufficiently large so that ¢ > n~(@*+2/24) e know [24] that the error
of any randomized algorithm that approximates the weighted integral S(f) using n function
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evaluations at randomly chosen points is bounded from below by a quantity proportional to
n~(@+2)/d) (As we already mentioned, this is known for integrals without weights but the
same proofs carry over to this case.)

For fe F.,setq=f+1/2€ Qand §=¢q— 6 € Q; see (14). Let A\, be any randomized
algorithm that uses n function evaluations to approximate A(§). Then ¢, (f), defined by
replacing A\ with )\, in (17), is a randomized algorithm approximating S(f), and its error is

{EIS(f) = 6u (NP} = 27 {E\(a) — Ma)2}"”.

Taking the worst case with respect to f we see that this quantity is Q(n_(d+2)/ (2d)).
Therefore for any randomized algorithm A that approximates A(q), for ¢ € Q, using n
function evaluations of ¢ at randomly chosen points, we have

eran(;\7 n) _ gz(n—(d-l-2)/(2d))7

which implies that n™"(g) = Q(=24/(@+2)) where the asymptotic constant depends on d.

We now derive upper bounds for comp™" by constructing an algorithm. First we take
(n + 1)¢ samples of ¢ on a grid of equally spaced points (iy/n,...,iq/n), i; = 0,...,n,
7 = 1,...,d. Using these points we construct a piecewise polynomlal q by mterpolatlon
For 1nstance, ¢ can be a natural spline. Then ||§ — ¢|lcc = O(n™!). Setting ¢ = ¢+ O(n™1)
we have that ¢ > 0 and |7 — ¢||ec = O(n™!). Clearly, given the evaluations of ¢, ¢ can be
constructed with O(n?) arithmetic operations.

The perturbation formula (8) for ¢ and ¢ becomes

M@=M®+[@mw@@ma@m+om2» (19)

We will approximate A(g) by an algorithm that

1. computes 5\((7) that approximates A\(q) by discretizing IL; and solving a matrix eigen-
value problem,

2. replaces ug in the integral above by an approximate eigenfunction g, and
3. approximates the resulting integral by Monte Carlo.
Therefore, (19) becomes
Ma) = A(g)+/j (q(z) — q(2)) az(x) dx+/[ (a(z) — (@) (ug(z) — ag(z)) dz + O(n™?), (20)
d d

and the algorithm approximates the first two terms in the right hand side of this expression.
In particular, the algorithm is given by

)\( = 5\ Z ZW)) {é(ti,w)? (21)

wl»—t
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where t1, ..., 1, are independent random numbers that follow the uniform distribution in
I;. Then the expected error of this algorithm satisfies

[ER ) - 3@} < M@ - A@)

k 2 1/2
+ {E[ ] fate) ~ o)) o) de = 3ati) — at00.)) ) }

Iq
+||lug — tgllz, O(n™") + O(n™?) (22)

Let us now discuss the individual steps of the algorithm and the resulting errors. We
discretize the operator L; on a grid with mesh size h = (m + 1)7!, exactly as we did in the
previous section. The smallest eigenvalue A\(M}(g)) of the resulting matrix approximates
A(q) with error

IA@) — MMa(q))| = O(h), (23)
see [27]. We approximate A(Mj, (7)) by A(Mj(7)) with error

~

IA(M(q)) = AM(Mn(q))| < b, (24)

which we obtain using the bisection method with cost proportional to m?logm times a
constant that depends on d. In (21), we set A(q) := A(M,(q))-

We now show how to construct the approximate eigenfunction 5 required for the second
step of our algorithm. Let z = z(M,(q)) be the eigenvector of M(G) that corresponds to
A(Mp(q)). We assume that z is normalized so that

d

m 1/2
et = () =1

k=1

Given S\(Mh((j)), we compute an approximation of z using an inverse iteration with the
matrix

Mi(q) = A(Mn(q)) 1.

We can compute the determinant of this matrix with cost proportional to m¢. If the matrix
is singular, we can perturb A(M(q)) by h to obtain a nonsingular matrix. The initial
vector in inverse iteration is zp, the eigenvector of M}(0) that corresponds to its smallest
eigenvalue. Observe that the separation of eigenvalues of M;(q) as expressed by (18) and
arguments similar to those that led to (9) and which can be found in [29, p. 172], yield that
(282)? > 1—||q]|2,/ (372 —2)%. Since the projection of the initial vector onto the eigenvector of
interest is sufficiently large, with O(logm) inverse iteration steps we obtain an approximate
eigenvector z, with |||l = 1, such that

12 = 2]l = O(h).

The total cost to obtain 2 is O(m<logm).

The Rayleigh quotient
2T My (q)2
Hh =~z
1212
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also approximates A(My(q)) with error O(h). Using Z we construct the approximate eigen-
function 4; of L; by a method suggested by Courant [10] and used in [27]. In particular, we
subdivide I into simplices whose vertices are the grid points. Then we construct a piecewise
linear function on each simplex that is zero on the boundary of I; and interpolates the values
of 2 at the grid points; see [27] for the details. We denote the interpolating function by .
The cost for constructing i, is O(m?).

Consider now the Rayleigh quotient

D> tg(x))* + q(z)uz(x) do

el )
for the function ;. From [27] we know that
M) < p < p 4 O(h).
Since |up, — A(Myr(q))| = O(h), the equation above and (23) imply that
= A@)] = O(h). (26)

We set g := tg/||tg|| 1, with cost O(m?). Let us now estimate |ju; — i4l|,. Consider the
eigenvalues \(g) and eigenvectors ugk, k = 1,..., of L. Then we have 45 = Y ;o aptgs,
where Y1 ai = 1. Thus from (25) we obtain

Equivalently,
0= 3" at(a) — = S adna) — i — i~ M)
k=1
Using (5) and (26) and the fact that A\(q) = A\1(g) we obtain
ailp — MNq)] > (37* — 2 i (37% —2)(1 —a?),
=2

and using (26) again, we find that
1—af = O(h).

Hence,
[ug — tigll7, = O(h). (27)

The proof of the last equation is the same as the proof we used to derive (11) from equa-
tion (9).
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Recall that the algorithm (21) uses Monte Carlo to approximate the first integral in (20).
It is well known that Monte Carlo (MC) with & function evaluations has error bounded from
above by the L, norm of the integrand times k~'/2, i.e., the MC error does not exceed

ng1/2 (28)

Combining (22) with (23), (24), (27), (28) we obtain that the expected error of the algorithm
A(q), described in (21), is bounded from above by a quantity proportional to

m™ T kT2 i (29)

The cost of this algorithm is equal to n¢ evaluations of ¢ at deterministic points, plus k
evaluations 1nv01v1ng q (i.e., evaluations of (¢—q)u ) plus a number of arithmetic operations
proportional to n¢ + m4 logm + k times a constant that depends on d.

Taking m~! = ¢ and observing that we can take & = n¢ without changing the order of
magnitude of the cost of the algorithm, expression (29) becomes

R N (30)

The number of evaluations of ¢ is proportional to n¢ and the number of arithmetic operations
is proportional to n¢ + e %loge~! times a constant that depends on d.

The cost of approximating ¢ by ¢ is proportional to n. It is worth noting that this is
the dominant part of the algorithm cost. Indeed, even though we can approximate the first
integral of (21) with high accuracy using Monte Carlo with O(n?) function evaluations, the
advantages of this approximation are lost when n~(@*2/2 = O(n=2) since the eigenvalue error
depends on O(n™?) as seen in (30).

Therefore when d < 2, we get error of order £ with e~2%(4+2) function evaluations, while
for d > 2 we get error of order £ with e~%?2 function evaluations. In both cases the number
of arithmetic operations is proportional to e %log ™! times a constant that depends on d.

We summarize the results of this section in the following theorem.

Theorem 3.2.
Q(E_2d/(d+2)) _ nran(€> O( — max(2/3, d/2))7
9(872d/(d+2)) _ Compran(g) O( —max(2/3,d/2) + gfd IOg 871>,

where the asymptotic constants depend on d.

When d > 2 we do not have matching upper and lower bounds for n""(¢) and improving
the upper bound is an open problem at this time. One possibility would be to use a pertur-
bation formula of higher order of accuracy. On the other hand, we see that if we consider
functions that have continuous and bounded mixed partial derivatives up to order r then
our approach yields that

9(572d/(2r+d)) _ nran(g) _ 0(87 max(2d/(2r+d),d/(2r))>,
which extends the range of values of d to 1 < d < 2r for which we do have matching upper
and lower bounds.
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4 Quantum Algorithms

A quantum algorithm applies a sequence of unitary transformations to an initial state, and
the final state is measured. See [3, 8, 15, 19] for the details of the quantum model of
computation. We briefly summarize this model to the extent necessary for this paper.

The initial state [1)y) is a unit vector of the v-fold tensor product Hilbert space H, =
C? ® --- ® C?, for some appropriately chosen integer v, where C? is the two dimensional
space of complex numbers. The dimension of H, is 2¥. The number v denotes the number
of qubits used in quantum computation.

The final state [¢) is also a unit vector of H, and is obtained from the initial state |t)
by applying a number of unitary 2" x 2” matrices, i.e.,

V) = UrQyUr_1Qy - - - U1Qy Up|tbo). (31)
Here, Uy, Uy, ..., Ur are unitary matrices that do not depend on the input function ¢q. The
unitary matrix Qy with Y = [q(¢1), ..., q(t,)] is called a quantum query and depends on n

(with n < 2")) function evaluations of ¢ computed at some non-adaptive points t; € I;. The
quantum query )y is the only source of information about ¢. The integer T' denotes the
number of quantum queries we choose to use.

At the end of the quantum algorithm, a measurement is applied to its final state |¢)). The
measurement produces one of M outcomes, where M < 2”. Outcome j € {0,1,..., M — 1}
occurs with probability py (7), which depends on j and the input Y. Knowing the outcome j,
we compute an approximation Ay (7) of the smallest eigenvalue on a classical computer.

We now define the error in the quantum setting. In this setting, we want to approximate
the smallest eigenvalue A(q) with a probability p > % For simplicity, we take p = % in the rest
of this section. As is common for quantum algorithms, we can achieve an s-approximation
with probability arbitrarily close to 1 by repeating the original quantum algorithm, and by
taking the median as the final approximation.

The local error of the quantum algorithm with 7" queries that computes j\y(j) for the
function ¢ € Q and the outcome j € {0,1,..., M — 1} is defined by

e(Ay,T) = min { a: > vl =2 }
i M@)=Av () < a

This can be equivalently rewritten as

e(Ay,T) = min max|A(q) — Av(j)
AiM(A)Z% jeA

Y

where A C {0,1,..., M — 1} and pu(A) =3, pyv(5).
The worst probabilistic error of a quantum algorithm A with T queries for the Sturm-
Liouville eigenvalue problem is defined by

eduant () — sup{e(;\y,T): Y =[q(t1),...,q(tn)], ti€[0,1]% for ¢€Q } (32)
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We define the query complexity n1"(e) of a quantum algorithm by
ndY () = min{ T : 3 X such that e™**(\,T) < ¢ }. (33)

Moreover, since we will be dealing with two types of queries, bit queries and power queries,
we will be using the notation nP*=94 (g) and nPover-auery (g, respectively, to label the query
complexity by the type of queries used.

In principle, quantum algorithms may have many measurements applied between se-
quences of unitary transformations of the form presented above. However, any algorithm
with many measurements and a total of T" quantum queries can be simulated by a quantum
algorithm with only one measurement at the end, for details see e.g., [15].

Classical algorithms in floating or fixed point arithmetic can also be written in the form
of (31). Indeed, all classical bit operations can be simulated by quantum computations,
see e.g., [4]. Classically computed function values will correspond to bit queries, which we
discuss in the next section.

We formally use the real number model of computation [25]. Since our eigenvalue problem
is well conditioned and properly normalized, we obtain practically the same results in floating
or fixed point arithmetic. More precisely, it is enough to use O(log e7!) mantissa bits, and
the cost of bit operations in floating or fixed point arithmetic is of the same order as the
cost in the real number model multiplied by a power of log 71

Hybrid algorithms, which are combinations of classical and quantum algorithms, can be
viewed as finite sequences of algorithms of the form (31) and can be expressed as one quantum
algorithm of the form (31), see [15, 16]. Consequently, when proving lower bounds it suffices
to consider only algorithms of the form (31). For upper bounds it is sometimes convenient to
distinguish between classical and quantum computations and charge their costs differently.
The cost of classical computations is defined in the previous section. The cost of quantum
computations is defined as the sum of the number of quantum queries multiplied by the cost
of a query, plus the number of quantum operations other than queries. It is also important
to indicate how many qubits are used by the quantum algorithm.

4.1 Bit Queries

Quantum queries are important in the complexity analysis of quantum algorithms. A quan-
tum query corresponds to a function evaluation in classical computation. By analogy with
the complexity analysis of classical algorithms, we analyze the cost of quantum algorithms in
terms of the number of quantum queries that are necessary to compute an e-approximation
with probability %. Clearly, this number is a lower bound on the quantum complexity, which
is defined as the minimal total cost of a quantum algorithm that solves the problem.

Different quantum queries have been studied in the literature. Probably the most com-
monly studied query is the bit query as used in Grover’s search algorithm [14]. For a Boolean
function f: {0,1,...,2™ — 1} — {0, 1}, the bit query is defined by

Qsli) k) = i)k @ £(5))-

Here v = m + 1, |j) € H,,, and |k) € H; with @ denoting addition modulo 2. For real
functions ¢ the bit query is constructed by taking the most significant bits of the function
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evaluated at some points ¢;. More precisely, as in [15], the bit query for the function ¢ has
the form

Qql7) k) = 17}k ® B(a(7(4))));

where the number of qubits is now v = m/ + m” and |j) € H,, |k) € H,» with some
functions 3 : [0,1] — {0,1,...,2™" —1} and 7 : {0,1,...,2™ — 1} — I, and @ denotes
addition modulo 2™". Hence, we compute ¢ at t; = 7(j) € I; and then take the m” most
significant bits of ¢(t;) by B(q(t;)), for details and a possible use of ancilla qubits see again
[15].

The quantum amplitude amplification algorithm of Brassard et al. [7] computes the mean
of a Boolean function defined on the set of N elements with accuracy € and probability % using
of order min{N, 7'} bit queries. Modulo multiplicative factors, it is an optimal algorithm,
in terms of the number of bit queries.

This algorithm can be also used to approximate the mean of a real function f : I; — R
with |f(x)] < M, x € I, see [15, 20]. More precisely, if we want to approximate

Sx(f) = 5 2 ()

for some z; € I; and N, then the amplitude amplification algorithm QS (f) approximates
Sn(f) such that
ISv(f) — QSN (f)] < e with probability 3 (34)

using of order min(N, Me™') bit queries, min(N, Me™!) log N quantum operations, and
log N qubits.

We begin by showing a lower bound for the query complexity, nP*=9u¥ (), of the eigen-
value problem. We do this by first estimating the bit query complexity, nPit=aue (¢ INTR ),
of the weighted integration problem (16) in the class F,, as defined in (15), and then reducing
the eigenvalue problem to the integration problem.

From [20] we have

nbitfquery(gj INTFC) _ O(gfd/(dJrl)).

Consider now any quantum algorithm that solves the integration problem with error ¢ and
probability at least %, using k bit queries.

Let h(zy,...,2q) = aHj:1 hi(x;) for (x1,...,24) € Iz, where h;(z) = 2*(1 — z)?, z €
0,1], and h(xy,...,2q) = 0 for (z1,...,74) € R\ I;. Here, c is a constant such that h € Fi,
where F} is defined by (15) with ¢ = 1. For each j = 1,...,d and i = 0,...,n — 1, let
hi j(x) = hj(n(x —i/n)). Then the support of h;; is [i/n, (i + 1)/n].

We obtain n? functions on I;. Each function is defined by

d
«

hi1 ..... id(xlw"axd) = ﬁHth('x])a
j=1

and its support is the cube H?Zl[ij/n, (i; +1)/n],i; =0,...,n— 1.

18



For notational convenience we re-index these functions, in any desirable way, and denote
them by g, £ = 0,...,n¢ — 1 (i.e., go = hiyi,.) Thus ||gel|ec < n~! and assuming that
¢ > n~! we have g, € F.. Then

/gg(x)dx:n_d_l/h(x)da:, 0=0,...,n"—1.

14 14

Consider now any boolean function B : {0,1,...,n¢—1} — {0, 1} and define the function

fB(x) = 2_: B(O)g(x), =€l

Then fg € F, and
[, h(x)dx 1 il
ooy = PO LS gy
Iq

Thus, computing the Boolean mean is reduced to computing the integral of fz. From [18§]
we know that k < n? bit queries yield error (k') in the approximation of the Boolean
mean. Therefore, by setting k = 8n?, 3 € (0,1), we obtain that the error in approximating
the integral of fp is Q(n=(@*V). Hence, for error ¢ we need k = Q(e~%(@*+Y) bit queries.
Using the upper bound of [20] we obtain

nbitfquery<€7 INTFC) _ @(87d/(d+1)>'

This complexity bound remains valid if ¢ depends on € and ¢(¢) — 0, as € — 0, but not very
fast. Therefore, when c(e)e™ /(@) — oo as € — 0, the bit query complexity for integration
in the class Fy) is ©(e~¢/(@+D),

Now that we have the bit query complexity for integration, we reduce the eigenvalue prob-
lem to integration and obtain a lower bound for the bit query complexity of the eigenvalue
problem. This is done in exactly the same way as for classical deterministic and randomized
algorithms. In particular, using equation (14) we see that any algorithm approximating A\(q)
can be used to derive an algorithm that solves the integration problem S(f) defined in (16),
and f = ¢+ — 1/2 belongs to the class F, (15). We omit the details since we have already
presented this argument twice. Therefore, solving the eigenvalue problem with error € and
probability at least % implies that we can solve the integration problem with error O(e) and
probability at least %. Consequently the bit query complexity nPt=9ur¥ (g) of the eigenvalue
problem is at least as large as the bit query complexity of the integration problem. We have
proved the following theorem.

Theorem 4.1.
nbit—query<5) — Q(&.—d/(d—&—l))‘

To derive a quantum algorithm for the eigenvalue problem we can slightly modify the
randomized algorithm we presented previously. The third and last step of the randomized
algorithm approximates a weighted integral using Monte Carlo. The quantum algorithm will
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approximate that integral using the amplitude amplification algorithm [7]. In particular the
quantum algorithm approximates the first two terms on the right hand side of equation (20)
by

Ma) = @) + ¢((a — @)ag), (35)

where, just as before, ¢ approximates ¢ with error O(n=1), A(q) := MM, (q)), h = (m+1)"1,
while ¢((q — q’)ﬂg-) is the result of the amplitude amplification algorithm with 7" bit queries
as applied in [20] for the approximation of the integral of (¢ — )2 in (20).
Since (¢ — q)i2]| = O(n™"), with probability 3 the error of (35) is bounded from above
by
IM@) = M@+ O((nT) ™) + llug — dgll2,0(n ") + O(n™?),

where the second term is the error of the quantum algorithm ¢; see also (34). We have seen
that |A(7) — A(q)| = O(m™') and ||ug — igl| 1, = O(m~/2). This yields an error proportional
to

m™ 4+ (nT) 0 tm Y2 2

The algorithm uses n? evaluations of ¢ at deterministic points, plus a number of classical
operations proportional to n? + m?logm times a constant that depends on d. The algo-
rithm also uses T' bit queries involving ¢, plus of order log® T + d log m quantum operations,
excluding the cost of queries, for the details see [7, 19]. Note that log”> T operations are
sufficient for the quantum implementation of the Fourier transform used in the amplitude
amplification algorithm. The number of qubits is of order log T + d log m.

Setting m~! = €2 and T = O(n?), we get that the error of our algorithm is bounded from
above by a quantity proportional to

g2 =) 4ol 4 =2,

Note that when d > 2 we do not necessarily have to take as many as O(n?) queries, since
reducing the integration error does not reduce the upper bound of the algorithm error which
still depends on n~2. However, taking 7" = O(n?) does not change the order of magnitude
of the cost of the algorithm. The dominant component of the cost of the algorithm is the
n? classical function evaluations required for the approximation of ¢ by . Finally, setting
n = /2 yields error O(e).

Theorem 4.2. The eigenvalue problem can be solved with probability % and error O(g) by
the hybrid algorithm (35). This algorithm uses

42 classical function evaluations,

e &
o e 2loge™! (times a constant that depends on d) classical arithmetic operations,

=42 bit queries,

d?log? e~ (times a constant independent of d) quantum operations, excluding queries,
(mostly used for the quantum implementation of the Fourier transform,)

1

and a number of qubits proportional to d loge™
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We see that the number of bit queries used by this algorithm matches the bit query
complexity only when d = 1. Perhaps, as in the case of the randomized algorithm, we can
improve this situation and obtain matching upper and lower bounds for the number of bit
queries using a perturbation formula with higher order terms. This is an open question at
this time. Nevertheless, even if this question has a positive answer, the number of arithmetic
operations will remain exponential in d, and this is also true for the deterministic and
randomized algorithms we have seen, because all of them solve a matrix eigenvalue problem
and the size of the matrix is exponential in d.

We can solve the eigenvalue problem with cost (number of queries plus other operations)
that is not exponential in d using a quantum algorithm without any classical components.
The details of the algorithm will become apparent after we discuss, in the next section,
a quantum algorithm that solves the eigenvalue problem using a different type of queries,
called power queries. This algorithm is based on phase estimation [19], a quantum algorithm
approximating an eigenvalue of a Hermitian matrix, which solves the problem with O(loge™1)
power queries. Each of the power queries can be approximated by bit queries using the
Trotter formula [19] and phase kick-back [8]. The number of bit queries required for the
approximation of each power query is a polynomial in e~* and its degree is independent of d.
In particular, the degree of this polynomial only depends on the norm of the matrix whose
eigenvalue is sought, which is independent of d, and on the accuracy demand . We have
the following theorem whose proof we postpone to the next section.

Theorem 4.3. Phase estimation applied for the approximation of the smallest eigenvalue
of M.(q) achieves error O(e) with probability at least 3 using a number of bit queries
proportional to e~ %log?e~'. The initial state for phase estimation is the eigenvector of
M.(0) = —A. that corresponds to its smallest eigenvalue. The algorithm uses a number
of quantum operations, excluding bit queries, proportional to de %log*e and a number of

qubits proportional to dloge=t. Consequently,

nbitfquery<€) — O<€f6 10g2 871).

4.2 Power Queries

In this section, we consider power queries as they have been described in [21]. For some
problems, a quantum algorithm can be written in the form

W) = UpWeplUp_Wy_y - UyWiUp|tbg). (36)

Here Uy, . . ., Ur denote unitary matrices independent of the function g just as before, whereas
the unitary matrices W; are of the form controlled-W;, see [19, p. 178]. Then W, = Wi for
an n X n unitary matrix W that depends on the input of the computational problem, and
for some non-negative integers py,...,pr. Without loss of generality we assume that n is
a power of two. Let {|yx)} be orthonormalized eigenvectors of W, so that W|yx) = ax|yk)
with the corresponding eigenvalue oy, where |ag| = 1 and ap = ™ with )\, € [0,27) for
k=1,2,...,n. For the unit vectors |z,) = ay|0) + 3,|1) € C?, £ =1,2,...,r, the quantum
query WJ is defined as

W, la)aa) - [l = Jead]-- - [y} (aj|o> " ﬁjeipj*km) ) el (37)
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Hence, Wj is a 2¥ x 2" unitary matrix with v = r 4 log n. We stress that the exponent p;
only affects the power of the complex number .

W; is called a power query since it is derived from powers of W. Power queries have
been successfully used for a number of problems including the phase estimation problem, see
8, 19]. The phase estimation algorithm approximates an eigenvalue of a unitary operator W
using a good approximation [1] of the corresponding eigenvector as part of the initial state.
The powers of W are defined by p; = 2°=1. Therefore, phase estimation uses queries with
Wiy =W, Wy = W2 Wy = W2, ..., W,, = W2" . It is typically assumed, see 8], that
we do not explicitly know W but we are given quantum devices that perform controlled-W,
controlled-W?2, controlled-W?*, and so on.

For our eigenvalue problem, we discretize the operator L, on a grid with mesh size h, as
we did when we were discussing deterministic algorithms. We obtain an m? x m¢ matrix
M;(q), with h = (m + 1)71, that is symmetric positive definite. Then we define the matrix

W = exp (iyMy(q)) withi=+/—1 and a positive 7, (38)

which is unitary since Mj(q) is symmetric.

Using the powers of W we obtain the matrices ﬁ//] used in (36). Accordingly, we modify
the query definition in equation (31) by assuming, as in [19, Ch. 5], that for each j the ﬁ//j
is one quantum query. Hence for algorithms that can be expressed in the form (36), the
number of power queries is T, independently of the powers p;.

With the understanding that the number of queries T is defined differently in this section
than before the error e (X, T') of the algorithm (36) is given by (32). Similarly, the power
query complexity nPoVer—auey(g) is defined by (33).

We now exhibit a quantum algorithm with power queries that approximates \(q) with
error O(g). Consider W defined by (38) with v = 1/(2d), i.e.,

W = exp (z—ldiMh(q)> | (39)

The eigenvalues of W are e/ (Ma(@0)/(24) with \;(M,(g)) being the eigenvalues of the m? x m?
matrix Mp(q). Without loss of generality we assume that m is a power of two. These
eigenvalues can be written as e?™%i | where

v; = ¢i(Mn(q) = L/\j(Mh(Q))

Adm
are called phases. We are interested in estimating the smallest phase ¢;(M,), which belongs
to (0,1) since A\;(My,(q)) € [dn?, dn? + 1]. We denote the eigenvector of Mj,(q) and W that
corresponds to \;(My(q)) by z;(Mu(q)), with ||z;(My(q))|2 = 1, j = 1,...,m?, indexed in
non-decreasing order of eigenvalues.

Phase estimation, see [19, Section 5.2], is a quantum algorithm that approximates the
phase ¢ (M,). Clearly, to compute an e-approximation of A\ (M} (q)), it is enough to compute
an ¢/(4dm)-approximation of ¢;(Mpy(q)). The initial state of phase estimation algorithm is
|0)#%|2;), where b is related to the accuracy of the algorithm and will be determined later,
while |z1) = |21(Mp(q))). Tt is helpful to think of two registers holding the initial state. The
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top register is b qubits long and holds |0)®®, while the bottom register holds the eigenvector
|21).

Abrams and Lloyd [1] showed that phase estimation can still be used even if the eigen-
vector |z1) is replaced by a good approximation |¢)). More precisely, expanding [¢)) in the
basis of the eigenvectors |z;), the initial state takes the form

m—1
0)2° ) = [0)=" > dlan)-
k=0

The success probability of the algorithm depends on |d;|?, the square of the projection of [¢)
onto |z1).

Omitting the details, which are not important in the analysis here and can be found
in [1, 21], a measurement of the top register of the final state of phase estimation, with
probability at least

8
ﬁ|d1|27

will produce an index j € [0,2" — 1] such that

The cost of phase estimation is equal to b power queries, plus a number of operations propor-
tional to b? + dlog m, plus the cost for preparing the initial state [¢)). The number of qubits
used is b+dlog m. We remark that the O(b?) operations are for the quantum implementation
of the (inverse) Fourier transform used in phase estimation [19].

Taking into account that the matrix eigenvalue approximates A(q) with error O(h), where
h = (m+1)"!, we obtain that

4djm
-

4dm
<

< ? + O(h)

‘A(q)

Therefore, it suffices to set h = ¢ and b = loge™! to obtain error O(g) in the approxi-
mation of A(¢q). Under these conditions, the cost of the algorithm is equal to loge™' power
queries, plus a number of operations proportional to log® !, plus the cost of preparing the
initial state. Recall that we want to implement a good approximation |1) of |z1) leading to
success probability at least %.

Consider the eigenvector corresponding to the smallest eigenvalue when ¢ = 0. Denote
this eigenvector by |21 (M.(0))), M.(0) = —A.. Then |z;(M.(0))) = [2")®4 ie., |z (M.(0)))
is the tensor product of the eigenvectors of the e=! x ¢! matrix of the corresponding one-
dimensional problem (i.e., when d = 1) [12]. Each |z§1)) can be implemented using the
Fourier transform with a number of operations proportional to log? ™", see [19, p. 209] and
9, 28] for more details. Therefore, we can implement |z, (M.(0))) with cost proportional to
dlog?e.

Now consider any ¢ € Q. Since we know that the eigenvalues of M. (q) are well separated
(18), using |z1(M.-(0))) as an approximate eigenvector we find that the square of its projection
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onto z(M.(q)) satisfies [29, p. 173]

1

[ (M) AN 2 1~ gy

Define the initial state of phase estimation using

[¥) = [21(M(0)))

to obtain that |d;|* > 1 — (37% — 2)~2 which leads to a success probability

3 8 1
—ldi)PP>=(1-— | >
7T2’ 2 _7T2( (3%2—2)2) -

We have proved the following theorem.

=1 w

Theorem 4.4. The eigenvalue problem can be solved with error O(e), and probability at least
%, by discretizing L, and then approzimating the smallest eigenvalue of the resulting matriz
M.(q) by phase estimation that uses power queries. The initial state of phase estimation
uses the eigenvector of M.(0) = —A. that corresponds to its smallest eigenvalue. The cost
of the algorithm is proportional to

e log(e™!) power queries,
o log?c ' 4+ dloge™t quantum operations,

e dloge™! qubits.

Let us now turn to the query complexity nPV~4"¥(g). The previous theorem implies
that nPover—auery(g) = O(loge™!). Consider a function ¢ € Q such that q(xy,...,24) =
Z;l:lg(xj), where g € C*(]0,1]) is non-negative and ||g|lc <1 and ||¢']|cc < 1. Then [23, p.
113] the eigenvalue problem (1), (2) has a separable solution which is obtained by solving
the Sturm-Liouville eigenvalue problem

—y"(x) + g(x)y(x) = py(z), =€ (0,1)
y(0) = y(1) = 0.

Denoting the smallest eigenvalue of this problem by u(g) we have

Any algorithm that approximates A\(q) with error O(e) also approximates u(g) with error
O(e). Using the power query lower bound for the Sturm-Liouville eigenvalue problem [5, 6],
we conclude any quantum algorithm with power queries that approximates A(q) with error
O(e) must use Q(loge™') queries.

Combining the lower bound with the previous theorem leads to tight power query com-
plexity bounds.
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Theorem 4.5.
ppower—query (5) = @(log 8_1)-

We are now ready to prove the upper bound for the bit-query complexity of Theorem 4.3.
Proof of Theorem 4.3. We use phase estimation as in the proof of Theorem 4.4 but instead
of power queries we will use bit queries to approximate them. Recall equation (39), with
h = . The matrix M.(q) has size m? x m¢ with (m + 1)~! = . Its largest eigenvalue does
not exceed 4de? + 1 [12, p. 268]. Therefore, we have [|(2d) " *M.(q)|2 < (4de™2 +1)/(2d).
For 3 = 4de~?+1 we have [|(2d3) "' M.(q)||2 < 1. Recall that (2d3)"'M.(q) = —(2dB) A+
(2d3)~'B.(q). For notational convenience define A; = —(2d3) ' A, and Ay = (2d3) "' B.(q).
Then ||A1|]2 <1 and [|As||2 < 1.

Using the Trotter formula [19, p. 208] we have

Hei(Al—i-Az)/k — eiAl/keiAQ/kHZ < Ck_Qa

where ¢ is a constant, (see also [17, 22] and the references therein). From (39) we have
Wt = +428L for any [ € N

and therefore 5L
L (,iA1/k iAs/k kﬂLH PpL
HW (e e ) ) <c o (40)
In phase estimation we require the maximum power of W to be of order ¢!. Setting
L = O(e7') in the equation above, we have that 3L is of order 3. Thus for k proportional
to 3 log® e7!, the error in the approximation of the matrix exponential (40) is O(log™% ™).

From [8] we know that using bit queries and phase kick-back we can obtain ¢42/*, Hence,
to approximate the O(loge™!) power queries of phase estimation the algorithm we need a
total number of bit queries proportional to e %log? e,

Since the eigenvalues and eigenvectors of —A. are known, each of the e can be
implemented using the quantum Fourier transform with a number of quantum operations
proportional to d log?e~!. Thus the total number of quantum operations, excluding bit
queries, required to approximate all the power queries is proportional to de%log*e~!.

Using (40) to approximate the power queries only changes the success probability of
phase estimation [19, p. 195]. Since phase estimation uses of order loge™! power queries
and each is approximated with error O(log™?e™") the success probability may be reduced
by a quantity proportional to log~'e~!. Therefore for e sufficiently small, the probability

remains greater than or equal to %. [ |

iA1/k

We conclude by addressing the qubit complexity of our problem. By qubit complexity we
mean the minimum number of qubits required for a quantum algorithm to achieve error ¢.
We denote the qubit complexity by n9*(g). The qubit complexity is related to the classical
information complexity n"°*(g) by

n () = Q(log n™(¢)).
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This is shown in [30] and it holds regardless of the type of queries used. Since, nV'(g) =
Q(e79) we get

nI™it(e) = Q(loge™).

On the other hand, phase estimation solves the problem with error O(g) using a number

of qubits proportional to dloge~!. We have proved the following theorem.

Theorem 4.6.

5

nat(c) = O(loge™").
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