
Exact Cubature for a Class of Functions of

Maximum Effective Dimension

Shu Tezuka a and Anargyros Papageorgiou b

aFaculty of Mathematics, Kyushu University, 6-10-1 Hakozaki, Higashi-ku,
Fukuoka-shi, Fukuoka-ken, Japan 812-8581

bDepartment of Computer Science, Columbia University, New York, NY 10027

Abstract

We consider high dimensional integration in a broad class of functions where all
elements have maximum effective dimension. We show that there exists an exact
cubature with only two points. Therefore, not only the convergence but also the
worst case error of quasi-Monte Carlo need not depend on the effective dimension
at all.
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1 Introduction

About ten years ago the effective dimension was proposed in [1] as an indicator
of the difficulty of high dimensional integration. The purpose was to explain
the remarkable success of quasi-Monte Carlo (QMC) in approximating very
high dimensional integrals in finance [10,16]. The authors of [1] argued that
the integrands are of low effective dimension and that is why QMC is much
faster than Monte Carlo (MC).

Defining a notion such as the effective dimension is an attempt to model re-
ality [5]. A function, of d variables, that is equal to the sum of d functions of
a single variable is one dimensional in a sense. It turns out that the effective
dimension of this function is equal to 1 and, generally, QMC is quite success-
ful in approximating the integrals of functions of a single variable. On the
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other hand, it is known that QMC fails for certain functions that have high
effective dimension. Owen [7] has pointed out that low effective dimension is
not a sufficient condition for QMC integration to beat MC and additional as-
sumptions are required, such as smoothness. So, is low effective dimension a
necessary condition for QMC to beat MC or for high dimensional integration
to be tractable? 1 Is it necessary for the worst case error of QMC to depend
on the effective dimension?

The first question was only recently settled [17], as we will explain below.
Some earlier papers, e.g., [4,9,11,12], showed that multivariate integration is
tractable and that QMC converges fast for a number of classes of high dimen-
sional integrands. Nevertheless, the impact of the arguments in [1] was great,
a number of papers dealt with the relationship between the error of QMC and
the effective dimension, e.g. [3,19], and a number of researchers believed the
answer to the questions above was positive. For instance, the authors of [2,
p. 595] state they accept the assertion in [1] and, in their opinion also, the rea-
son for the success of QMC is the low effective dimension (in the superposition
sense) of the integrands. Recently, Tezuka [17] showed a class of functions of
d variables, all having maximum effective dimension equal to d, for which the
QMC convergence rate is n−1, where n is the number of function evaluations.
Hence, QMC can beat MC and high dimensional integration is tractable for
functions of high effective dimension.

In this companion paper we show that it is not only the convergence of QMC
that need not depend on the effective dimension but also its worst case error,
which can be zero for functions of maximum effective dimension. For any
d ≥ 1, we construct a broad class of functions (of d variables,) all having
maximum effective dimension equal to d, for which the integration problem
is solved exactly by a cubature with two points only. Hence, we have a QMC
algorithm, in the sense that it is the average of two function evaluations at
deterministic points, that has zero worst case error.

2 Background

We begin with the ANOVA (analysis of variance) decomposition of a function
of d variables. Consider a square integrable function f : [0, 1]d → R. Let
u ⊆ {1, 2, ..., d} be a subset of the coordinates of [0, 1]d, let ū = {1, 2, ..., d} −
u be its complement, and denote by |u| the cardinality of u. The ANOVA
decomposition of f (see, e.g. [6]) is defined by

f(x1, ..., xd) =
∑

u⊆{1,2,...,d}
αu(x1, ..., xd),

1 See [11] for the definition of tractability.
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where the sum is over all 2d subsets of coordinates of [0, 1]d. The terms
αu(x1, ..., xd) are defined recursively starting with

α∅(x1, ..., xd) := I(f) ≡
∫
[0,1]d

f(x1, ..., xd)dx1...dxd,

and for 0 < |u| < d

αu(x1, ..., xd) :=
∫
[0,1]d−|u|

f(x1, ..., xd)
∏
i∈ū

dxi −
∑

v⊂u,v �=u

αv(x1, ..., xd),

where the integral is with respect to the variables with indices in the comple-
ment of u, and the sum is over proper subsets of u. When u = {1, ..., d},

α{1,...,d}(x1, ..., xd) = f(x1, ..., xd) −
∑

v⊂{1,...,d}
αv(x1, ..., xd),

where the sum is over proper subsets of {1, . . . , d}. Each of the αu(x1, ..., xd)
is the effect of the subset {xi | i ∈ u} on f(x1, ..., xd) minus the effects of its
proper subsets {xi | i ∈ v} with v ⊂ u. The functions αu(x1, ..., xd) have the
following properties:

• Let i ∈ u. If we fix all the xj, j �= i, then

∫ 1

0
αu(x1, ..., xd)dxi = 0.

Thus, when ∅ �= u ⊂ {1, ..., d},
∫
[0,1]d

αu(x1, ..., xd)dx1...dxd = 0.

• When u �= v,

∫
[0,1]d

αu(x1, ..., xd)αv(x1, ..., xd)dx1...dxd = 0.

Hence, the variance σ2 = σ2(f) of f is given by

σ2 =
∫
[0,1]d

(f(x1, ..., xd) − α∅(x1, ..., xd))
2dx1...dxd =

∑
|u|>0

σ2
u,

where

σ2
u := σ2(αu) =

⎧⎨
⎩0 if u = ∅,∫

[0,1]d αu(x1, ..., xd)
2dx1...dxd otherwise .

The definition of the effective dimension was introduced in two ways in [1]:
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Truncation sense:

Dtrunc := min{i : 1 ≤ i ≤ d such that
∑

u⊆{1,2,...,i}
σ2

u ≥ (1 − ε)σ2}.

Superposition sense:

Dsuper := min{i : 1 ≤ i ≤ d such that
∑
|u|≤i

σ2
u ≥ (1 − ε)σ2}.

In practice the value of ε is often chosen to be 0.01. Nevertheless, ε can be set
to any value in [0, 1) (the case ε = 1 is not interesting.) As pointed out in [3],
(1 − ε) reflects a proportion of the variance and one can choose to study how
different proportions of the variance are affected by different values of Dtrunc

or Dsuper, and vice versa.

On the other hand, as remarked by one of the referees, for fixed positive ε, even
if the QMC error is surprisingly small for initial values of n, the asymptotic
behavior of the QMC error must be the same as that for ε = 1 and, therefore,
claims concerning the impact of the effective dimension on the convergence
rate of QMC are not well founded mathematically. The case ε = 0 is different.
Consider the effective dimension in the superposition sense. Then we know
that the function is equal to the sum of functions of at most Dsuper variables.
Assuming that Dsuper is independent of d, this corresponds to finite-order
weights recently studied in many papers, see, e.g. [13,20]. Nevertheless, the
effective dimension cannot provide a necessary condition for good QMC error
bounds for arbitrary classes of functions.

3 Functions with the maximum effective dimension

Let us first introduce the following functions of d variables:

Definition 1 Let φ : [0, 1]d → R be such that

φ(x1, ..., xd) =
d∏

i=1

ri(xi),

where ri : [0, 1] → R, 1 ≤ i ≤ d, are continuous functions such that

∫ 1

0
ri(xi)dxi = 0.

In addition, r1(x) is antisymmetric about 1/2, i.e, for 0 ≤ x < 1/2, r1(1−x) =
−r1(x).
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For instance, r1 can be the one of the functions sin(2jπx), j = 1, 2, . . . , and
the ri, i > 1, can be periodic trigonometric functions with integral zero; such
functions are frequently encountered in physics.

We now define the class Fd of functions in d dimensions.

Definition 2 Let φk : [0, 1]d → R, k = 1, 2, . . . , be functions that satisfy Def-
inition 1. Assume that the φk, k = 1, 2, . . . , along with the constant function
1 are linearly independent. Let Fd be the class of all functions f : [0, 1]d → R

such that

f = c0 +
∞∑

k=1

ckφk,

with ck ∈ R, k = 0, 1, . . . , and

‖f‖ =

{∫
[0,1]d

f2(x1, ..., xd) dx1...dxd

}1/2

≤ 1.

For example, we can construct such a class of functions by carefully selecting
the functions φk among the eigenfunctions of the Laplacian, in d dimensions.
Indeed, the functions ξj1,...,jd

(x1, . . . , xd) = 2d/2 sin(j1πx1) · · · sin(jdπxd), ji =
1, 2, . . . , i = 1, ..., d, are orthonormal eigenfunctions of the Laplacian. The
eigenfunctions that correspond to even frequencies (i.e., all the ji even), satisfy
the conditions of Definitions 1 and 2.

Let’s consider the ANOVA decomposition of f ∈ Fd. We use induction on the
cardinality of u. We have

α∅(x1, ..., xd) =
∫
[0,1]d

f(x1, ..., xd)dx1...dxd = c0.

By Definition 2, for ∅ �= u ⊂ {1, ..., d} we have

αu(x1, ..., xd) =
∫
[0,1]d−|u|

f(x1, ..., xd)
∏
i∈ū

dxi −
∑

v⊂u,v �=u

αv(x1, ..., xd)

=
∫
[0,1]d−|u|

f(x1, ..., xd)
∏
i∈ū

dxi − c0

=
∫
[0,1]d−|u|

∞∑
k=1

ckφk(x1, ..., xd)
∏
i∈ū

dxi

=
∞∑

k=1

ck

∫
[0,1]d−|u|

φk(x1, ..., xd)
∏
i∈ū

dxi = 0

and
α{1,...,d}(x1, ..., xd) = f(x1, ..., xd) − c0.

Thus, we have σ(f) = σ{1,...,d}.
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Theorem 1 For any non-constant function f ∈ Fd, its effective dimension,
whether in the truncation or in the superposition sense, is equal to d.

Note that the above theorem holds for every ε ∈ [0, 1) in the definition of ef-
fective dimension, i.e., the effective dimension is d regardless of the proportion
of the variance that one may choose to consider.

3.1 Exact cubature with two points

We are now ready to show that although the effective dimension of all functions
in the class Fd is d, they can be integrated exactly by a cubature with two
points.

Theorem 2 There exists an exact cubature with two points for the integration
of any function f ∈ Fd.

Proof. By definition any function f ∈ Fd is given by

f(x1, ..., xd) = c0 +
∞∑

k=1

ck

d∏
i=1

r
(k)
i (xi).

Take a point (s1, ..., sd) ∈ [0, 1]d. Consider the following cubature with two
points

Q2(f) ≡ 1

2
(f(s1, s2, ..., sd) + f(1 − s1, s2, ..., sd))

= c0 +
∞∑

k=1

ck

⎛
⎝r

(k)
1 (s1) + r

(k)
1 (1 − s1)

2

d∏
i=2

r
(k)
i (si)

⎞
⎠ ,

and since each term of the infinite sum is zero the last expression is equal to
c0. Hence, ∫

[0,1]d
f(x1, ..., xd)dx1...dxd = c0 = Q2(f),

because r
(k)
1 (x), k = 1, . . . , are antisymmetric from Definition 1. This com-

pletes the proof. �

We see that functions of high effective dimension can be very easy to inte-
grate in the worst case. Moreover, we can expand our class of functions by
slightly modifying the two definitions so as to include piecewise continuous
square integrable functions that may have singularities on subsets of [0, 1]d

with Lebesgue measure zero. For instance, this would allow us to include
functions that depend on the inverse of the standard normal distribution in
some of the dimensions; such functions are common in finance. Unless the
singularities are known we cannot consider deterministic algorithms that use
function evaluations for the integration problem. Instead, we can use ran-
domized algorithms. By choosing the sample points at random with uniform
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distribution and then applying the cubature of Theorem 2, we obtain a Monte
Carlo algorithm with variance reduction that solves the integration problem
exactly. On the other hand, even if one considers randomized algorithms only,
why should the effective dimension, a quantity defined through the variance
of a function, be the indicator of the difficulty of high dimensional integration
when the error need not depend on the variance at all?

Finally, as a corollary of Theorem 2, we remark that for the class Fd there
exists also a one-point exact rule since f(1

2
, ..., 1

2
) = c0 because r1(

1
2
) = 0, but

this hardly makes any difference from a complexity point of view. Moreover,
this rule cannot be used if we extend the class of functions by assuming the
ri, 1 ≤ i ≤ d, are integrable but not necessarily continuous functions.

4 Discussion

Global sensitivity based on ANOVA was proposed by Sobol’ in 1990 [14,15] to
consider the global importance of variables, of a multivariate function, on the
function itself. The notion of effective dimension [1,8] is essentially the same as
global sensitivity, but it is more quantitative aiming to measure how important
is each subset of variables on the function. As mentioned in Introduction, the
notion of effective dimensions was developed for the purpose of explaining
why QMC beats MC by a wide margin for some high dimensional integration
problems in finance.

We have shown that it is possible to have functions of maximum effective di-
mension for which the integration problem can be solved exactly. This totally
contradicts what we want to imply by the effective dimension since, presum-
ably, a high effective dimension should imply that a problem is hard to solve.
Clearly a different definition of the effective dimension is needed.

Some useful insight into factors that characterize the nature of the functions is
provided by considering the approximation problem. Suppose we are interested
in the L2 approximation of a function f ∈ Fd. Then the zero algorithm is
optimal and its worst case error is 1, which suggests that the class of functions
is too broad and needs to be restricted.

For this we follow the approach in [18, p. 121]. For simplicity let us as-
sume that the φk, k = 1, 2, . . . , is an orthonormal family of functions, i.e.,∫
[0,1]d φk(x1, ..., xd)φi(x1, ..., xd) dx1...dxd = δk,i. Definitions 1 and 2 ensure that

by including the constant function 1 in this family the functions remain or-
thonormal.

The restriction of the class of functions can be obtained through an operator
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of the form Tf = β0c0 +
∑∞

k=1 βkckφk, where the βk ∈ R, |βk| ≤ |βk+1|, k =
0, 1, . . . , and where the L2 norm of Tf satisfies ‖Tf‖ ≤ 1. Observe that c0 =∫
[0,1]d f(x1, ..., xd) dx1...dxd and ck =

∫
[0,1]d f(x1, ..., xd)φk(x1, ..., xd) dx1...dxd,

are continuous linear functionals, k = 1, 2, . . . . Among all algorithms that use
information about f composed of n evaluations of continuous linear function-
als, the optimal algorithm that uses optimal information is f̂ = c0 +

∑n−1
k=1 ckφk

and its worst case error is |βn|−1. The convergence of |βn|−1 as n → ∞ and its
dependence on d are important for the worst case error. To be able to solve
the problem for any desired accuracy we need |βn| → ∞ as n → ∞.

On the other hand, if we use function evaluations to approximate f and even
if we can approximate the integrals ck, k = 0, . . . , n, exactly, the worst case
error will be at least |βn|−1. (Observe that in our case c0 is the integral of
f and we can approximate it exactly using two function evaluations.) Hence,
the choice of the restriction operator T determines the worst case error of the
optimal algorithm and thereby the problem difficulty.

Depending on the choice of the φk, k = 1, 2, . . . , an option is to use smoothness
to restrict the class of functions. One can define the βk, k = 1, 2, . . . , in a
way analogous to requiring that the L2 norm of a certain derivative of f
be bounded, say, by 1 (β0 can be set to any convenient value since c0 can be
computed exactly.) If the βk are supposed to control a certain rate of growth of
f then they can depend on some interaction of l ≤ d dimensions. In this sense,
l can be considered as the effective dimension. However, it is not necessary to
restrict the class of functions using smoothness to define the βk’s. Moreover,
the βk can be totally independent of d while we still have |βn| → ∞ as n → ∞.

Therefore, the nature of the functions under consideration is characterized
by Definitions 1 and 2, and by the restriction operator T (in terms of the
choice of the βk, k = 0, 1, . . . .) This is missed by the definition of the effective
dimension, which is equal to d for an easy integration problem and regardless
of the difficulty of the approximation problem.
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