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ABSTRACT

Understanding the process of multi-document
summarization: content selection, rewriting and
evaluation

Ani Nenkova

Recent years have seen unprecedented interest in news aggregation and browsing, with
dedicated corporate and research websites becoming increasingly popular. Generic multi-
document summarization can enhance users’ experiences with such sites, and thus the devel-
opment and evaluation of automatic summarization systems has become not only research,
but a very practical challange. In this thesis, we describe a general modular automatic sum-
marizer that achieves state of the art performance, present our experiments with rewrite of
generic noun phrases and of references to people, and demonstrate how distinctions such as
familiarity and salience of entities mentioned in the input can be automatically determined.
We also propose an intrinsic evaluation method for summarization that incorporates the
use of multiple models and allows a better study of human agreement in content selection.
Our investigations and experiments have helped us to understand better the process of
summarization and to formulate tasks that we believe will lead to future improvements in

automatic summarization.

It is well-known that humans do not fully agree on what content should be included in
a summary. Traditionally, this phenomenon has been studied on the level of sentences, but
sentences are a rather coarse level of granularity for content analysis. Here, we introduce
an annotation method for semantically driven comparison of several texts for similarities
and differences on the subsentential level. When applied to human summaries for the same
input, the method allows for a better examination of human agreement, and also provides
the basis for an evaluation method that incorporates the notion of importance of a content

unit in a summary.



Given the variability of human choices, we next address the questions of what features
in the input are predictive for inclusion of content in the summary. We use a large collection
of human written summaries and the respective inputs to study the predictive effect of one
feature that has been widely used in summarization: frequency of occurance. We show
that content units that are repeated frequently in the input tend to be included in at least
some human summaries and that human summarizers tend to agree more on the inclusion
of frequent content units. In addition, human summaries tend to have higher likelihood
under a multinomial model estimated from the input than automatic summaries do. This
empirical investigation leads us to propose an algorithm for a context sensitive frequency-
based summarizer. We show that context sensitivity and a good choice of composition
function for estimating the weight of a sentence lead to a summarizer that performs as well
as the best supervised automatic summarizer.

We then turn to exploring methods for summary rewrite; that is, techniques for au-
tomatic modification of the original author’s wording of sentences that are included in a
summary. The added flexibility of subsentential changes has potential benefits for improv-
ing content selection as well as summary readability. We show that human readers prefer
summaries in which references to people have been rewritten to restore the fluency of the
text. We further develop our work on references to people, by presenting an approach to
automatic classification of entity salience and familiarity, based on robustly derivable lex-
ical, syntactic and frequency features. Such information is necessary for the generation of

appropriate referring expressions.
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Chapter 1

Introduction

Recent years have seen unprecedented interest in news aggregation and browsing, with
dedicated corporate and research websites becoming increasingly popular: news.google.
com, newsbot .msn.com, news.com, newsinessence.com, newsblaster.cs.columbia.edu.
Generic multi-document summarization can enhance the users’ experiences with such sites,
and thus the development and evaluation of automatic summarization systems has become

not only research, but a very practical challenge.

Summarization is a challenging task for automation because, when different humans
summarize the same articles, they include different content from each other, reflecting their
personal interest and background knowledge. This fact also poses a challenge for summa-
rization evaluation, which is traditionally done through a comparison between the system
output and a model produced by a human. In this thesis, we take an empirical approach
to tackling these challenges. We use the summarization corpora that have been made avail-
able in recent years to quantify human agreement and to use human agreement to assign
differential weights to different information content. The idea we use is the following: the
more humans agree on the inclusion of certain content, the more evidence we have that this
content is objectively important for inclusion in a summary. We incorporate this in a diag-
nostic and reliable evaluation metric based on multiple models. Furthermore, our analysis

of human performance allows us to determine the features that predict good performance.
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Such features should be predictive of human agreement, characterizing content that several
humans will include in their summary. We use this approach to identify useful summa-
rization features, and to build and evaluate a modular summarizer. Such an empirically
grounded approach to system development has not been done in the past, partly due to
the previous lack of a large enough corpus with the necessary data consisting of multiple

human models and summarization inputs.

Another characteristic of human summaries is the high degree of reformulation of the
text from the input to form a fluent abstract. Human summarizers do not simply pick
sentences from the input: some sentences in the input may contain trivial or repetitive
information alongside very important information. So, in order to include the best content in
their summary, people choose important pieces and combine them together in new sentences.
The process of abstraction also avoids readability problems that can arise if summarizers
are constrained to picking entire sentences from the input. The form and level of details
of references in the sentences depend on the context they appear in, and might not be
appropriate for the new context created in the summary. Obvious examples of such problems
are the inclusion of pronouns or definite noun phrases, the full interpretation of which
depends on the preceding text. It is thus important for automatic summarizers to make
use of techniques that rewrite the original text from the input in order to improve the
content selection and the readability of the final summaries. In this thesis, we develop
summary rewrite techniques for noun phrases and for references to people. In both types of
rewrite, context plays an important role, determining the most appropriate form of specific

references.

A final observation about summarization of news that we exploit in this thesis is that
news often revolves around people and both the inputs to the summarizer and the summaries
contain many references to people. This is important, because it allows us to develop more
specific models for references to people that are applicable to domain-independent news
summarization. In this thesis, we develop a model for the appropriate flow of syntactic
realizations of subsequent mentions to people. We also develop robust classifiers to deter-
mine the familiarity and importance of people mentioned in the the input, and demonstrate

how these distinctions help to rewrite references to forms similar to those that a human
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summarizer would use.

We now give a brief guide to the content presented in each chapter of this thesis and

then outline our main contributions.

1.1 Thesis organization

In chapter 2, we begin our exploration of multi-document summarization by presenting the
motivational results of a user study, which shows that summarization can help information-
seeking users in a news browsing site, both by making their experience more pleasant
and by helping them find more relevant information. We then proceed to a comparison
between multi-document summarization and single-document summarization, which has a
much longer tradition. We see that there is more agreement on content selection between
human summarizers in single- than in multi-document summarization. We then proceed
to characterize the differences in content selection in terms of difference of vocabulary.
Since it is possible that differences in vocabulary usage across different summarizers might
be due to the use of synonyms and paraphrases, we compare the differences with those
observed in multiple translations of the same text. We demonstrate that the variability in
sets of human summaries for the same input far exceeds the variability that can be due to
alternative expressions of the same content. We thus postulate that different probabilities

for emission into a summary are associated with different content in the input.

In Chapter 3, we develop a content unit annotation procedure that allows us to compare
different human summaries and confirm the probabilistic emission hypothesis. We observe
that content units have a Zipfian distribution (Zip65), a distribution characteristic of com-
plex optimization of multiple constraints problems. We use the annotation to estimate
which content units have higher emission probabilities, or weights, than others; these are
the content units that appear in more human summaries. We then propose an evaluation
method that incorporates these weights, leading to stable evaluation results that do not
depend on the choice of model and that predict that multiple equally good summaries for
the same input are possible. We discuss the application of the evaluation method in a large-

scale evaluation, including annotation reliability between novice annotators and correlations
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with other automatic and manual evaluation metrics.

In Chapter 4, we present a context-sensitive frequency-based summarizer and show how
its modularity allows us to integrate noun phrase rewrite, which permits more flexibility
in content selection than an approach based on sentence extraction. The summarization

algorithm we developed was motivated by the analysis of multiple human summaries.

Our context-sensitive summarizer is designed so that specific characteristics of summa-
rization can be studied. The first aspect of the summarizer that we evaluate is based on
the idea that the importance of content is compositional. Basic units of meaning, such as
content words, can be assigned importance, and then an appropriate composition function
is necessary to combine the importance of these basic units into importance weights for
larger units, such as sentences. For our summarizer, we use frequency in the input to as-
sign importance weights to content words. We demonstrate how frequency in the input is
related to human content selection, with humans being likely to include frequently repeated
content in their summaries, and likely to agree on inclusion of frequently repeated content.
But more importantly, we demonstrate that the choice of composition function for assign-
ing weights to sentences has an enormous impact on the performance of the summarizer.
Some choices lead to performance that is only as good as the baseline, while others lead to
performance as good as that of the current best summarizer tested on a large scale common

test set evaluation.

Another major aspect of a summarizer that we evaluate is its sensitivity to context.
We study how context (i.e., previous selections) can impact subsequent content selection
choices. At a minimum, a summarizer needs to avoid repetition in the summary, which
potentially could easily occur, given that the input to the summarizer is characterized by
a high degree of redundancy. Our experiments confirm this intuition, and show that a
sensitivity to context leads to overall better content selection and significant reduction of

repetition in the summary.

Our method clearly shows the steps that lead to good summarizer performance, and the
summarizer that we develop based on these observations performs as well as the state-of-the-
art summarizer from recent large-scale evaluations both in content selection and readability.

Moreover, our method is unsupervised, does not require any background corpora and does
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not involve empirically set parameters.

The combination of context sensitivity and compositional assignment of weights does
not constrain us to sentence extraction. We use the same approach for noun phrase rewrite,
allowing more flexibility in content section. The importance of alternative possible noun
phrase realizations, containing different amount of detail, is evaluated depending on the
context of previous selections. In this entity-centered approach, the best realization is
chosen for each main entity in a sentence. The approach leads to about 50% change in
the summary content compared to the purely extractive version of the same summarizer.
These results show that context sensitivity is very important not only for extractive content
selection, but also for rewrite. Moreover, our entity-centered approach leads to summaries
that are significantly better in content selection, grammaticality and referential clarity than

an event-centric generation summarizer that was tested on the same data.

To obtain more semantically and linguistically motivated information from the sum-
maries without compromising the domain independence of the summarizer, we turn to the
study of references to people. By narrowing rewrite to reference people, we can obtain
greater benefits because the chance of grammatical errors is reduced, while still improving
readability and content selection. Our results are reported in Chapter 5. There, we show
how narrowing the focus down to references to people, we can develop models of the flow of
subsequent references, as well as build automatic classifiers for recognizing the familiarity
and salience of people referenced in the input to a summarizer. We also demonstrate how
such distinctions can be used for rewrite of first and subsequent mentions to people, which
readers find more natural and which reproduce human reference generation decisions with

high accuracy.

1.2 Thesis contributions

In this thesis, we make contributions to all three aspects of summarization: content selec-
tion, summary rewrite for changing the original input text on a subsentential level, and
empirically grounded evaluation. The extensive analysis of human summaries that we per-

form allows us to study the characteristics of human summarization behavior, and to define
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an evaluation method for summarization that captures these characteristics. In addition, the
analysis of human summaries motivates the features and system development of our com-
positional context sensitive summarizer. We demonstrate that context sensitivity, which is
not traditionally a focus in summarization research, is critical both for content selection and
noun phrase rewrite, and also plays a role in determining the appropriateness of references

to people in summaries.

Content selection: composition function and context We have developed a system
that exploits the advantages given by context sensitivity and compositional derivation
of importance. The clearly defined modularity of the system allows us to assess the
contribution to performance of each component, in contrast to most other summarizer
architectures proposed in the past. Our unsupervised system achieves performance

equal to that of the state-of-the-art supervised approach.

Noun phrase rewrite We have developed and evaluated an approach to entity-centered
rewrite of generic noun phrases. The approach uses the techniques we successfully
developed for extractive summarization, to combine grammaticality and importance
in a given context to choose the best among several noun phrase alternatives. The
approach leads to summaries that are 50% different from those produced by a purely
extractive summarizer, and significantly outperforms a fully generative event-centered
summarizer in content selection capabilities, as well as in grammaticality and refer-

ential clarity.

Rewrite of references to people References to people are ubiquitous in news, leading
to the necessity of a good theory for references to people. In this thesis, we have
demonstrated that distinctions such as salience and familiarity of the referent can be
robustly determined from features in the input and that they determine the appropri-
ate form of reference. Our results show that readers prefer rewritten summaries, and
that we can reproduce human decisions for generation of first references with high

accuracy.

Evaluation using multiple models The variation in human content selection behavior

has led to the need to develop novel evaluation methods, especially necessary for ab-
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stractive summarization. We have developed an annotation procedure for semantic,
subsentential, comparison of a set of summaries on the same topic, allowing us to
assign deferential weight to different content and permitting a better study of human
choice variation compared to previous restrictive sentence-based approaches. We pro-
posed an evaluation approach that uses multiple models and the empirical weighting

of information, thus avoiding model bias.
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Chapter 2

The process of multi-document
summarization: analysis of human

and automatic behavior

Interest in multi-document summarization of newswire started with the advent of on-line
publishing and the increased impact of the Internet. Research on the topic builds upon a
long tradition established in the area of single-document summarization (Luh58; RRS61),
but the first automatic multi-document summarizers were developed only in the mid 90s
(MR95; GMCKO00; ABN00) and there has been growing interest in the field ever since. In
the past decade, many automatic summarizers for news have been developed and multi-
document summarization has often been the main topic in dedicated summarization work-
shops. In particular, the Document Understanding Conference (DUC) was established in
2001 as a forum for evaluating system performance on common datasets and multi-document
summarization has been one of the tasks in all years from 2001 to 2005." These conferences
have produced a wealth of data for multi-document summarization research—input sets
of multiple articles for summarization, human abstracts and extracts for these inputs, as
well as summaries produced by the participating automatic systems. I will use these data

throughout the thesis for analyses of trends, and for comparison and evaluation.

'Online proceedings of the annual conferences are available at http://duc.nist.gov
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In this chapter, I will motivate the work in the rest of the thesis by overviewing ad-
vances in multi-document summarization, discussing a task-based evaluation in which multi-
document summaries are found to enhance users’ experience during a report writing task
(section 2.1). I will also compare multi- and single-document summarization results in past
DUCs, showing that the single-document task is easier, with humans agreeing more on con-
tent selection decisions; at the same time, more progress has been made in multi-document
summarization, where automatic systems outperform the baseline, in contrast to single-
document summarizers (section 2.2). Finally, I will analyze the data collected in DUC to
understand better the process of summarization, as well as to identify problematic areas for
automatic summarizers. The main findings of the analysis will be used to formulate specific
hypotheses and tasks that will be studied in-depth in the later chapters of this thesis. To

preview some of the findings:

1. The analysis of automatic summaries shows the need for improving their readabil-
ity. The analyses presented here (section 2.3) indicate that the majority of automatic
summaries have very poor to barely adequate referential clarity, focus and structure,
and coherence. This points to the need to evaluate the readability aspects of a sum-
marizer, not just its content selection capabilities as has been more traditionally done,
and to develop systems that incorporate readability considerations. In chapter 5, 1
will discuss an approach for summary rewrite of references to people that can lead
to improvements in readability, and an approach to rewrite of noun phrases will be

presented in chapter 4.

2. One of the characteristics of summarization in general and multi-document summa-
rization in particular, is that humans do not choose the same content for their sum-
maries of the same input (section 2.4). There is thus a need to establish a protocol
that will allow the study of this phenomenon in units of the right granularity, larger
than content words and smaller than sentences, as well as to incorporate this observed
variability into an evaluation measure for abstractive summarization. In chapter 3, 1
will outline an annotation procedure that facilitates the study of similarities and dif-

ferences between multiple summaries, and which is used as the basis for an evaluation
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protocol for content selection.

3. The fact that different people choose somewhat different content for summaries im-
pacts the formalization of the summarization task. It, for example, suggests that it
will be difficult to reliably cast summarization as a simple binary classification prob-
lem in which for each sentence in the input the summarizer decides if it should be
selected for the summary or not. Different humans will annotate the training data dif-
ferently, and it is not clear how this would impact the performance of the summarizer.
Our analysis here (section 2.4) suggests that a probabilistic model corresponds better
to empirical observations about content selection, leading to a proposal for a novel
formalization of the process of summarization for generic multi-document summaries,
to be fully described in chapter 4. There we will discuss the applicability of a multi-
nomial model over content words that is estimated from the input and an automatic

summarizer based on the model.

We now turn to our overview of progress in summarization and to the detailed analysis of
content in human-authored summaries, content in machine summaries and the assessment

of readability of machine summaries, all based on data from DUC.

2.1 Do generic summaries help?

The overall topic of this dissertation is generic multi-document summarization. It is thus ap-
propriate to begin by motivating our work and showing how real users can benefit from such
summaries. Here I briefly discuss a task-based evaluation showing that generic summaries
can help users writing a report to produce better reports and to make their experience with
a news browsing system more pleasant.

The automatic summaries used for the evaluation were produced by Newsblaster—a
system that provides an interface to browse the news, featuring multi-document summaries
of clusters of articles on the same event (MBET02; MBC*03). The users were also exposed
to alternative interfaces: one featuring no summaries at all, and one featuring a first sentence
summary for each document, as well as a one-sentence centroid summary for each cluster.

Human subjects used the different interfaces (with no access to other information but that
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provided through the interface) to write reports answering three questions for each of three
events. For each event, there were four clusters of about 10 news articles—two directly
related to the topic and two peripherally related. The human subjects were asked to collect
facts that answer the questions they were given, and after completing each report they
were also asked about their experience writing the report. There were 13 subjects writing
reports using an interface with no summaries, 11 using lead-sentence summaries, and 10

using Newsblaster summaries.

The reports written using Newsblaster summaries were significantly better than those
written using an interface with no summaries. In addition, the subjects felt they had enough
time to write the report, they read less of the source documents and felt that the reporting
writing task was easier when they had Newsblaster summaries than when no summaries

were provided.

The full details of the study are described in (MPE™05). The results of the study confirm
that generic summarization is a useful task and that automatically produced summaries
can lead to improvements of report quality and user satisfaction, motivating the need for
summarizer development. In chapter 4, I will discuss a generic summarizer for news based

on probability distribution assumptions about content.

2.2 Comparison between multi- and single-document sum-

marization

Task-based evaluations such as the one described in the previous section are difficult to
plan and execute and because of this, intrinsic evaluation is usually performed, where the
quality of summaries is measured directly. In the Document Understanding Conferences,
an intrinsic evaluation of summaries was performed in terms of coverage, that is the degree
of overlap between a summary and a human written model summary. We now use this
metric to overview the progress in the area and compare the characteristics of single- and

multi-document summarization.
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2.2.1 DUC coverage metric

Before describing the results of our comparison, we describe how the coverage metric was

defined and used in DUC.

1. A human subject reads the entire input set and creates a 100 word summary for it,

called a model.

2. The model summary is split into content units, roughly equal to clauses or elementary
discourse units (EDUs). This step is performed automatically using a tool for EDU

annotation developed at ISI.?

3. The summary to be evaluated (a peer) is automatically split into sentences. (Thus
the content units are of different granularity—EDUs for the model, and sentences for

the peer).

4. Then a human judge evaluates the peer against the model using the following instruc-

tions: For each model content unit:

(a) Find all peer units that express at least some facts from the model unit and mark

them.

(b) After all such peer units are marked, think about the whole set of marked peer

units and answer the question:

(¢) “The marked peer units, taken together, express about k% of the meaning ex-
pressed by the current model unit”, where k& can be equal to 0, 20, 40, 60, 80
and 100.

The final summary coverage score is based on the content unit coverage. In the official
DUC results tables, the score for the entire summary is the average of the scores of all the

content model units, thus a number between 0 and 1.

% http://www.isi.edu/licensed-sw/spade/.
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2.2.2 Comparison of summarization tasks

In order to study the differences between summarizers, we fit a two-way analysis of variance
model with the systems and the input as factors and the coverage score as dependent

variable. The simple main effect model we use is
Yij=p+ i+ B + € (2.1)

Y;; is the coverage score for system 4 for input j, and it is equal to p, a grand mean coverage
for any summary, adjusted for the effect of the summarizer (;) and the effect of the input
(B;) and some random noise €;;. Other possible sources of variation such as evaluator, or
system/evaluator interactions and the like, are not included in the model, since they have
been controlled for in the experimental design as discussed in (HO04).

For all tasks, both main effects are significant with p = 0, which indicates that significant
differences between summarizers exists, as well as that some sets or documents are easier
to summarize than others (and summarizers get higher coverage scores for them). It is of
interest to be able to compare each two summarizers against each other, total of (1;[ ) com-
parisons when N is the number of summarizers. Thus, the number of pairwise comparisons
to be made is quite large, since each year more than 10 automatic summarizers were tested
and several human summarizers wrote summaries for comparison purposes. In order to
control the probability of declaring a difference between two systems to be significant when
it is actually not (Type I error), we use a simulation-based multiple comparisons procedure
that controls for the overall experiment-wise probability of error. 95% confidence inter-
vals for the differences between system means are computed with simulation size = 12616.
Pairs of summarizers where the confidence interval for the difference between the two means
excludes zero can be declared to be significantly different.

Tables 2.1 and 2.2 show the average coverage performance for single and multi-document
summarizers for DUC 2002 (more detailed tables and discussion can be found in (Nen05)).
Letter codes are assigned to human summarizers, and number codes to automatic summa-
rizers. System 1 is the baseline for single document summarization—the first 100 words of
the input article. System 2 is the baseline for multi-document summarization—the first n

words of the latest published article (for n = 50,100, 200).
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summarizer 1 15 16 17 18 19 21 23 25 27 28 29

coverage 87 033 30 08 32 .89 3T 34 29 38 38 .36
sums 291 295 295 292 294 295 295 289 294 292 295 294

summarizer 30 31 A B C D E F G H 1 J

coverage 06 36 .47 51 46 b2 49 47 b4 BT B3 AT
sums 294 292 30 30 24 30 30 25 25 30 29 30

Table 2.1: Summarizer code, coverage and number of summaries for the single document
summarization task at DUC 2002. The last row gives the number of summaries produced

by each summarizer.

summarizer 16 19 2 20 24 25 26 28 29 3

50 wrds 12023 14 12 13 .10 .21 .21 .16 .14
100 wrds A3 .24 13 16 .19 12 .19 .23 .14 .20
200 wrds A5 .25 13 .21 22 16 .24 .23 17 .22
sums 59 59 59 59 59 59 59 59 59 59

summarizer A B C D E F G H I J

50 wrds 37 44 .25 40 46 .33 44 32 .26 .22
100 wrds 37 43 38 28 25 28 36 .31 .39 .26
200 wrds 37 42 45 39 27 30 .29 37 41 .26
sums 6 6 5 6 6 5 5 6 6 6

Table 2.2: Coverage for summarizers at the multi-document task at DUC 2002, for different
target summary lengths. The last row shows the number of summaries evaluated for each

summarizer.
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Multiple comparisons based on the simulation method allow us to draw the following

conclusions:

1. Single document summarization systems do not significantly outperform the baseline,
while multi-dococument summarization systems do. We can see from tables 2.1 and
2.2 the performance of the baseline and the best system. For single document summa-
rization, the baseline (peer 1) performs at 0.37 and the best automatic summarizer at
0.39 (peer 19). For multi-document summaries of the same length, the baseline (peer
2) achieves performance of 0.13 and the best system (peer 28) outperforms it at 0.23,

showing a five times bigger difference than in single-document summarization.

2. Differences between multi-document summarization systems become significant when
longer summaries are produced. Overall, the performance of systems tends to improve
as the summary size gets larger (see the columns in table 2.2), while the baseline
performance remains the same for different lengths. But as summaries get longer,

and with better content, more readability problems can be expected.

3. There is more human agreement on content in single document summarization than
in multi-document summarization. We can see from the human performance figures
in the two tables that multi-document summarization is harder than single document
summarization in terms of predicted human agreement, with average human coverage
of 0.503 for single-doc and 0.331 for multi-document human summarizers, both for

100 word summaries.

In summary, the discussion in this chapter has shown more evidence that multi-document
summarization is a promising research area that can lead to competitive automatic systems
that outperform simple baselines. The observed gap between human and automatic perfor-

mance also indicates that there is much room for future research and improvement.

2.3 Readability analysis of machine summaries

In the previous section we discussed the coverage performance of automatic systems. The

longer the target summary size, the better the system’s performance (this trend is not
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manifested so strongly with human summaries). Also, there are more significant differences
between systems at longer target summary lengths. But as the summaries get longer, more
readability concerns will be raised.

For this reason we now take a look at the linguistic quality judgments for the summaries
submitted to DUC 2005 (250 words). We developed five questions pertaining to linguistic
quality and NIST assessors used them to judge the 1,600 automatic and 311 human sum-
maries from the DUC 2005 evaluation. The degree to which each summary possessed a
given quality was assessed on a scale from 1 to 5 (corresponding to “very poor”, “poor”,
“barely adequate”, “good”, “very good”).

The following quality description were used:

(Q1) Grammaticality The summary should have no datelines, system-internal format-
ting, capitalization errors or obviously ungrammatical sentences (e.g., fragments and

missing components) that make the text difficult to read.

(Q2) Non-redundancy There should be no unnecessary repetition in the summary. Un-
necessary repetition might take the form of whole sentences that are repeated, or
repeated facts, or the repeated use of a noun or noun phrase (e.g.,“Bill Clinton”)

when a pronoun (“he”) would suffice.

(Q3) Referential clarity It should be easy to identify to whom or what the pronouns and
noun phrases in the summary are referring. If a person or other entity is mentioned,
it should be clear what their role in the story is. So, a reference would be unclear if

an entity is referenced but its identity or relation to the story remains unclear.

(Q4) Focus The summary should have a focus; sentences should only contain information

that is related to the rest of the summary.

(Q5) Structure and Coherence The summary should be well-structured and organized.
The summary should not just be a heap of related information, but should build from

sentence to sentence to a coherent body of information about a topic.

Tables 2.3 and 2.4 give the fraction of summaries falling in each quality category for

automatic and human summaries respectively. Even a cursory look at the two tables shows



18 CHAPTER 2. ANALYSIS OF HUMAN AND AUTOMATIC SUMMARIES

very poor poor  barely adequate good  very good
Q1 0.0775 0.0737 0.1512 0.3875 0.3100
Q2 0.0281 0.0343 0.0931 0.1918 0.6525
Q3 0.1462 0.2187 0.2743 0.2018 0.1587
Q4 0.1025 0.1968 0.3193 0.2387 0.1425
Q5 0.3006 0.4012 0.1768 0.0812 0.0400

Table 2.3: Fraction of automatic summaries into each quality category for the five linguistic

properties. A total of 1,600 250-word summaries were evaluated

very poor  poor  barely adequate good  very good
Q1 0.0032 0.0000 0.0160 0.1446 0.8360
Q2 0.0000 0.0000 0.0192 0.0578 0.9228
Q3 0.0000 0.0000 0.0096 0.0450 0.9453
Q4 0.0000 0.0032 0.0225 0.0546 0.9196
Q5 0.0000 0.0096 0.0321 0.1350 0.8231

Table 2.4: Fraction of human summaries in each quality category for the five linguistic

properties. A total of 311 250-word summaries were evaluated

that automatic summaries are definitely inferior to human summaries in terms of linguistic
quality. More than 95% of human summaries fall in the “good” or “very good” categories
for each question. In contrast, most of the machine summaries fall in the “very poor”,
“poor” and “barely adequate” categories for the questions concerning referential clarity
(Q3), focus (Q4) and coherence (Q5). These categories cover 64%, 62% and 88% of the

automatic summaries respectively for Q3, Q4 and Q5.

The analysis shows that linguistic quality is an aspect of summarization in which a lot
of improvement is possible. In section 5, I will outline an approach for summary rewriting

to start addressing the problem.
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2.4 Content in human-authored summaries

In addition to producing a readable fluent text, a summarizer needs to actually choose
important and representative information to include in the summary. How do humans
choose what content to include in a summary based on their reading of a document(s)? It
is obvious that the answer to this question would have a big impact on the approach to
developing automatic summarizers. The earliest research in summarization (Luh58) studied
extractive summarization—the process of forming a summary by choosing sentences from
the input, without reformulation. In this context it made sense to reduce the question of
content selection to a binary decision—“Will a given sentence be included in the summary or
not?” Such a view of the process of summarization is temptingly simple: a gold-standard can
be created by a human and subsequently systems can be developed or trained to reproduce
the gold-standard human selections. But the Rath et al. study (RRS61) revealed that
different humans sometimes select different sentences for their summaries, and the same
person can make different choices if asked to do the task twice, with about a week between
the two selections.

The “humans don’t agree” refrain will be reiterated over the years by many other re-
searchers. But a closer inspection of the phenomenon shows that rather than leading to
despair, this fact of summarization behavior simply leads to a picture of human summa-
rization mechanism different from a sequence of binary deterministic decisions.

We hypothesize that a more plausible explanation of the mechanism of summarization
would be a probabilistic (non deterministic) process according to which the content from the
input, say sentences, has some probability of being emitted in a summary. Informally, one
can imagine that after reading the documents to be summarized, people implicitly identfy
units of content— content words, sentences, or some other granularity. Each of them is
associated with an emission probability, P,, which indicates how likely it is for a human
to choose the unit of content in a summary. A few of the units of content will have high
probability in comparison to others, some will never appear in a summary, and a large part
of the units of content will have a relatively low emission probability. We will explore the
applicability of this hypothesis for building a full-fledged summarizer in chapter 4, but in

the remainder of this section we will present the empirical evidence for the validity of the
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proposed model.

Given multiple human summaries, we could estimate the probability distribution for
the emission probabilities of units of content. The simplest carriers of content in a text
are content words and for this initial investigation we will be constrained to studying the

distribution of content words.

Definition Let w be a content word appearing in a human summary. A summary frequency
class, Cy, consists of all content words that appear in exactly n of the summaries:

w € Cp, «— w appears in n human summaries.

We compute the size of the frequency classes in 7 human summaries of around 250
words each for 20 input sets (see figure 2.4). As expected, Ci, the summary frequency
class containing words that are unique to only one of the seven summaries, is the largest
frequency class for all 20 sets, and the size of the different classes is quite stable across the
20 sets. For a specific example, one can look at set; as a typical case, the sizes of frequency
classes for which are shown in the first line of table 2.4. 604 content words appear in the 7
different summaries for this set (this is the sum of the first row in the table), and of these
381, or 63%, appear in one summary only (the last column in the table), compared to 20
(3%) content words that appear in all 7 summaries. We might wonder if we observe so little
overlap because of the use of paraphrase and synonyms. We will show that the observed
disagreement is bigger than what could be explained by alternative phrasing. Also, in the
next chapter, we will look at the agreement between the humans in terms of manually
marked content units, and there we will observe the exactly the same distribution.

So, the question arises about how much of these observations are specific to summa-
rization, and how much can be explained with general lexical distribution properties. It is
known that in general in a large corpus many lexical items will appear only once, i.e, in one
document. In order to see if the observed distribution from summaries describes a peculiar-
ity of summaries rather than a general phenomenon, the same statistics were computed for
sets of 7 translations for 20 documents, each of roughly 250 words (shown in table 2.4). The
size of frequency classes from the translation corpora can give us a reliable baseline for the

expected differences in distribution that are due to general lexical frequency properties and
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to vocabulary variation accounting for paraphrase. This is because all seven translations
express the same meaning, so the difference in vocabulary between the human translations
describes the differences that are due to the range of possibilities for lexical realization.
A significantly higher variation in summaries than in translations can be taken as a sign
of differences in summary content, indicating that different people indeed express different

content in their summaries.

The probability of a word appearing in C; (remember that C; is the class of words
used by ¢ summarizers/translators), computed over the 20 respective sets, is 0.3334 for the
summaries and 0.1730 for the translations. Analogously, the probability of a word appearing
in class C5 is 0.0942 for the summaries and 0.0521 for the translations. For both classes, the
probabilities for summaries are significantly higher than those for translations according to a
Welch Two Sample test on the vectors of 20 probabilities for the different sets (t = 13.3339,
p-val < 0.0001; ¢ = 12.9419, p-val < 0.0001 respectively). We focused on the classes C;
and C5 because they are the classes indicating highest disagreement between humans, C
specifically contains the words that were used by only one human. Both of these classes are
larger and words fall in them more often in summarization than in translation. If we focus
on the other end of the agreement spectrum, we see the opposite: the probability of a word

in Cy is significantly higher in translation than in summarization (0.0769 vs. 0.0567).

An additional experiment to confirm that summarization is characterized by large num-
ber of rare events in terms of lexical items is to see how much the vocabulary increases
with the addition of new summaries. On average across the 20 sets, a single summary has
153 content words, and the collection of all 7 summaries of the same texts has an average
vocabulary size of 580. For comparison, a single translation had on average 132 content
words and the collection of 7 translations had 339 words—the vocabulary growth in sum-
maries is significantly larger than can be explained by lexical variation and must be due to
differences in content matter. Figure 2.1 shows graphs of the vocabulary growth for the 20
collections of 7 summaries/translations. The lines for summaries are drawn in solid red and
those for translations, in dashed blue. All of the lines corresponding to summary collections
are steeper than any given line corresponding to the rate of vocabulary growth in the set of

seven translations, confirming that different human summaries indeed have variations that
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SET |Cr| |Ce| |Cs| |Ca| |Cs| |Ce| |Ci
setp 20 16 14 25 51 97 381
set 15 9 17 31 49 108 330

sets 13 14 15 29 42 90 363
seta 16 9 15 24 54 104 347
sets 25 19 31 29 36 67 254
sete 12 8 12 19 49 110 441
setr 9 15 27 29 59 123 360
sets 7 9 15 31 57 105 480
seto 12 10 16 32 46 101 440
set1o 14 16 24 35 46 106 304
set11 11 10 11 30 51 106 357
seti2 17 13 17 30 44 97 367
set13 10 12 19 31 49 100 463
seti1q 18 15 16 24 42 104 308
setis 17 13 13 23 55 107 336
setie 18 7 16 29 44 94 294
sety7 14 11 12 24 48 96 339
setig 12 20 16 33 60 84 266
set1g 14 13 13 25 39 106 417
setao 13 13 9 27 41 125 359

Table 2.5: Each entry shows the size of the summary frequency class for 20 input sets. Cj is
the class of words that appear in 4 summaries. There are 7 human summaries for each set
and thus C7 is the highest class. As expected under our hypothesis, words predominantly

appear only in one or two sumimaries.
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SET |C7| |Cs| |Cs| |Csl |C3| |C2] |Chi|
set1 39 25 27 26 24 43 183

seta 39 26 29 29 36 57 178
set3 35 20 20 25 21 53 131
setg 31 35 14 28 24 46 187
sets 48 16 15 19 21 48 125
sete 34 25 22 15 21 28 106
sety 40 25 18 24 44 45 155
sets 32 26 20 21 28 61 174
setg 27 17 25 33 31 57 214
setio 45 24 13 18 21 30 123
set11 30 28 28 25 33 46 185
seti 41 26 21 23 38 48 211
seti3 36 18 12 22 24 59 127
seti4 37 29 10 16 21 38 137
set1s 25 26 11 28 42 52 191
setig 40 15 16 23 30 43 169
setiz 40 31 26 19 29 59 165
setis 31 23 18 22 24 49 173
setig 35 15 17 10 27 48 134
setao 44 20 16 26 37 52 145

Table 2.6: Class frequency for 7 human translations of 20 texts. The distributions are quite
stable across the 20 sets and there are significantly fewer words classes C; and C, (that is

words that appear in only one or two translations) in comparison to summarization.
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are due to differences in content, rather than just to lexical choice variation.

But content words might seem too small a unit for analysis. Another possible granularity
is that of a sentence—we could ask if the hypothesized model of summarization from the
beginning of section 2.4 holds at the sentence level as well. In (RT03), the question of the
degree to which a given sentence is likely to be included in the summary was studied in the
context of developing an approach to summarization evaluation. An assessor was asked to
rank each sentence from the input on a scale from 10 to 0, where a mark 10 means that
the sentence is highly relevant and suitable for inclusion in a summary, while a mark of
0 means that the sentence should never be included in a summary. This way of assigning
importance is different from the one we used for words, based on the observed use by a
human summarizer. Unfortunately, no data for sentence selection summaries by multiple
humans are available, even though this would be the best data for our study. We use
direct rankings here as an approximation and specifically focus on sentences with ranking
5 or more, since accoring to the instructions given to the people assigning the score, any
sentence with score 5 or higher can be potentially included in the summary. Also note that
in the rankings that humans assigned in the sentence-level study low numbers mean that a
sentence is not at all suitable for a summary, so scores below 5 actually indicate that the
sentences should not be included in a summary, while larger scores mean that sentences are
very suitable for inclusion in a summary. We are trying to confirm the hypothesis that there
are many sentences that have equal, overall low probability, of appearing in a summary.
So in the sentence data these would be sentences that appear with a score in the range
around 5 to 8, while the most important sentences will be with scores 9 or 10. With these

differences in mind, we proceed to our study.

Each of the sentences in 20 multi-document sets was ranked, by three assessors. To
obtain a single judgment for each sentence, we took the rounded average from the three
judges. The percentage of judgments for each level are shown in table 2.4. On average
across the 20 sets, 80% of the sentences were ranked between 8 and 5, while only 5% of the
sentences had a score of 10 or 9, in comformity with our hypothesis. As with the study on
the word level, few sentences have very high probability of being included in a summary,

while a large percentage of the sentences have about equal, relatively lower probability of
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Figure 2.1: The growth of vocabulary with the addition of a new summary or translation.
In summarization, each new summary brings much more new vocabulary items than a
translation in the collection of translations. This confirms that the variation in summaries
is bigger than one could explain with lexical variation alone and must be due to semantic

variation.
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10 9 8 7 6 5 4 3 2 1 0
0.14% 4.68% 17.90% 26.93% 23.58% 11.46% 7.74% 4.26% 2.27% 0.98% 0.20%

Table 2.7: Percentage of sentences in each category of appropriateness for inclusion in a

summary

being included in a summary and can be chosen to form different, equally “valid” summaries.

Our study of multiple summaries of the same text confirms the intuition that content
(words) is characterized by large number of rare events. The same observation about the
content appropriate for inclusion in a summary can be made on the sentence level as well—
the majority of sentences have a small chance of being included in a summary. It is thus
reasonable to explore probabilistic models of summarization and we will turn to this problem
in chapter 4, showing that the approach indeed leads to good results. It is also interesting to
investigate the question of whether semantically defined content units, rather than words,
would exhibit the same distribution properties across multiple summaries. In chapter 3
we will define a procedure for manual annotation of multiple summaries for semantically
equivalent units and we will see that they exhibit distribution properties exactly analogous

to those of content words and of sentences.

2.5 Related work

Task-based evaluations of summarization

We started this chapter with the description of a recent task-based evaluation of multi-
document summarization that showed that this area of research can lead to improved user
experience in a news-browsing setting. In the past, several task-based evaluations have
been performed to establish the effectiveness of summarization systems, especially of single-
document ones. In the (pre-DUC) TIPSTER Text Summarization Evaluation (SUMMAC),
single-document summarization systems were evaluated in a task-based scenario developed
around the tasks of real intelligence analysts (MKH"02). This large-scale study compared
the performance of a human in judging if a particular document is relevant to a topic of

interest, by reading either the full document or a summary thereof. It established that au-
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tomatic text summarization is very effective in relevance assessment tasks on news articles.
Summaries as short as 17% of full text length sped up decision-making by almost a factor of
2 with no statistically significant degradation in accuracy. More recently, similar studies on
the benefits of summarization for relevance judgments was performed by Dorr et al., who
propose a new metric for task-based evaluation, Relevance-Prediction.

Numerous studies have also been performed to investigate and confirm the usefulness
of single document summaries for improvement of other automated tasks. For example,
Sakai and Sparck Jones (SSJO01) present the most recent and extensive study (others in-
clude (BMR95) and several studies conducted in Japan and published in Japanese) on the
usefulness of generic summaries for indexing in information retrieval. They show that in-
deed indexing for retrieval based on automatic summaries rather than full document text
helps in certain scenarios for precision-oriented search. Another very interesting application
of summarization for improvement of an automatic task has been reported by Burstein and
Marcu (BM00). In their study, they examined the impact of summarization on the auto-
matic topic classification module that is part of a system for automatic scoring of student
GMAT essays. Their results show that summarization of the student essay significantly
improves the performance of the topical analysis component. The conjectured reason for
the improvement is that the students write these essays under time constraints and do not
have sufficient time for revision and thus their writing contains some digressions and repe-
titions, which are removed by the summarization module, allowing for better assessment of

the overall topic of the essay.

Evaluation analyses

In this chapter, we presented an analysis of results from large-scale evaluations of sum-
marization in order to compare progress in the fields of multi- and single-document sum-
marization, as well as to identify areas that need most improvement. The need to use
evaluations as a means to further progress in the field has been especially emphasized with
the beginning of DUC evaluations (MGO01). The Marcu and Gerber study was specifically
aimed at discovering which NLP modules are most useful for a multi-document summarizer

so that they could focus on that during their preparation of the first DUC participation.
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They were unable to satisfactorily answer the question, primarily due to the fact that there
was very little data available for development before 2001. But after the first edition of
DUC, much more interesting analyses could be carried out. McKeown et al. (MBE01)
did an extensive analysis of the factors affecting evaluation results. They fitted an analysis
of variance model and report that the variability of system scores was affected by four dis-
tinct factors, namely the document set (the input), (the human who constructs the) model
summary, the size of the target summary and the peer summarizer. Moreover, they show
that the human who constructed the model summary and the input document set had a
larger effect on the outcome score than the peer system. In our study (Nen05), parts of
which were presented here in section 2.2, we discussed similar findings that suggest future
research directions. For example, to answer the need of diminishing the effect that the model
summary has on evaluation, new evaluation methods based on multiple models have been
proposed (Lin04; TvHO04b; NP04) and we will discuss our particular proposal in the next
chapter. The effect of the input to a summarizer on the ultimate summarizer performance
has potential important consequences, since it indicates that some types of input can be
handled more successfully by automatic systems than others, and understanding better the
input characteristics can help decide which input should be directed to which summarizers,

if several summarizers with different strengths are available (as in (MBE*01)).

Studying human summarization performance

Several different aspects of human summarization performance have been studied in the
past to inspire and guide the development of automatic summarization. Notably in the
context of single document summarization, the cut-and-paste approach has been developed
to mimic humans who edit extracted sentences using reduction to remove inessential phrases
and combination to merge resulting phrases together as coherent sentences (JM99; Jin00;
JM00). Central to developing the approach was the alignment of human abstracts with
the original input documents in order to identify which input sentences were used as the
bases of sentences in the abstract, and also to study the revision operations applied by the
summary authors. The value for future research that the development of a corpus of aligned

abstract and input document pairs and their texts has been recognized and several superior
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alignment methods have been proposed (BE03; DM04).

Banko and Vanderewende (BV04) used Jing’s ideas as a foundation for their compara-
tive study between the degree of extractiveness characteristic for single- and multi-document
summarization. Jing’s cut-and-paste approach for single document summarization suggests
that larger text segments from the input documents can be combined to produce fluent sum-
maries. Banko and Vanderwende’s experiment aiming to discover if the same claim can be
made about multi-document summaries as well, was based on the idea of “tiling” single- and
multi-document human abstracts with tiles consisting of n-grams derived from the input
provided to the summarizer. On average, the length of a tile for single-document sum-
maries was 4.47, compared with 2.33 for multi-document summarization. They discovered
that 61 out of all 1667 hand-written single-document summary sentences exactly matched
a sentence in the source document, while there were no sentences in the multi-document
summaries for which this was the case. In addition, 93% of the single-document summary
sentences could be tiled using n-grams coming from a single input sentence, while none of
the multi-document summary sentences could be tiled in this manner. Their study brings
forward the fact that humans use a greater amount of generation and text reformulation
when performing multi-document summarization task compared with the single-document
summarization task, suggesting that summarization approaches that are very effective for
single-document summarization might not perform as well in the multi-document setting.
The study thus exemplifies the need to study human performance in order to derive speci-

fications or guidelines for system development.

2.6 Conclusions

In this chapter, we analysed the characteristics of generic multi-document summarization.
We showed that it is useful in the context of news aggregation and browsing system. We
also studied the linguistic quality of multi-document summaries, and the differences in
human content selection choices in summarization: both of these characteristics showed
the need for more work in these areas. For linguistic quality, we observed that automatic

summaries suffer from overall poor referential clarity, focus and coherence. In later chapters
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of the thesis, chapters 4 and 5 we will propose solutions to these problems through summary
rewrite. For differences in human choices, we demonstrated that there are more differences in
multi-document than single-document summarization and that these differences are larger
than what could be explained by language variation alone. In the later chapters of this
thesis, we will address this aspect of summarization by proposing an annotation scheme
that allows us to analyse semantic similarities and differences between summaries using a
better granularity than just content words, and will also propose an evaluation method that

incorporates this observed variability into a reliable evaluation metric.
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Chapter 3

The pyramid annotation scheme

In chapter 2, we performed a detailed comparison between the content in multiple human
summaries on two levels of granularity—that of words and that of sentences, the latter
based upon the relative utility studies performed by Radev and colleagues (RT03; RJB00).
At both levels we observed a Zipfian distribution of content units (words and sentences
respectively), with few units having a very high weight for inclusion in the summary, and
many with only a small weight. | Nonetheless, the analysis is not fully satisfactory, because
a linguistically motivated understanding of a semantic unit will be naturally larger than a
content word and smaller than the complex sentences characteristic of newspaper writing
(vD77; Hut87).

In this chapter we will introduce the pyramid annotation scheme—an annotation proce-
dure specifically designed for comparative analysis of the content of several texts. In section
3.1, we introduce the annotation scheme and guidelines, describe an evaluation metric based
on the annotation and discuss how pyramid analysis can serve as the basis for an empirically-
motivated evaluation method and some of the benefits this method can offer. In section 3.2,
we define possible alternative evaluation metrics based on the pyramid annotation, their
properties and relative advantages (such as easier annotation requirements). Finally, in

section 3.3, we discuss the large scale application of the pyramid evaluation method in the

!For words the weight was empirically determined as the number of the summarizers who used the content
word in their summary, while for sentences the judgment of importance was directly obtained by asking an

annotator to provide their subjective judgment.
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2005 Document Understanding Conference, including a discussion on annotation reliability;
we provide an analysis of semantically motivated content units, which complements the
study of the distribution of importance of content units. In section 3.4, we discuss related

work in examining the issues in text content comparison and summarization evaluation.

3.1 Annotation guidelines and pyramid scores

Our analysis of summary content is based on Summarization Content Units, or SCUs and
we now proceed to define the concept. SCUs are semantically motivated units similar
in spirit to the automatically identified elementary discourse units (Mar00; SMO03), the
manually marked information nuggets (Voo04) and factoids (vHT03; TvHO04b), all of which
are discussed in greater length in section 3.4. SCUs emerge from annotation of a collection
of human summaries for the same input and are not bigger than a sentential clause. Rather
than attempting to provide a semantic or functional characterization of what an SCU is,
our annotation procedure defines how to compare summaries to locate the same or different
SCUs.

The following example of the emergence of two SCUs is taken from a DUC 2003 test set.
The sentences are indexed by a letter and number combination, the letter showing which
summary the sentence came from and the number indicating the position of the sentence

within its respective summary.

A1 In 1998 two Libyans indicted in 1991 for the Lockerbie bombing were still in Libya.

B1 Two Libyans were indicted in 1991 for blowing up a Pan Am jumbo jet over Lockerbie,

Scotland in 1988.
C1 Two Libyans, indicted for the bombing of a New York bound Pan Am jet over Locker-

bie, Scotland in 1988, killing 270 people, for 10 years were harbored by Libya who

claimed the suspects could not get a fair trail in America or Britain.

D2 Two Libyan suspects were indicted in 1991.

The annotation starts with identifying similar sentences, like the four above, and then
proceeds with finer grained inspection that can lead to identifying more tightly related

subparts. We obtain two SCUs from the underlined portions of the sentences above. Each
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SCU has a weight corresponding to the number of summaries it appears in; SCU1 has
weight=4 and SCU2 has weight=3. The grammatical constituents contributing to an SCU
are bracketed and coindexed with the SCU ID.

SCU1 (w=4): two Libyans were officially accused of the Lockerbie bombing
A1l [two Libyans]1 [indicted]1
B1 [Two Libyans were indicted]1
C1 [Two Libyans,|1 [indicted]1

D2 [Two Libyan suspects were indicted]|1

SCU2 (w=3): the indictment of the two Lockerbie suspects was in 1991
A1l [in 1991]2
B1 [in 1991]2
D2 [in 1991.]2

The remaining parts of the four sentences above end up as contributors to nine different
SCUs of different weight and granularity.

An SCU consists of a set of contributors that, in their sentential contexts, express the
same semantic content. In addition, an SCU has a unique index, a weight, and a natural
language label. The label, which is subject to revision throughout the annotation process,
has three functions. First, it frees the annotation process from dependence on a semantic
representation language. Second, it requires the annotator to be conscious of a specific
meaning shared by all contributors. Third, because the contributors to an SCU are taken
out of context, the label serves as a reminder of the full in-context meaning, as in the case of
SCU2 above where the temporal PPs are about a specific event, the time of the indictment.

The complete set of annotation instructions is given in Appendix A. The instructions
have evolved over the years, now addressing questions raised by annotators who applied
the method in DUC 2005 as described in the following section. The initial guidelines were
made publicly available in our Columbia University technical report (PN03).

After the annotation procedure is completed, the final SCUs can be partitioned in a
pyramid. The partition is based on the weight of the SCU; each tier contains all and
only the SCUs with the same weight. When we use annotations from four summaries, the

pyramid will contain four tiers. SCUs of weight 4 are placed in the top tier and SCUs of
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. o W=4

W=2

Ww=1

Figure 3.1: Two of six optimal summaries with 4 SCUs

weight 1 on the bottom, reflecting the fact that fewer SCUs are expressed in all summaries,
more in three, and so on. For the mid-range tiers, neighboring tiers sometimes have the
same number of SCUs. In descending tiers, SCUs become less important informationally
since they emerged from fewer summaries. A more detailed discussion of these properties

of SCU distribution will be presented in section 3.3.1.

We use the term “pyramid of order n” to refer to a pyramid with n tiers. Given a pyramid
of order n, we can predict the optimal summary content—it should contain all the SCUs
from the top tier, if length permits, SCUs from the next tier and so on. In short, in terms
of maximizing information content value, an SCU from tier (n — 1) should not be expressed
if all the SCUs in tier n have not been expressed. This characterization of optimal content
ignores many complicating factors such as constraints for ordering SCU in the summary.
However, we explicitly aim at developing a metric for evaluating content selection, under
the assumption that a separate linguistic quality evaluation of the summaries will be done
as well. The proposed characterization of optimal content is predictive: among summaries
produced by humans, many seem equally good without having identical content. Figure
3.1, with two SCUs in the uppermost tier and four in the next, illustrates two of six optimal

summaries of size four (in SCUs) that this pyramid predicts.

Based on a content pyramid, the informativeness of a new summary can be computed
as the ratio of the sum of the weights of its SCUs to the sum of the weights of an optimal

summary with the same number of SCUs. Such scores range from 0 to 1, with higher
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scores indicating that relatively more of the content is as highly weighted as possible. Like
this, information that is included in more human summaries is awarded higher weight and
importance. This decison assumes that the summary rewiters are equally capabale, and
good at the summarization task. If this were not the case, information in the summary of

more able summarizers can be awarded higher weight, for example.

We now present a, precise formula to compute a score for a summary capturing the above
intuitions about informativeness. Suppose the pyramid has n tiers, T;, with tier T}, on top
and T7 on the bottom. The weight of SCUs in tier T; will be 7. There are alternative ways
to assign the weights and the method does not depend on the specific weights assigned: the
weight assignment we adopted is simply the most natural and intuitive one. Let |T;| denote
the number of SCUs in tier T;. Let D; be the number of SCUs in the summary that appear
in T;. SCUs in a summary that do not appear in the pyramid are assigned weight zero.

The total SCU weight D is:
D= E;’-l:li X Di

The optimal content score for a summary with X SCUs is:

n

n
Max= Y ix |G +jx (X = ) |T])

i=j+1 i=j+1

n
) = T > X Nl
where j mzax(tz_:i| H| > X) (3.1)

In the equation above, j is equal to the index of the lowest tier an optimally informative
summary will draw from. This tier is the first one top down such that the sum of its
cardinality and the cardinalities of tiers above it is greater than or equal to X (summary
size in SCUs). For example, if X, is less than the cardinality of the most highly weighted
tier, then j = n and Max is simply X x n (the product of X and the highest weighting

factor).

Then the pyramid score P is the ratio of D to Max. Because P compares the actual
distribution of SCUs to an empirically determined weighting, it provides a direct comparison

to the way human summarizers select information from source texts.
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Scores clearly diverge with 5 or more models
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Figure 3.2: Minimum, maximum and average scores for two summaries summaries for
pyramids of different size. Summary A is better than summary B as can be seen from the
scores for pyramids of size 9, but with few models in the pyramid, it can be assigned scores

that are lower than that for summary B.
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3.1.1 Analysis of human summaries: behavior of scores as pyramid grows

Here we use three DUC 2003 summary sets for which four human summaries were written.
In order to provide as broad a comparison as possible for the least annotation effort, we
selected the set that received the highest DUC scores (D30042: Lockerbie), and the two
that received the lowest (D31041: PAL; D31050: China). For each set, we collected six new
summaries from advanced undergraduate and graduate students with evidence of superior
verbal skills; we gave them the same instructions used by NIST to produce model sum-
maries. This turned out to be a large enough corpus to investigate how many summaries
a pyramid needs for score stability. We present results demonstrating the need for at least
five summaries per pyramid, given this corpus of 100-word summaries. The two specific
questions we examine in relation to the fact that summary scores change with the increase

of the number of summaries in the pyramid are:

1. How does variability of scores change as pyramid order increases?

2. At what order pyramid do scores become reliable?

To have confidence in relative ranking of summaries by pyramid scores, we need to answer
the above questions.

As we discussed in chapter 2, different people choose different content for inclusion
in their summaries, so a summary under evaluation could receive a rather different score
depending on which summary is chosen to be the model.? We observe that with only a few
summaries in a pyramid, there is insufficient data for the scores associated with a pyramid
generated from one combination of a few summaries to be relatively the same as those using
a different combination of a few summaries. Empirically, we observed that as pyramids grow
larger, and the range between higher weight and lower weight SCUs grows larger, scores
stabilize. This makes sense in light of the fact that a score is dominated by the higher
weight SCUs that appear in a summary. However, we wanted to study more precisely at
what point scores become independent of the choice of models that populate the pyramid.

We conducted three experiments to locate the point at which scores stabilize across our

2 At the end of chapter 2 we mentioned the work of McKeown et al. that showed that in evaluations based

on a single model, the choice of the model had a significant impact on the scores assigned to summaries.
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three datasets. Each experiment supports the same conclusion (that about five summaries
are needed), thus reinforcing the validity of the result.

Our first step in investigating score variability was to examine all pairs of summaries
where the difference in scores for an order 9 pyramid was greater than 0.1; there were 68
such pairs out of 135 total. All such pairs exhibit the same pattern illustrated in Figure
3.2 for two summaries we call ’Summary A’ (shown in blue) and 'Summary B’ (shown in
red). The x-axis on the plot shows how many summaries were used in the pyramid (and
in brackets, the number of pyramids of that size that could be constructed with the nine
available model summaries) and the y-axis shows the minimum (marked on the plot by a
triangle), maximum (marked by a cross) and average (marked by a square) scores for each
of the summaries for a given order of pyramid.? Of the two, ’Summary A’ has the higher
score for the order 9 pyramid, and is perceivably more informative. Averaging over all
order-1 pyramids, the score of 'Summary A’ is higher than that for ’Summary B’ (with all
orders of pyramids, including that for order-1, the blue square representing the average score
for "Summary A’ across all possible pyramids is above the red square that represents the
average score for 'Summary B’). But some individual order-1 pyramids might yield a higher
score for 'Summary B’: the minimum score assigned by some pyramid to ’Summary A’ (blue
triangle) is lower than the average score for the worse summary B. The score variability
at order-1 is huge: it can be as high as 0.5, with scores for summary A varying between
around 0.3 to close to 0.8. With higher order pyramids, scores stabilize: the difference
between the maximum and minimum score each summary could be assigned diminishes,
and even the lowest score assigned to the better summary (A) is higher than any score
for the worse summary (B). Specifically, in our data, if summaries diverge at some point
as in Figure 3.2, meaning that the minimum score for the better summary is higher than
the maximum score for the worse summary, the size of the divergence never decreases as
pyramid order increases. This is visually expressed in the figure by the growing distance
between the blue triangles and the red crosses. The vertical green dotted line at pyramids
of order 5 marks the first occurrence of divergence in the graph. For pyramids of order

> 4, ’Summary A’ and ’Summary B’ never receive scores that would reverse their ranking,

3Note that we connected data points with lines to make the graph more readable.



3.1. ANNOTATION GUIDELINES AND PYRAMID SCORES 39

regardless which model summaries are used in the pyramids.

For all pairs of divergent summaries, the relationship of scores follows the same pattern
we see in Figure 3.2 and the point of divergence where the scores for one summary become
consistently higher than those of the other, was found to be stable—in all pair instances,
if summary A gets higher scores than summary B for all pyramids of order n, than A
gets higher scores for pyramids of order > n. We analyzed the score distributions for all
67 pairs of summaries the order-9 scores for which differed by more than 0.1, in order to
determine what order of pyramid is required to reliably determine which is the better one.
The expected value for the point of divergence of scores, in terms of number of summaries

in the pyramid, is 5.5.

We take the scores assigned at order 9 pyramids as being a reliable metric on the
assumption that the pattern we have observed in our data is a general one, namely that
variance always decreases with increasing orders of pyramid, and that once divergence of
scores occurs, the better summary never gets lower score than the worse for any model of

higher order.

We postulate that summaries whose scores differ by less than 0.06 have roughly the
same informativeness. The assumption is supported by two facts. First, this corresponds
to the difference in scores for the same summary when the pyramid annotation has been
performed by two independent annotators (see (NP04) for details). In later studies in the
context of DUC 2005, it was also shown that scores based on peer annotations produced
by novice annotators given the same pyramid also differ on average by 0.06 (PNMSO05).
Second, the pairs of summaries whose scores never clearly diverged, had scores differing by
less than 0.06 at pyramid order 9. So we assume that differences in score by less than 0.06
do not translate to meaningful differences in information quality and proceed to examine
how the relative difference between two summaries at order-9 pyramids could change if we

used pyramids of lower order instead.

Now, for each pair of summaries (suml, sum?2), we can say whether they are roughly the
same when evaluated against a pyramid of order n and we will denote this as |suml| ==,
|sum2|, (scores differ by less than 0.06 for some pyramid of order n) or different (scores differ

by more than 0.06 for all pyramids of order n) and we will use the notation |suml| <, |sum?2|
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if the score for sum?2 is higher.
When pyramids of lower order are used, the following errors can happen, with the

associated probabilities:

Ei: |suml| ==g |sum2| but |[suml| <, |sum2| or |suml| >, |sum2| at some lower order
n pyramid. The conditional probability of this type of error is p1 = P(|suml| >,
|sum2|||suml| ==g |sum2|). In this type of error, summaries that are essentially the
same in terms of informativeness will be falsely deemed different if a pyramid of lower

order is used.

Ey: |suml| <9 |sum2| but at a lower order |suml| ==, |sum2|. This error corresponds
to ”losing ability to discern”, and a pyramid with fewer models will not manifest a
difference that can be detected if nine models were used. Here, p; = P(|suml| ==,

|sum2|||suml| <g |sum2|).

E;: |suml| <g |sum2| but at lower level |suml| >, |sum2| Here, p3 = P(|suml| >,
|sum2|||suml| <g |sum2|)+P(|suml| <, |sum2||suml| >, |sum2|). This is the most
severe kind of mistake and ideally it should never happen, with the better summary
getting a much lower score than the worse one. Note that such error can happen only

for models of order lower than their point of divergence.

Empirical estimates for the probabilities p;, po and p3 can be computed directly by
counting how many times the particular error occurs for all possible pyramids of order n.
By taking each pyramid that does not contain either of suml or sum2 and comparing
the scores they are assigned, the probabilities in Table 5 are obtained. We computed
probabilities for pairs of summaries for the same set, then summed the counts for error
occurrence across sets. The order of the pyramid is shown in the first column of the table,
labeled n. The last column of the table, “Data points”, shows how many pyramids of a
given order were examined when computing the probabilities. The total probability of error
p = pl x P(|suml| ==g |sum2|) + (p2 + p3) * (1 — P(|suml| ==g |sum?2|)) is also shown in
Table 5.

Table 5 shows that for order-4 pyramids, the errors of type E3 are ruled out. At order-5

pyramids, the total probability of error drops to 0.1 and is mainly due to error Es, which
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is the mildest one.

Choosing a desirable order of pyramid involves balancing the two desiderata of having
less data to annotate and score stability. Our data suggest that for this corpus, 4 or 5
summaries provide an optimal balance of annotation effort with score stability. This is

reconfirmed by our following analysis of ranking stability.

pl p2 p3 p data points
0.41 | 0.23 | 0.08 | 0.35 1080
0.27 |1 0.23 | 0.03 | 0.26 3780
0.16 | 0.19 | 0.01 | 0.18 7560
0.09 | 0.17 | 0.00 | 0.14 9550
0.05 | 0.14 | 0.00 | 0.10 7560
0.02 | 0.10 | 0.00 | 0.06 3780
0.01 | 0.06 | 0.00 | 0.04 1080
0.00 | 0.01 | 0.00 | 0.01 135

0| | |k |W N | =B

Table 3.1: Probabilities of errors E1, E2, E3 (p1, p2 and p3 respectively, and total probability
of error (p). The first column shows the order of the pyramid, equal to the number of model
summaries it is constructed from. The last column gives the number of observations used

to compute the probabilities.

In order to study the issue of how the pyramid scores behave when several summarizers
are compared, not just two, for each set we randomly selected 5 peer summaries and con-
structed pyramids consisting of all possible subsets of the remaining five. We computed the
Spearman rank-correlation coefficient for the ranking of the 5 peer summaries compared
to the ranking of the same summaries given by the order-9 pyramid. Spearman coefficient
rs (DM69) ranges from -1 to 1, and the sign of the coefficient shows whether the two rank-
ings are correlated negatively or positively and its absolute value shows the strength of
the correlation. The statistic rs can be used to test the hypothesis that the two ways to
assign scores leading to the respective rankings are independent. The null hypothesis can
be rejected with one-sided test with level of significance o = 0.05, given our sample size

N =5, if r; > 0.85.
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Since there are multiple pyramids of order n < 5, we computed the average ranking
coefficient, as shown in Table 3.2. Again we can see that in order to have a ranking of the
summaries that is reasonably close to the rankings produced by a pyramid of order n =9,

4 or more summaries should be used.

n | average rs | # pyramids
1 0.41 15

2 0.65 30

3 0.77 30

4 0.87 15

5 1.00 3

Table 3.2: Spearman correlation coefficient average for pyramids of order n < 5

3.2 Other scores based on pyramid annotation

The pyramid score defined and studied in the previous section represents only one of the
possible ways for incorporating the content unit analysis into a score reflecting the appro-
priateness of a content in a summary. The pyramid score is similar to a precision metric—it
reflects how many of the content units that were included are as highly weighted as possible
and it penalizes the use of a content unit when a more highly weighted one is available and
not used.

Alternatively, one can imagine a pyramid score corresponding to recall. Such recall
oriented score could be defined, for example, as the weight of the content units in the
summary normalized by the weight of an ideally informative summary of SCU size equal
to the average SCU size the human summaries in the pyramid. So again, the score would
be the ratio between D (the sum of weights of SCUs expressed in the summary) and Max
(the optimal score of a summary of size X, defined in formula 3.1), as defined in section 3.1,
but this time X will not be the SCU length of the evaluated peer, but rather the average

number of SCUs in the model summaries used for the creation of the pyramid, X,:

moix T
XGZM (3.2)

n
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This score, which we will call modified pyramid score, measures if the summary under
evaluation is as informative as one would expect given the human models. If a summary
covers some of the highly weighted content units, and also contains multiple content units
that do not appear in the model pyramid, such summary would have a high modified pyra-
mid score and possibly quite low original score when the summary contains more content
units than the average human model. In the next section 3.3, we will discuss the findings
from the application of the pyramid evaluation method in DUC 2005 where the modified
pyramid score showed better qualities than the original pyramid scores—it proved to be less
sensitive to peer annotation errors, it distinguished better between systems and had higher
correlation with other manual evaluation metrics such as responsiveness judgments.

Another possibility for a score can ignore the weighting of content units altogether.
The pyramid annotation can be used simply to obtain a pool of content units that are
likely to appear in the summary, similarly to the way nuggets are used for evaluation of
question-answering systems (Voo04). In this scenario, the standard precision and recall
used in information retrieval can be computed. Earlier we defined D; as the number of
SCUs in a summary under evaluation that appear in tier 7; of the pyramid. In particular,
Dy is the number of SCUs in the peer that do not appear in the pyramid. Then we can
straightforwardly define

_ Z?:l D;
Recall = ST (3.3)

and

Z?ﬂ D;
Z?:o D;

Recall is equal to the fraction of content units in the peer summary that are also in the

Precsion = (3.4)

pyramid and precision is the ratio of SCUs from the pyramid that are expressed in the peer
to all SCUs expressed in the peer. Such scores would not incorporate all the knowledge
derivable from SCU analysis of multiple summaries—the benefit from the use of multiple
models will be only that a bigger pool of potential content units can be collected. But

the importance weighting will not be used. A notable difference of the precision/recall
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approach proposed here and that used in evaluation of question answering systems is that
the pyramid method one is based on an analysis of human models, while the information
nuggets in question-answering evaluation are obtained by analyzing (mostly) the output of
automatic systems, thus making it impossible to claim that an occurrence in the answer

provides an empirical evidence for the importance of the nugget.

Another interesting possibility is to use each summary content unit as the unit of eval-
uation. Such approach is similar to the one used in machine translation, where human
judgments for quality are collected on sentence by sentence basis, rather than for a com-
plete text. Such score can be used when the goal is to compare systems and will work in
the following way. Say there are N content units in a pyramid, N = ), T;. Each peer
summary will be associated with a binary vector S and S[k] = 1 if the kth content unit
from the pyramid is expressed in the peer (and is 0 otherwise). Thus, when comparing two
summaries from different systems, for each test set we will get a vector of observations,
rather than a single number as the original or modified pyramid scores do. This means that
one could apply a paired statistical test (a t-test for example) to the two vectors and test
if two different summaries for the same set are statistically significantly different. It is not
possible to make conclusions of this sort from the original pyramid scores because a vector of
observations is necessary to compute the variance of the scores. Similarly, when comparing
two systems across a full test set, the content unit based evaluation would give more data
points which can be used to compare the systems. Say there are Y test sets. If the per
summary scores are used, the basis for comparison between the two systems will consist of
a vector of Y observations. But there will be about Y % N, data points for content unit
based evaluation, where N, is the expected number of SCUs in a pyramid. For the three
sets that we described earlier in this chapter, there were 36 SCUs in an average pyramid.
So if we want to compare two systems, we will have 3 data points if pyramid scores are used
and 36 x 3 = 114 data points if the evaluation is done on the basis of content units. Such
gain in data can make possible reaching statistically significant conclusions even when few
test sets are available. In the experiments for DUC 2005, which we will describe next, there
were 20 test sets for pyramid evaluation. We experimented with the content unit based

score, and indeed saw several more significant differences between system compared to the
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modified pyramid score. So the introduction of the new metric seemed unnecessary in the
DUC context, with only few gains in significance. But in other settings, where fewer test

sets are available, the per content unit evaluation can be very helpful.

3.3 Pyramid evaluation at DUC 2005

In the 2005 Document Understanding Conference, special attention was devoted to the study
of evaluation metrics. The pyramid semantic-centered evaluation was one of the metrics
used. 20 test sets were evaluated with the pyramid method, in addition to the linguistic
quality evaluation discussed in section 2, responsiveness and the automatic ROUGE metrics.
The task in that edition of the conference was to produce a 250-word summary in response
to a question topic. The responsiveness of each summary was judged by a human on a scale
from 1 (least responsive) to 5 (most responsive), with the additional restriction that each
category should be assigned to at least one of the summaries.

An example of a topic for which the systems needed to find an answer is shown below:

<topic>
<num> d311i </num>

<title> VW/GM Industrial Espionage </title>

<narr>

Explain the industrial espionage case involving VW and GM. Identify
the issues, charges, people, and government involvement. Report the
progress and resolution of the case. Include any other relevant
factors or effects of the case on the industry.

</narr>

Pyramid evaluation was applied to 27 peers for each of the 20 test sets. The peers
included one baseline (the first 250 words of the latest document), 24 automatic peers
and two human peers. The model pyramid for each set was constructed based on seven
human-authored summaries. The 20 pyramids were constructed by a team at Columbia

University, and the peer annotation was performed by DUC participants and additional
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volunteers who were interested in the pyramid annotation. There were total of 26 peer
annotators, which allowed the freedom to have the same set of summaries annotated by two
different annotators and study the annotation reliability. Details on the DUC 2005 pyramid
evaluation beyond those presented in the chapter can be found in (PNMS05).

The evaluation allowed for two kinds of summarization-related studies:

1. The model pyramids allow better understanding of the distribution of information in
a pool of human summaries, measured in semantically defined content units. The
study confirms the hypothesis suggested by the analysis based on the distribution of
content words and sentences that was described in chapter 2—-content units follow a

Zipfian distribution characteristic for complex optimization problems.

2. The evaluation results allows for comparison between the semantic-based pyramid

evaluation and the other metrics used in the conference.

The following sections offer an indepth discussion of these two topics concerning the

pyramid annotation.

3.3.1 Zipfian distribution of content units

In chapter 2 we hypothesized that content units from the input are probabilistically emitted
in a summary (see the beginning of section 2.4) and that there are only a few content units
with high probability of being emitted in the summary, and a very large group of units
with quite low probability. Essentially, the distribution of the importance (probability) of
content units is Zipfian—figure 3.3 shows the distribution of each importance class, on three
levels of granularity, Summarization Content Units, words and sentences. At all levels, the
initial hypothesis of Zipfian distribution in the importance classes is confirmed. Remember
that for the purpose of our study, importance is equated to the number of humans that uses
a content unit in a summary.

In all three plots, the z axis shows the importance weight of the unit and the y axis
shows how many units of the given importance class appeared in our corpus. The SCU
and content word counts are from the DUC 2005 summary corpus consisting of 20 input

sets and seven human summaries for these clusters. The importance classes of SCUs/words



3.3. PYRAMID EVALUATION AT DUC 2005 47

are simply the number of human summarizers who included the given SCU/word in their
summary. Thus the bar over “class 7” on the z axis represents the number of SCUs in the
20 sets that had weight or importance equal to 7. The bottom graph on the importance
of sentences comes from direct judgment on the importance of each sentence done by the
relative utility method discussed in chapter 2 and further described in the related work
section of this chapter. In the relative utility approach, each sentence in the input was
judged on a scale from 10 to 0 with respect to its appropriateness for inclusion in the
summary, where 10 means the sentence should definitely be included in the summary and
0 means the sentence should definitely not be included in the summary. For our purposes,
all sentences that were assigned a relative utility judgment strictly less than 7 are collapsed
together. The corpus for relative utility judgments is different from the DUC 2005 corpus

used for the other two granularities.

An inspection of 3.3 reveals a striking similarity between the importance class distribu-
tions in terms of words and SCUs. The observed similarity in the distributions gives some
insight into explaining the fact that automatic intrinsic evaluation of content selection in
summarization based on unigram overlap with a set of models have high correlation with

semantic-based evaluation methods (LH03; Lin04).

Zipfian distribution is characteristic of complex problems involving the optimization of
multiple constraints, for example that of city sizes, the distribution of wealth (Zip65), and
the connectivity between webpages or the citation patterns in science (BA99). Indeed,
the process of summarization itself is constrained by multiple cognitive factors such as prior
knowledge and personal interest, as well as the properties of the input documents. In fact in
the past couple of years several applications of graph-based algorithms originally developed
for estimating importance of webpages have been applied to summarization, with very good
results—(ER04a; MT04; VBMO04). The researchers who proposed the graph-based approach
conclude that graphs are a very powerful modeling tool. But here we have demonstrated that
the good performance of the algorithms such as PageRank (PBMW98) that were originally
developed for the web lead to good results in summarization because in fact content units in
summaries have the same distribution as webpage connectivity. While from an engineering

perspective it is not so important why an approach to solving a problem works well, having
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Figure 3.3: Size of “importance” classes defined in terms of content units, words and sen-
tences. The shape of the distributions is the same across the different granularities, with
few units of a very high weight and a numerous units of low weight. The importance of
sentences is based on subjective human judgments, while the importance of content words

and SCUs are empirically estimated from the summary content chosen by humans.
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an insight into the whys surrounding the summarization process are very useful—they can
lead to understanding deeper cognitive and linguistic aspects of summarization that can
eventually feed back useful ideas for system development. For example, in the chapter on
content selection (chapter 4) we will use a model of importance that relies on frequency
information and it proved to be powerful for generic news summarization. It is a more
direct model for example than the graph-based models that use word co-occurrence to
build links between graph nodes, as well as to assign weight for these arcs (a more detailed
comparison between the two approaches will be presented in the following chapter, 4). But
the distributional observations presented here suggest that some of the more mathematically
sophisticated “Large Number of Rare Events” models presented in (Baa0l) could lead to
even better results in content selection. We plan to experiment with some of these models
in future work.

Obviously, the study of distribution of content units has implications for summarization
evaluation. A meaningful metric should incorporate the findings, in a way similar to the
pyramid or factoid evaluation methods. From the Zipfian distribution of content units
we can expect that the probability of a content unit to appear in a summary cannot be
estimated with convergence—as (Baa0l) point out, the consideration of a larger number
of human models, the overall (average) probability of content units will decrease. Such
conclusion is confirmed by our empirical findings as well—in SCU pyramids constructed
from four human summaries, the average weight of an SCU was 2.4 (DUC’03 data), while
in pyramids constructed from seven model summaries the average SCU weight was 1.9
(DUC’05 data). What the pyramid method achieves is to obtain a relative weight for the
content units. After 5 summaries are analyzed, one gets a good working estimate of which
content units are more important than others that can appear in a summary. This relative
importance is unlikely to change with the addition of more summaries and provides for a

reliable intrinsic evaluation metric.

3.3.2 Annotation reliability

In order to study the reliability of peer evaluation using pyramid annotations, the 27 peers

for six of the test sets were annotated by two different annotators, using the guidelines
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provided here in Appendix A. The annotators were encouraged to use th DUC 2005 mailing
list to request further clarifications. Both annotators received the same model pyramid
constructed from seven human summaries and each independently evaluated the 27 peers
for that set. This means that each annotator had to read a peer summary and decide if
the information in the peer is equivalent to some content unit in the model pyramid, and
to identify the exact content unit. The annotators were encouraged to revise their annota-
tions after looking at more peers and were provided with a script that ensured consistant
annotation of the same text in different summaries.

There are two levels at which the annotator agreement could be measured:

Semantic At the semantic level, one can be interested if the two annotators can use the
annotation guidelines to reliably make decisions of what content, potentially realized
with different syntactic constructions and vocabulary items, can be considered equal

semantically.

Scorewise In the context of summary evaluation, one can be interested exclusively in the
scores that each peer receives, and not in the judgments that led to the score. Thus
of interest will be if and by how much the score of the summary obtained under one

annotator differs from that under the other annotator.

We now proceed with the study of both aspects of the annotation reliablily. In both
respects the method is sound—the overall kappa statistic between the pairs of annotators
reaches 0.65 when content units of weight 1 are excluded from consideration, and the average
difference between the pairs of scores for each summary is less than 0.06. Detailed analysis

follows.

Do annotators identifying content units reliably?

The question of measuring reliability of an annotation scheme is always an important one
and has received considerable attention in the natural language processing community, es-
pecially since Carletta’s influential paper (Car96) that specifically discussed the importance
of reliability. The appropriate choice of statistics to measure reliability has been a matter

of discussion, notably in (DG04; Kri04; CWO05), the first suggesting that several agreement
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statistics should be reported in conjunction, while the latter two claiming only one should be
chosen. Here we will report percent agreement and kappa, as recommended by di Eugenio
and Glass (DG04) who suggests that these two statistics should be reported together, along
with Cohen’s kappa and that the three statistics in conjunction provide a good picture of

agreement.

Percent agreement measures the proportion of agreement between coders and is the
ratio between the number of content units coded in the same manner by both annotators
as wither present or absent in the peer and the total number of content units in a pyramid.
It does not include any correction for chance agreement. Kappa computes the chance-
corrected agreement between annotators, with the chance agreement computed by assuming
equal coder category distribution. In the peer annotation task, the annotator is given a
master pyramid, annotated separately by an annotator and adjusted after a discussion with
other annotators. The task in the peer evaluation is to take a new peer summary (that did
not contribute to the identification of content units in the model pyramid) and then identify
all content units from the pyramid that also appear in the peer summary. Effectively this
is equal to the task of answering with yes or no, for each SCU in the pyramid, the question
“Does this SCU appear in the peer summary?” In addition, the annotator also had to
highlight the portion of the peer summary that expressed the SCU in case of an yes answer,
but this aspect of the annotation does not contribute to the reliability study. The model
pyramids contained on average 156 SCUs across the 20 sets, while an average peer covered
about 10 SCUs from the pyramid. So the number of SCUs that will not be expressed in the
peer will greatly outnumber the ones expressed. As a consequence, the percent agreement
will be higher than the actual agreement between annotators and the kappa statistic will be
lower, since a the estimated chance agreement for the majority category will be high. We
report both: the kappa and percent agreement statistics for each of the six sets are shown in
table 3.3.2. In particular the kappa statistic ranges from 0.46 to 0.62. These are somewhat
low reliability figures, indicating the difficulty of the annotation task. In fact, we noticed
that more and longer model summaries in DUC 2005 (250 words; 7 models) lead to longer
annotation times. We computed the two reliability statistics while excluding the SCUs of

weight one, which represented about half of the SCUs in a pyramid—the kappa and percent
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Set Kappa statistic Percent agreement

set 324 0.62 (0.66) 0.90 (0.90)
set 400 0.50 (0.65) 0.96 (0.94)
set 407 0.46 (0.42) 0.95 (0.90)
set 426 0.60 (0.69) 0.94 (0.94)
set 633 0.55 (0.67) 0.96 (0.96)
set 695 0.57 (0.71) 0.96 (0.96)

Table 3.3: Kappa and percent agreement statistics for two independent annotators in six of
the DUC 2005 peer annotation sets. For each set, 27 peers were evaluated. The numbers in
brackets show the same statistics computed over annotations excluding the SCUs of weight

1.

agreement agreement of the reduced SCU set are shown in brackets in table 3.3.2. Indeed,
kappa figures go up when computed with this reduced SCU set, close to or exceeding the
generally recommended threshold of 0.67 for five of the six sets. This is an indication that
while it might be desirable to get a larger number of model summaries in order to better
estimate the weight of content units, the larger number leads to longer time spend doing
the annotation, and makes the annotation more difficult, lowering the reliability.

Computed over all six sets annotated by two annotators by taking the scu annotation
across all sets in one pool, we obtain a kappa statistic of 0.57 and percent agreement
0.95; without weight 1 SCUs the two statistics are 0.65 and 0.93 respectively. The general
recommendation for a threshold at which an annotation can be considered reliable is kappa
of 0.67, which is about what is achieved in pyramid annotation when weight 1 SCUs are
excluded.

In conclusion, the SCU annotation task is difficult for novices: as (CW05) discuss, lower
kappa statistics are indicative of the difficulty of the task the annotators were asked to
perform. Better training can lead to higher agreement as measured by kappa as we discuss
in our presentation of the factoid method in the related work section of this chapter.

Additional discussion on the annotation reliability in the DUC’05 exercise, including

alpha statistics (Kri80), can be found in (PNMS05).
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By how much do scores differ?

In the previous section we studied the reliability of peer pyramid annotation. The study
showed that the task is difficult, but acceptable reliability can be achieved even when the
annotation is performed by untrained annotators. Still, in terms of evaluation, the reliability
of the annotation is not the most important property—rather, the stability of the scores
that summaries receive based on the two annotations is of importance. A small difference
would show that even if there are disagreements if the peer annotation, the score is not
impacted. For the six sets that were annotated by two annotators and that we used for the
reliability discussion in the previous section, we computed the difference between the scores
resulting from the two different annotations. The average absolute value of the difference
in scores across the 162 pairs of summaries annotated by two annotators was 0.0617 for the
original pyramid score and 0.0555 for the modified pyramid score. These numbers are very
reassuring because they are very close to the empirically estimated difference of scores that
we postulated in 3.1.

Tables 3.4 shows the average paired difference for each set for the original (in column
2) and modified scores (in column 3) respectively. It also shows p-values for a parametric
t-test (those for non-parametric Wilcoxon rank-sum test were also computed and were very
similar to the p-values for the t-test and are not reported here for this reason) for the null
hypothesis that the annotation of one annotator led to scores that are significantly higher
than the scores based on the other’s annotation.

The average differences in the six sets are overall in the expected range, smaller than
0.06. The only exception is set 324, where the scores differed on average by 0.1 for the
modified score and 0.7 for the original pyramid scores. One of the annotators for this
set 324 actually reported being pressed for time, and not using the script provided to
annotators to ensure consistency. The fact the set in which this annotator was involved had
the largest differences across annotator scores is indicative of the generally recognized need
to doublecheck annotations before finalizing them. The results from the t-test also suggest
that additional training of the novice annotators might be beneficial: they show that the
differences in score are significant, that is, that one annotator consistently annotated in a

way that lead to higher scores compared to the other annotator for the same set (maybe by
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Set  Original score (t-test p-val) Modified score (t-test p-val

)
324 -0.0713 (0.0001) -0.1048 (0.0001)
400 -0.0062 (0.6654) -0.0401 (0.0002)
407 -0.0413 (0.0113) -0.0401 (0.0002)
426 0.0142 (0.2096) -0.0238 (0.0113)
633 0.0289 (0.0353) 0.0200 (0.1155)
695 -0.0506 (0.0001) -0.0357 (0.0001)

Table 3.4: Average difference between the original and modified pyramid scores from two

independent annotations. The p-values from a paired t-test are given in brackets.

being more liberal in equating content). For the original scores, two out of the six sets had
significantly different scores (the exceptions were sets 400 and 426), while for the modified
score, only the difference for set 633 is not significant. The stronger significance of differences
for the modified score compared to the original score is consistent with the fact that many
annotators reported that they were unsure how to annotate content in the peer that is not
in the pyramid. Many annotators adopted their own strategy for annotating such content,
leading to random changes in the original score: the differences there were not systematic.
For the modified score, which does not take into account the annotation of content that does
not appear in the pyramid, the differences are much more systematic, indicated by the lower
p-values for each set. Annotator training, or a protocol for doublechecking the annotations,

possibly by another annotator, are likely to further reduce the observed differences.

Overall the results are good: even with novice annotators who had not been previously
exposed to the annotation procedure, the differences between scores were in the range
expected based on our prior research. But there is still room for improvement which can be
achieved by training and a post-annotation adjudication procedure that we plan to introduce

for future evaluations.
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Correlations with other evaluation metrics

In this section, we will overview the correlations between the manual and automatic metrics
used in DUC. The study of correlations is important in order to identify which metrics are
mutually redundant or substitutable. For example, if two metrics A and B have correlation
exceeding 0.95, and if we know the scores for one metric, say A, then we can predict the
scores for the other (B) with a very high accuracy. If the scores for metric B are more
difficult to obtain than those for metric A, for example they require more annotation, more
human subjects, etc, then we can say that the metrics are mutually substitutable and simply
use metric A in place of metric B. This situation usually arises when one of the metrics
is automatic (easier to produce) and the other is manual (more difficult and expensive to
produce). In the case when scores for both metrics with high correlation above 0.95 are
equally easy/difficult to produce, it is advisable to chose and report only one of them, since
the other does not bring in any new information into the analyses. Likewise, if two metrics
do not have perfect correlation, it means that they give information on some orthogonal
qualities of the summaries and can be used jointly for overall assessment.

Table 3.3.2 shows the correlations between pyramid scores and the other official metrics
from DUC 2005—responsiveness and bigram overlap (ROUGE-2) and unigram overlap and
skip bigram (ROUGE-SU4). The responsiveness judgments were solicited by two NIST
annotators (responsiveness-1 and responsiveness-2), who ranked all summaries for the same
input on a scale from 1 to 5. The two ROUGE metrics are automatically computed by
comparing a summary to a pool of human models on the basis of n-gram overlap. The
numbers are computed using only the 25 automatic peers—when the humans are included,
all correlations exceed 0.92. But in all metrics the human performance is much better
and human and automatic summarizers form different clusters, so a more fair and realistic
analysis of correlations includes only the automatic summarizers.

None of the correlations in the table are statistically significantly different from any
other, showing that no pair of metrics is more similar to each other than the other pairs.
They are all rather high and significantly different from zero. The two variants of the
pyramid scores (original and modified) are very highly correlated, with Pearson’s correla-

tion coefficient of 0.96. The two automatic metrics are also very highly correlated (0.98),
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Pyr (mod) Respons-1 Respons-2 ROUGE-2 ROUGE-SU4
Pyr (orig) 0.96 0.77 0.86 0.84 0.80
Pyr (mod) 0.81 0.90 0.90 0.86
Respons-1 0.83 0.92 0.92
Respons-2 0.88 0.87
ROUGE-2 0.98

Table 3.5: Pearson’s correlation between the different evaluation metrics used in DUC 2005.

Computed for 25 automatic peers over 20 test sets.

indicating that the metrics are mutually redundant. At the same time, the two sets of
responsiveness judgments, given by two different judges under the same guidelines, have a
correlations of only 0.83, confirming that the metric is subjective and different scores are
likely to be assigned by different humans. The correlation between responsiveness-2 and
the modified pyramid score is as high as 0.9 but still the metrics are not mutually redun-
dant and each reveals information about the summary quality that is not captured by the
other. The automatic metrics correlate quite well with the manual metrics, with Pearson’s
correlation in the range 0.80 to 0.92 but still do not seem to be high enough to suggest that
the automatic metrics can be used to replace manual metrics, which is very comparable to

results from previous years on multi-document test sets (Lin04).

In previous years, a manual evaluation protocol based on a comparison between a single
model and a peer was used. In his studies, Lin compared the correlations between these
manual scores and several versions of automatic scores. Very good results were achieved
for single document summarization and for very short summaries of 10 words where the
correlation between the automatic and manual metrics was 0.99 and 0.98 respectively. But
for 100-word multi-document summaries, the best correlation between an automatic metric
and the manual metric was 0.81: the correlations for multi-document summarization are not
as high as the ones achieved in automatic evaluation metrics for machine translations and
for other summarization tasks, where Pearson’s correlations between manual and automatic

scores was close to perfect 0.99 (PRWZ02).
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3.4 Related work

Evaluation has become an indispensible part of natural language processing research. The
strong emphasis on solid evaluation has been seen as a way to move the field forward
by identifying the most promising techniques and approaches. Specifically for the field of
summarization, evaluation has received even more attention since there is no immediately
obvious gold-standard or approach one can apply. The difficulties in summarization eval-
uation and suggested remedies have consistently accompanied the progress in automatic
summarization (RRS61; MNP97; JBME98; GKMC99; DDMO00).

Here we will overview some of the most recent approaches to evaluation presented and
employed in research since 2000. These include DUC’s method based on elementary dis-
course units, relative utility, information nuggets used for evaluation of definitional question

answering systems, and factoids.

DUC content selection evaluation

The need for a large-scale evaluation within the Document Understanding Conference has
generated a lot of discussion of evaluation and has provided large amounts of data for studies
on evaluation. In the wake of the first conference in 2001 there was an active discussion on
what approach should be used for intrinsic evaluation.

The final scheme that was adopted involved the comparison of peer summaries to a single
human-authored model. The human model was automatically broken down into elementary
discourse units (EDUs), capturing the need for analysis on a level smaller than a sentence.
For each EDU, the human evaluator had to decide on a 1 to 5 scale the degree to which the
peer expresses its information. In addition, for sentences in the peer that did not express
any model EDU, the evaluators assigned a score reflecting whether the sentence contained
important information.

Different proposals were made on how to incorporate the model EDU judgments into a
final score, and average model EDU per summary was eventually adopted as a metric that
was used throughout DUC 2004. T'wo of the main drawbacks of the approach were the use

of a single model and the granularity of EDUs. For example, the post evaluation analysis
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of McKeown et al. (MBE101) indicated that the model had larger impact on peer scores
than which summarizer performed the task. One of the possible remedies they suggested
was the use of multiple models. In addition, Marcu (Mar01) reported that some systems
were overly penalized since they contained content ranked as highly relevant for the topic,
but not included in the model summary, again pointing out a shortcoming of the use of a
single model.

The second drawback of the evaluation was the granularity of automatically identified
EDUs. Marcu (Mar00) in Chapter 9 reports that in his work on developing and evaluating
a discourse-based summarizer he, compared automatically identified elementary units with
manually identified (by him) atomic meaning units in the text and remarks that “Usually,
the granularity of the trees that are built by the rhetorical parser is coarser than the gran-
ularity of those that are built manually.” This fact was confirmed by the NIST evaluators
who reported having trouble deciding when an EDU can be considered matching content
in the peer and were also unsure how to use context in order to interpret the meaning of
SCUs. An example of the problems that annotators faced can be seen by considering the
split into EDUs by a model sentence (from model D04.M.200.A.B.html):

[President Bush,[1 [after a poor initial start, has intensified efforts to bring aid to those
affected.]2

The sentence is split into two EDUs delineated by square brackets and the evaluators
had to provide judgments on how much of their content is expressed. The first model EDU
contains a single name, while the second contains information about the poor initial start in
the aid campaign, and the fact that more effort is currently made to improve the situation.

In our subsequent work on pyramid evaluation we tried to address the problems above,
and we are grateful to the DUC organizers and participants for giving us the opportunity

to analyze some of the problems and look for solutions.

Relative Utility

Relative utility (RJB00; RT03) was one of the possible evaluation approaches listed in

the “Evaluation Road Map for Summarization Research”#, prepared in the beginning of
» Prep g g

dyww-nlpir.nist.gov/projects/duc/papers/summarization.roadmap.doc
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the Document Understanding Conferences. In this method, all sentences in the input are
ranked on a scale from 0 to 10 as to their suitability for inclusion in a summary. In addition,
sentences that contain similar information are explicitly marked, so that in the evaluation
metric one could penalize for redundancy and reward equally informationally equivalent
sentences. The ranking of sentences from the entire input allows for a lot of flexibility,
because summaries of any size or compression rate can be evaluated. At the same time,
the method is applicable only to extractive systems that select sentences directly from the
input and do not attempt any reformulation or regeneration of the original journalist-written
sentence.

The relative utility approach is very similar in spirit to the evaluation used by Marcu
(Mar00), Chapter 9), who asked multiple independent subjects to rank the importance of
information units following older research strategies (Joh70; Gar82). The main difference
is that earlier research directly concentrated on subsentential units rather than sentences.

The data gathered by the relative utility experiments conducted by Radev and his
colleagues was a very useful complement for our study on the importance distribution of

content units of different granularities presented in this chapter.

Information nuggets

Information nuggets have served for evaluation of question answering systems on non-factoid
questions, which require a longer answer, very similar to summarization.

Information nuggets are identified by human annotators through the analysis of all
systems’ responses to the question, as well as the searches made by the person who designed
the question.

“An information nugget is an atomic piece of information about the target that is inter-
esting (in the assessor’s opinion). An information nugget is atomic if the assessor can make
a binary decision as to whether the nugget appears in a response. Once the nugget list was
created, the assessors marked some nuggets as vital, meaning that this information must be
returned for a response to be good. Non-vital nuggets act as don’t care conditions in that
the assessor believes the information in the nugget to be interesting enough that returning

the information is acceptable in, but not necessary for a good answer.” (Voo04)
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In theory, the requirement that information nuggets be atomic distinguishes nuggets
from our SCUs. SCUs are of different granularity—usually highly-weighted SCUs are char-
acterized by shorter contributors and more “atomicity” than lower-weight SCUs. As a
consequence, annotators can experience more difficulties during peer annotation, since they
have to use their own judgment on whether to match an SCU or not. The information
nuggets are also specially tailored to the contents of peer answers and are, at least in
theory, meant to be atomic with respect to peers. But when we look at actual question
answering evaluations, the identification of nuggets in the systems’ answer allows for a lot
of freedom and subjective interpretation from the annotator.

The classification of nuggets into vital and non-vital is subjective, and as we already
discussed would differ among different humans. In the question-answering settings, it is not
possible to assign an empirical weight to a nugget, depending on the number of answers
that contain it, since the nuggets are derived mainly from systems answers rather than from
answers that a human would produce.

An example of a question, nuggets and system responses judged to contain the nuggets
is shown here. The question asks for information about the sinking of a Russian submarine.
The nuggets for the question, with their classification as “vital” and “ok” are given first
and then five system responses judged as expressing the nugget “Norway provides rescue
assistance” are listed. The example provided here is rather typical—information nuggets

are usually quite general and can be expressed in many different ways in specific sentences.

Qid 66.8: ’other’ question for target Russian submarine Kursk sinks
66 vital Norway provides rescue assistance.

66 vital Britain provides rescue assistance.

66 vital Norwegian divers confirm flooding entire sub.

66 vital Russian officials at first opine sinking resulted

from collision.

66 okay Two US subs monitored exercise involving Kursk.
66 okay US sub in area of sinking heard explosion.
66 okay Russians accept likelihood of on-board explosion.

66 okay US provided their info to Russia re sinking.
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66 okay Russians critical of their officialdom’s response.

-- The Norwegian ship Normand Pioneer with the British mini -
submarine LR5 on board has left the operation area heading for

Norway.

-- Russian navy said Saturday that all 118 members of the crew of the
wrecked nuclear submarine Kursk are now likely dead, or will be
before a British rescue submarine arrives with a team of Norwegian
divers to make a final desperate effort to open a rear hatch and

look for survivors.

-- A Norwegian admiral was quoted in a newspaper Thursday as saying
that he had nearly called off Norway’s efforts to rescue the crew
of the Russian submarine Kursk because of Russian officials’

interference and misinformation.

-- the joint british and norwegian began on sunday attempt to rescue
any survivors on board the sunken russian submarine kursk, which is

lying on the sea bed in the barents sea.

-- After reaching a Russian nuclear submarine that sank in the Barents
Sea with 118 men on board, Norwegian divers struggled Sunday to

open an escape hatch but found no signs of life.

It will be interesting to further explore the parallels of the pyramid method and the
nugget-based evaluation approach, possibly combining desirable characteristics from both
in order to reach a unified evaluation framework for non-factoid questions answering and
summarization, as has already been suggested, for example, in Lin and Demner-Fushman

(LDF05).
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Factoid analysis

The most thorough analysis on the consensus of human summaries of the same text was
presented by van Haltren and Teufel (vHT03). They collected 50 abstractive summaries
of the same text and developed an annotation scheme for content units called factoids,
analyzing the 50 abstracts in terms of factoids. Their large pool of summaries allowed for
insightful observations and an empirical confirmation that the appearance of new content
with the addition of new summaries does not tail off.

Their initial work was very semantically oriented, also including an analysis between the
relations among different factoids, much in the spirit of the van Dijk tradition—“factoids
correspond to expressions in a FOPL-style semantics, which are compositionally inter-
preted”. They envisioned even further formalization of their mark-up—“First of all, the
notation of the factoid (currently flat atoms) need to be made more expressive, e.g. by
the addition of variables for discourse referents and events, which will make factoids more
similar to FOPL expressions, and/or by the use of a typing mechanism to indicate the
various forms of inference/implication”. In their later work (TvHO04b), where they included
the analysis of another set of 20 summaries, they seem to settle to a representation closer
to SCUs than on a first order logic language.

The two authors investigated in depth the annotation reliability for factoids and report
remarkably good results in (VHT03; TvHO04a; TvH04b) with kappa for factoid definition of
0.70 and even higher for factoid annotation—0.86 and 0.87. The annotations were done by
the two authors themselves, and show that annotations of content can be done much more
reliably by well-trained annotators.’

In their work, van Halteren and Teufel also address the question of How many summaries
are enough” for stable evaluation results. Their investigation leads to the conclusion that
20 to 30 model summaries are necessary (in their EMNLP 2004 paper) and in the range
of at least 30-40 (in their 2003 paper). This conclusion is dramatically different from the
conclusion that we reached in our study of pyramid evaluation where we established that

about 5 human models are necessary for stable results. A careful analysis shows that there is

®In this chapter we discussed the SCU annotation, quite similar to factoid annotation, by novice annota-

tors in the context of DUC 2005 and the kappa for the novice annotators was 0.57.
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no contradiction as it might seem at a first glance and that actually two different questions
were addressed in their work and ours.

The approach that Teufel and Halteren take is the following: they resample their pool
of summaries (with possible repetitions) in order to get sets of N summaries for different
values of N.6 Then for each pool of summaries derived in this manner, they score summaries
against the factoid inventory using the weight of factoids in the peer summaries (without
the normalization factor we propose). Then, for each pair of system rankings, regardless of
the difference in scores, they compute the Spearman correlation coefficient and then take
the average of the correlation coefficients for a given V. They deem a scoring reliable when
the average correlation for a given N exceeds 0.95.

Our approach is more practically oriented—we assumed that a small difference in pyra-
mid score does not necessarily entail a difference in summary quality. In fact, summaries
with pyramid scores that differed by less than 0.06 were considered equal with respect to
their information content (because such differences could be observed between annotations
of the same summary by two different annotators). Then we proceeded to investigate what
errors can arise in identifying summaries as being informationally equal or different. Con-
sider for example the following scores for six systems under two different inventories of

content units.

system Inventory 1 Inventory 2

sysl 0.69 0.64
sys2 0.68 0.65
sys3 0.67 0.66
sys4 0.66 0.67
sysd 0.65 0.68
sys6 0.64 0.69

5They call this approach bootstrap, but it is not immediately obvious how the approach relates to the
statistical method. One possible reason for concern is the fact that by resampling with repetition, they reach
a situation in which a new summary does not add any new factoids to the factoid inventory. According
to their own analysis, such an event is virtually impossible according to the empirical observations in their

data.
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In the pyramid analysis, all systems’ summaries will be considered informationally equal
under both inventories and thus the scores will be considered stable. But the rank cor-
relation is perfectly negative, -1! So the apparent difference in conclusion in fact is due
to the required strength of the results: in the Teufel and van Halteren study such a sit-
uation would be deemed as highly undesirable and unstable and in our study that had
practical constraints in mind, the results will be good. But the fact that their stringent
requirements were met when 30 or so human models were used indicated that a content unit
based approach to summarization evaluation can have properties even beyond the practical

evaluation requirements.

3.5 Conclusions

In this chapter we introduced the pyramid annotation procedure, which has two big advan-

tages:

1. It allows to compare similarities and differences across multiple abstractive summaries
for the same input. With this, it allows for empirical studies of human agreement on

content selection.

2. It serves as a basis of an empirically motivated evaluation method that incorporates

indications from multiple models to assign importance weight to different content.

The pyramid evaluation method leads to scores that are not influenced by the choice
of model as long as enough models are used, as we showed in section 3.1. The scores are
also diagnostic and allow system developers to see which was the good content in the input
that their system did not include in the summary and change their system accordingly. As
a result of the annotation, the summarization community is provided with a useful training
corpus. The Ottawa University team produced such a corpus by tracing sentences in the
evaluated machine summaries to the original document. Each sentence is annotated with a
weight showing the relative importance of the sentence as a function of the content units it
expresses. Such a training corpus is more useful than a binary annotation for each sentence
on whether it should be included in a summary or not, because it reflects better that the

content of an “ideal” summary is not unique.



3.5. CONCLUSIONS 65

The pyramid method for evaluation was applied on a large scale for the 2005 edition
of the Document Understanding Conference. There, interannotator agreement could be
computed in realistic settings, with annotations done by people who had not been previously
exposed to the method. The overall difference in scores was in the expected range of 0.06,
and the overall kappa statistic was 0.57. When content units of weight 1 were excluded from
the calculations, the kappa statistic goes up to 0.65, very close the to generally recommended
threshold of 0.67 at which the annotation can be considered reliable.

In the future, a group of experts will work on detailing and finalizing the guidelines
for pyramid evaluation, which will lead to even broader acceptance of the method in the
summarization community.

We analyzed the correlation between different pyramid scores and other evaluation met-
rics. A very high correlation between the original and modified pyramid scores, and the
reduced annotation requirements for the modified scores, led to the recommendation that
the modified score be used. In comparison with automatic metrics, there was not high
enough correlation, so it does not yet seem feasible to replace the manual evaluation in
multi-document summarization by the much cheaper and faster automatic method.

Finally, another direction for future work concerning evaluation is to study further
human performance and develop tests that will distinguish good human summarizers from
not so good or plain bad ones. In our work in this section, we assumed that all available
models were created by good, equally competent summarizers. If we knew that one of the
summarizers is better than the others, than content in his/her summaries will be more
valuable and will have more weight that content coming from not so able summarizers. The
DUC data is not very suitable for a study of this kind, because in it each summarizer wrote
summaries for only a subset of all the data. Still, the DUC data can serve as a starting

point for a study of differences in human summarization competance.
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Chapter 4

Content selection: frequency,

context and rewrite of generic

noun phrases!

There has been growing interest in summarization in the past years, and in particular,
the large amount of on-line news and information has led to the development of numerous

multi-document summarizers for newswire?

, as well as online systems such as NewsInEssence
(RBGZSRO01)and the Columbia Newsblaster (MBET02) that run on a daily basis. The main
problem an extractive summarization system needs to solve is content selection (i.e., decid-
ing which sentences from the input documents are important enough to be included in a
summary). Even systems that go beyond sentence extraction and use generation techniques
to reformulate or simplify the text of the original articles need to decide which simplified sen-
tences should be chosen, or which sentences should be fused together or rewritten (BME99;
JMO00; VBMO04; BMO05). The usual approach for identifying sentences for inclusion in the
summary is to train a binary classifier (KPC95), a Markov model (CSGO04), or directly

assign weight to sentences based on a number of features and heuristically chosen feature

T started working on the material presented in this chapter during a summer internship at Microsft

Research, with Lucy Vanderwende as my mentor. Our initial wok was described in (NV05)

®See for example http://duc.nist.gov
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weights and pick the most highly weighted sentences (SNM02; LH02). But the question of
which components and features of automatic summarizers contribute most to their perfor-
mance has largely remained unanswered (MGO1). In this chapter, we will examine several
system-building decisions and the impact they have on the performance of generic multi-

document summarizers of news. More specifically, we will research the following issues:

Frequency as indicator of importance In chapters 2 and 3 we examined multiple hu-
man written summaries to study the consensus between different writers on content
selection decisions. Little predictable consensus could be seen, but observed human
agreement was used to assign importance to different content units: the larger the
number of people who express a content unit, the more important the content unit.
The approach led to a good evaluation procedure that incorporates an empirical no-
tion of importance. But an automatic summarizer does not normally have access to
human summaries, and needs to estimate the importance of content from the input
it receives, which is simply a set of news articles on the same topic. The question we
pose here is “Does frequency in the input indicate importance?” Again, we use human
summaries to define the gold-standard importance, and we show that content words
(nouns, verbs and adjectives) and semantic content units that appear frequently in
the input tend to also appear in human summaries and are thus indeed important.

The detailed study of frequency as indicator of importance is presented in section 4.1.

Choice of composition function The frequency, and thus the importance, of content
words can easily be estimated from the input to a summarizer. But is this enough
to build a summarization system? Normally, a summarizer produces readable text as
a summary, not a list of keywords, and needs to estimate the importance of larger
text units, typically sentences. So a composition function needs to be chosen, that
will estimate the importance of a sentence as a function of the importance of the
content words that appear in the sentence. There are many possibilities for the choice
of composition function, and in section 4.2 we will discuss three of them, showing
that the choice can have a significant impact on the performance of the summarizer,

ranging from close to baseline performance to state-of-the-art performance.
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Context adjustment The notion of importance is not static: it depends on what has
been already said in a summary. Take for example the DUC set that we show in
figure 4.2, on the arrest of Augusto Pinochet in London on a Spanish extradition
warrant. Initially, the most important information is the fact that Pinochet was
arrested. After this fact has been included in the summary, other facts become the
currently most important, for example that the arrest was in London or that it was
on a Spanish arrest warrant. Context adjustment is especially important for multi-
document summarization, where the input consists of many articles on the same
topic. Several articles might contain sentences expressing the same information. It
is possible that they all get high importance weights and if the summarizer does not
have a module for context adjustment, or a duplication removal module at least, the
summary would contain repetitive information. In section 4.2 we show how context

adjustment improves content selection and reduces repetition in the summary.

Generic noun phrase rewrite Choosing a good composition function to combine the im-
portance of content words into a measure of sentence importance leads to a summarizer
with top performance. But the sentence is not necessarily the ideal granularity on
which to judge importance. In section 4.3 we will discuss how the same ideas incorpo-
rated in the development of a summarizer that extracts sentences from the input can
be used to develop a more flexible summarizer that alters the original author wording.
We will show how computing importance of coreferential maximum noun phrases and

choosing the best alternative leads to even further improvements in content selection.

We now proceed to a detailed discussion of these four aspects in the following sections:
4.1 (frequency in the input as an indicator for importance), 4.2 (choice of composition
function and context adjustment), and 4.3 (rewrite of generic noun phrases). Frequency
has been used as a feature in many summarization systems, but no study has isolated its
impact on the system’s performance and our task in these sections is to fill in this gap. We
then present an overview of related work in development of multi-document summarizers

in section 4.5 and close the chapter with a discussion of our findings in section 4.6.
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4.1 Frequency and human summarization behavior

One of the issues studied since the inception of automatic summarization in the 60s is that
of human agreement (RRS61): different people choose different content for their summaries
(vHT03; RTSLO03; NP04). More recently, others have studied the degree of overlap between
input documents and human summaries (CS04; BV04). The natural question that arises if
we combine the two types of studies is whether features in the input can allow us to predict
what content humans would choose in a summary, and what content they would agree on.
If such predictors are identified, they could be used as features for content selection by
an automatic system. In this section, we focus on frequency, investigating the association
between content that appears frequently in the input, and the likelihood that it will be
selected by a human summarizer for inclusion in a summary. This question is especially
important for the multi-document summarization task, where the input consists of several
articles on the same topic and usually contains a considerable amount of repetition of the
same facts across documents. We first discuss the link between frequency in the input at
the word level and the appearance of words in human summaries (section 4.1.1), and then

look at frequency at a semantic level, using semantic content units (section 4.1.2).

4.1.1 Content word frequency as indicator of importance

In order to study how frequency influences human summarization choices, we used the 30
test sets for the multi-document summarization task from DUC 2003. For each set, the
input for summarization was available, along with four human abstracts for the input and
the summaries produced by automatic summarizers that participated in the conference
that year. Each of the inputs contained around 10 documents and the summaries were 100
words long. The counts for frequency in the input were taken over the concatenation of the

documents in the input set.

Words frequent in the input appear in human summaries

We first turn to the question Are content words that are very frequent in the input likely to

appear in at least one of the human summaries? We use a stop word list to exclude pronouns,
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function words and auxiliary verbs from consideration. Table 4.1 shows the percentage of the
N most frequent content words from the input documents that also appear in the human
models, for N = 5,8,12. In order to compare how many of these matches are achieved
by a good automatic summarizer, we picked one of the top performing summarizers and
computed how many of the N most frequent words from the input documents appeared in
its automatic summaries, and the numbers are shown in the second row of table 4.1. For
example, the table shows that, across the 30 sets, 95% of the five most frequent content
words in the input were also used in at least one of the summaries, while the automatic

summarizer used only 84% (first column of table 4.1).

5 most frequent 8 most frequent 12 most frequent

used by human 94.66% 91.25% 85.25%
used by machine 84.00% 77.87% 66.08%

Table 4.1: Percentage of the N most frequent words from the input documents that appear
in the four human models and in a state-of-the-art automatic summarizer (average across

30 input sets).

Two observations can be made about the table:

1. The high frequency words from the input are very likely to appear in the human
models: the more frequent a word is in the input, the more likely it is that it will
appear a human summary. This confirms that frequency is one of the factors that
impacts a human’s decision to include specific content in a summary. Using frequency
in the input as indicator of importance probably helps the writers to resolve other

different constraints such as personal interests and previous knowledge.

2. For the automatic summarizer, the trend to include more frequent words is preserved:
the automatic summaries include 84% of the five most frequent words in the input,
78% of the 8 most frequent words, and 66% of the 12 most frequent. But the numbers
are lower than those for the human summaries and the overlap between the machine
summary and the human models can be improved if the inclusion of these most fre-

quent words is targeted. As we will show later, it is possible to develop a summarizer
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that includes a percentage of most frequent words equivalent to that in four human
summaries. Trying to maximize the number of matches with the human models is
reasonable, since on average across the 30 sets, the machine summary contained 30

content words that did not match any word in a human model.?

Humans agree on words that are frequent in the input

In the previous section we observed that the high frequency words in the input will tend
to appear in some human model. But will high frequency words be words that the humans
will agree on, and that will appear in many human summaries? In other words, we want
to partition the words in the input into five classes C),, depending on how many human
summaries they appear in, n = 0...4, and check if high class number is associated with
higher frequency in the input for the words in the class. A word falls in Cj if it does not
appear in any of the human summaries, in C if it appears in only one human summary
and so on. Now we are interested to see how frequent the words in each class were in the
respective input.

We found that, in fact, the words that human summarizers agreed to use in their sum-
maries include the high frequency ones and the words that appear in only one human
summary tend to be low frequency words as can be seen in table 4.2. The content words
that were used by all four summarizers (in class C;) had average frequency in the input
equal to 31, while the words that never appeared in a human summary appeared on average
about two times in the entire input of ten articles.

In the 30 sets of DUC 2003 data, the state-of-the-art machine summary contained 69%
of the words appearing in all 4 human models and 46% of the words that appeared in 3
models. This indicates that high-frequency words, which human summarizers will tend to
select and thus will be rewarded for example during automatic evaluation, are missing from

the summary.

3Even though no rigorous study of the issue has been done, it can be considered that the content words
that do not match any of the models describe “off-topic” events. This is consistent with the results from the
quality evaluation of machine summaries in which human judges perceived more than half of the summary

content to be “unnecessary, distracting or confusing.”
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Class C; Average |C;| Average frequency

Cy 7 31
Cs 11 14
Cs 24 9
Cy 82 5
Co 1115 2

Table 4.2: C; (the first column) is the class of words that appear in 4 human summaries,
Average |C;| (the second column) is the average size of class C;, and the third column gives
the average frequency of words in each class. The averages are computed for the 30 DUC’03

test sets.

Formalizing frequency: the multinomial model

The findings from the previous sections suggest that frequency in the inputs is strongly
indicative of whether a word will be used in a human summary. We start out with assessing
the plausibility of a formal method capturing the relation between the occurrence of content
words in the input and in summaries by modeling the appearance of words in the summary
under a multinomial distribution estimated from the input. That is, for each word w in
the input vocabulary, we associate a probability p(w) for it to be emitted into a summary.
It is obvious that words with high frequency in the input will be assigned high emission
probabilities.

The likelihood of a summary then is

N!

)™ e plu ) (8.1

L{sum; p(w;)] =
where N is the number of words in the summary, n{ + ... + n, = N and for each i, n;
is the number of times word w; appears in the summary and p(w;) is the probability of
w; appearing in the summary estimated from the input documents. In order to confirm
the hypothesis that human summaries have high likelihood under a multinomial model,

we computed the log-likelihood log(L[sum;p(w;)]) of all human and machine summaries

from DUC’03 (see Table 4.3). The log-likelihood is computed rather than the likelihood in
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order to avoid numeric problems such as underflow for very small probabilities. If human
summaries have higher likelihood under the model than machine ones, we can conclude
that a multinomial model captures more aspects of the human summarization process than
automatic summaries do. And indeed: the log-likelihood of summaries produced by human
summarizers were overall higher than for those produced by systems and the fact that the
top five highest log-likelihood scores belong to humans indicate that some humans indeed

employ a summarization strategy informed by frequency.*

4.1.2 Frequency of semantic content units

We established that high-frequency content words in the input will be very likely to be
used in human summaries, and that there will be a consensus about their inclusion in a
summary between different human summarizers. But the co-occurrence of words in the
inputs and the human summaries does not necessarily entail that the same facts have been
covered. A better granularity for such investigation is the semantic content unit, an atomic
fact expressed in a text, such as the summary content units we introduced in chapter 3.

Evans and McKeown (EMO05) annotated 11 sets of input documents and human written
summaries for SCUs following the pyramid approach. Based on their annotation, we were
able to measure how predictive the frequency of content units in the documents is for the
selection of the content unit in a human summary. As in our study for words, we looked
at the N most frequent content units in the inputs and calculated the percentage of these
that appeared in any of the human summaries. Similarly to the case of words, of the 5
most frequent content units, 96% appeared in a human summary across the 11 sets. The
respective percentages for the top 8 and top 12 content units were 92% and 85%. Thus
content unit frequency is highly predictive for inclusion in a human summary.

In addition, we computed the correlation between the weight of an SCU from the input
documents (equal to the number of times the content unit was expressed in the input) and

the SCU weight from human summaries (equal to the number of summarizers that expressed

4Other humans might have other strategies, such as giving maximum coverage of topics mentioned in
the input, even such mentioned only once. Humanl0 appears to have such a strategy for example (after

examination of his summaries).
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Summarizer Log-likelihood

Human1l: -198.65
Human?2: -205.90
Human3: -205.91
Human4: -206.21
Humanb: -206.37
System1: -208.21
Human6: -208.23
HumanT: -208.90
System?2: -210.14
System3: -211.06
Human8: -211.95
System4: -212.57
System5: -213.08
System6: -213.65
Human9: -215.65
System?T: -215.92
System8: -216.04
System9: -216.20
System10: -216.24
System11: -218.53
System12: -219.21
System13: -220.31
System14: -220.93
System15: -223.03
System16: -225.20
Human10: -227.17

Table 4.3: Average log-likelihood for the summaries of human and automatic summarizers
in DUC’03. All summaries were truncated to 80 words to neutralize the effect of deviations

from the required length of 100 words
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SCU frequency in the input and the human summaries

Input
4
|

—— Mean input weight
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Human summaries

Figure 4.1: Input frequency of SCUs expressed in N human summaries. For N = 0 the

SCU was not expressed by any of the summarizers.

the content unit in their summaries of the input. The Pearson’s correlation coefficient
between the input and human summaries weights is 0.64 (p=0), strongly indicating that
content units that are repeated in several documents are likely to be picked in consensus
by several humans. When we discussed mutually substitutable evaluation methods, we
expected to see almost perfect correlation of 0.95 or higher. The observed correlation here
is lower than perfect, but still shows that frequency in the input helps predict human
agreement in terms of content units. The lower than perfect correlation shows that there
are other factors at play that influence human content selection decisions, which we do not

find surprising at all.

Figure 4.1 shows the median and mean frequency of an SCU in the input of about 10
articles, for the content units chosen from 0, 1, 2, 3, or 4 human summarizers (that is,
it gives a plot of SCU frequency in the input versus SCU frequency in the four human
summaries). There were 347, 95, 44, 34 and 27 content units in each respective class. The
picture we see is exactly analogous to the one we saw in Table 3.2 when we investigated
the question in terms of content word frequency. Content units that are expressed in more
human summaries, also occurred more often in the input, in agreement with the conclusion

we drew from the analogous investigation on the word level.
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4.2 Composition functions and context adjustment

Now that we have convinced ourselves that frequency in the input is a good predictor of
whether content will appear in human summaries and that human summaries have higher
likelihood under a multinomial model, how can we extend these empirical findings to build-
ing a summarizer? The question is not trivial: normally, only the frequency of content words
can be easily obtained from the input, but how is the frequency of words to be combined
in order to get an estimate for the importance of sentences, the usual units for extraction
in summarization?

We can define a family of summarizers, SUMp, where F' is the combination function
that will give the importance of a sentence based on the words contained in that sentence.
Different choices of F' will give different summarizers from the frequency based summarizer
family. Below we outline the overall summarization algorithm proposed in this dissertation

and after that we will discuss possible choices of F'.

Context-sensitive frequency-based summarizer

Step 1 Compute the probability distribution over the words w; appearing in the input,
p(w;) for every i; p(w;) = &, where n is the number of times the word appeared in
the input, and NV is the total number of content word tokens in the input. The input
has been parsed with Charniak’s parser (Cha00) and only verbs, nouns, adjectives

and numbers are considered in the computation of the probability distribution.

Step 2 Assign an importance weight to each sentence S; in the input as a function of the

importance of its content words.

Weight(S;) = Flp(w;)] for w; € S;
Step 3 Pick the best scoring sentence under the scoring function F' from the previous step.

Step 4 For each word w; in the sentence chosen at step 3, update its probability by setting

it to a very small number close to 0.

Step 5 If the desired summary length has not been reached, go back to Step 2.
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Different summarizers SUM g can be obtained by making different choices for the com-

position function F. Three obvious candidates for F are:

Product (F = []) For this choice of F, Weight(S;) = sz,esj p(w;)

Average (F = Avr) For this choice of F', Weight(S;)

o Ewiesj p(wl)
— Hwilwi€S;}]

Sum (F = )) For this choice of F, Weight(S;) = ZUMES]‘ p(w;)

Each of these choices for F' leads to a different frequency based summarizer and we will

see that the specific choice will have a huge impact on the performance of the summarizer,

showing that not all frequency-based summarizers perform well.

Step 4 of the algorithm used in this thesis, the context adjustment step, also deserves

some discussion. It serves a threefold purpose:

1. It gives the summarizer sensitivity to context. The notion of what is most important

to include in the summary changes depending on what information has already been

included in the summary.

. By updating the probabilities in this intuitive way, we also allow words with initially

low probability to have higher impact on the choice of subsequent sentences. If we look
back at table 4.2, we see that this is a reasonable goal, since the large class of words
that were expressed only in one model were not that frequent, so content that humans
will not necessarily agree on, but is still good for inclusion, is not characterized by

high frequency.

. The update of word probability gives a natural way to deal with the redundancy in

the multi-document input. No further checks for duplication seem to be necessary.
In fact, in terms of content units, the inclusion of the same unit twice in the same

summary is rather improbable.

Later in this chapter we will discuss what happens if Step 4 is removed from the algo-

rithm: it leads to worse content selection and significant increase in information repetition

in the summary.
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In Step 1, instead of choosing word classes based on their part-of-speech tag, we could
use a simple stop word list in order to decide which words to be counted as content words.
This version of SUMp, with F' = Avr, has indeed been used in a summarization of machine-
translated documents task, where parsing the input was not necessarily a reasonable ap-
proach. The light-weight version that uses a stop word list has the additional advantage of
being faster. We will discuss the results of this evaluation later in this chapter.

It is of interest to see how a summarizer SUMp does in terms of inclusion of top fre-
quency words compared to humans and other top performing systems. Table 4.4 shows the
percentage of the N most frequent words from the DUC’03 documents that also appear
in SUM 4,, summaries. As expected, these are much higher than the percentages for the
non-frequency oriented machine summarizer, but even higher than in all four human models

taken together.

Summarizer | 5 most frequent 8 most frequent 12 most frequent
human 94.66% 91.25% 85.25%
machine 84.00% 77.87% 66.08%
SUM 4y 96.00% 95.00% 90.83%

Table 4.4: Percentage of the N most frequent words from the input documents that appear
in one of the four human models, a state-of-the-art machine summarizer and SUM 4,,, a new

machine summarizer based on frequency that uses the average as a composition function.

A summary produced by SUM 4,,, alongside the human summaries for the same set is
shown in figures 4.2 and 4.3. For these summaries, the 20 most frequent words in the input
are put in square brackets, indexed with the rank of the word. As suggested by the numbers
in Table 4.4, SUM 4,, “over-generates” frequent words—it tends to include more of them
than the human summarizers do. Specifically for the example in figure 4.2, there are only
5 of the top 20 words that SUM 4., does not incorporate in the summary, while the four
human summaries do not use 9, 9, 7, and 8 of the top rank words respectively. The figure

also shows how the human summaries are very rich in high frequency words.
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SUM4,» SUMMARY

While the [British]ip [government]; defended the arrest, it and the [Spanish]s
[government]; took no stand on [extradition]y of [Pinochet]; to [Spain,];; leaving
it to the courts. A [Chilean]; specialist in international law was traveling to
[London]s for further meetings with [British],( officials, Artaza [said.], [Britain];s
has defended its arrest of Gen. Augusto [Pinochet,]; with one lawmaker saying
that [Chile’s]s claim that the [former]i» [Chilean]s [dictator]s has [diplomatic]is
[immunity]i¢ is ridiculous. He was arrested Oct. 16 at the instigation of a
[Spanish], magistrate seeking to extradite him on charges of genocide, terrorism
and torture.

HUMAN SUMMARY 1

On Oct. 16, 1998 [British];o police arrested [former];» [Chilean]s [dictator];4
[Pinochet]; on a [Spanish], warrant charging murder of Spaniards in [Chile,]s
1973-1983. Fidel Castro denounced the [arrest.ls The [Chilean]; [government];
protested strongly. While the [British];o [government]; defended the [arrest,]s it
and the [Spanish]s [government]; took no stand on [extradition]y of [Pinochet]; to
[Spain,];; leaving it to the courts. [Chilean]s legislators lobbied in Madrid against
[extradition,]g while others endorsed it. Then new charges were filed for crimes
against Swiss and French citizens. [Pinochet’s]; wife and family pleaded that he
was too sick to face [extradition.]Jg As of Oct. 28 the matter was not resolved.

HUMAN SUMMARY 2

[Pinochet]; arrested in [London]s on Oct. 16 at a [Spanish], judge’s [request];g
for atrocities against Spaniards in [Chile]s during his rule. Castro, [Chilean]s
legislators and [Pinochet’s]; lawyers protested and claimed he had [diplomatic];3
[immunity.];s His wife asked for his release because he was recovering from recent
back surgery. [Pinochet]; visited Thatcher before his surgery. The [British]ig
and [Spanish]s [governments]; defended the [arrest,|s saying it was strictly a legal
matter. The EC president hoped [Pinochet]; would stand trial. None of his Swiss
accounts have been frozen yet. The Swiss [government]; also asked for his arrest

for the 1977 disappearance of a Swiss-[Chilean]; student.

Figure 4.2: Summaries produced for the same input by SUM 4., and by four human sum-
marizers. The top twenty most frequent words are bracketed and the index shows their

rank based on frequency in the input.
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Continued:

HUMAN SUMMARY 3

[Former]i» [Chilean]; [dictator]i4 Augusto [Pinochet]; has been arrested in
[London]; at the [request];9 of the [Spanish]s [government.]; [Pinochet,]; in
London]s for back surgery , was arrested in his hospital room. [Spain];; is seeking
[extradition]y of [Pinochet]; from [London]s to [Spain]; to face charges of murder
in the deaths of [Spanish]y citizens in [Chile]s under [Pinochet’s]1 rule in the 1970s
and 80s. The arrest raised confusion in the international community as the legal-
ity of the move is debated. [Pinochet]; supporters say that [Pinochet’s]; [arrest]s
is illegal, claiming he has [diplomatic];3 [immunity.];s The final outcome of the
[extradition]y [request];g lies with the [Spanish]s courts.

HUMAN SUMMARY 4

[Britain];5 caused international controversy and [Chilean]; turmoil by arresting
[former];» [Chilean]; [dictator]i4 [Pinochet]; in [London]s for[Spain’s];; investi-
gation of [Spanish]s citizen deaths under [Pinochet’s]; 17-year rule of torture
and political murder. Claims are [Pinochet]; had [diplomatic];3 [immunity,];e
[extradition]y is international meddling or illegal because [Pinochet]; is not a
[Spanish] citizen, also his crimes should be punished. [Spain];; and [Britain,];5
big [Chilean]; investors, fear damage to economic relations and let courts de-
cide [extradition.]y The Swiss haven’t investigated [Pinochet]l accounts despite
a [Spanish]s [request.]1g [Pinochet]; is shielded from details, [said]s too sick to be

extradited.

Figure 4.3: Summaries produced for the same input by SUM 4,, and by four human. Only
two of the top twenty words in the input do not appear in any of the summaries—|minister|;7

and [general];s.
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4.2.1 Evaluation results

To evaluate the performance of the three SUMp summarizers, we use the test data from
two large common data set evaluation initiatives—the 50 test sets for multi-document sum-
marization task for DUC 2004 and the common test set provided in the 2005 Machine

Translation and Summarization Evaluation initiative.

Document Understanding Conference

While we used the data from the 2003 DUC conference for development, the data from the
DUC in 2004 was used as test data, which we report on here. We tested the SUMg family
of summarizers on the 50 sets from the generic summary task in 2004 DUC.

Even before proceeding to the usual summarization measure, we could see that the choice
of combination function F' has a significant impact on the summarizer performance. One
would expect that the probabilistic summarizer SUMyy would tend to favor shorter sentences
because as the sentence gets longer, its overall probability involves the multiplication of more
word probabilities (numbers between 0 and 1) and thus overall longer sentences will have
lower probability. Exactly the opposite would be expected from SUMy-~, which assigns
sentences a weight equal to the sum of probabilities of the words in the sentence. The more
words there are in the sentence, the higher the sentence weight will tend to be. SUM 44,
is a compromise between the two extremes. To confirm this intuition about the behavior
of the summarizers depending on the choice of F', we looked at the length in sentences of
the summaries that they produced. Table 4.2.1 shows the number of sentences across the
50 summaries produced by each of the systems. Our intuition is confirmed, with SUM 4,
producing summaries of about two sentences and SUMyy getting about 6 sentences per
summary, for the same size in words.

For the evaluation, we initially use the ROUGE-1 automatic metric, which has been
shown to correlate well with human judgments based on comparison with a single model
(LHO03; Lin04) and which was found to have one of the best correlations with human judg-
ment on the DUC 2004 data (OY04) among the several possible automatic metrics. In
addition, we report the ROUGE-2 and ROUGE-SU4 metrics, which were used as official
automatic evaluation metrics for MSE 2005 and DUC 2005.
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System Number of sentences Sentences per summary

SUMp 279 5.58
SUM_ 4, 224 4.48
SUMs~ 118 2.36

Table 4.5: Number of sentences in systems’ summaries: the choice of composition function ¥
affects systems’ preference to longer or shorter sentences and SUM 4, is the more balanced

one.

The results are obtained with ROUGE-1.5.5 with the settings used for DUC 2005 (with
-s option for removing stopwords for ROUGE-1):

ROUGE-1.5.5.p1 -n 2 -x -m -2 4 -u -c 95 -r 1000 -f A -p 0.5 -t 0 -d

All summaries were truncated to 100 words (space delimited tokens) for the evaluation,
as is normally done in DUC evaluations. The first column of table 4.6 also list the number of
words in the 50 summaries in the test set. As can be noticed, some systems did not generate
the longest possible summary. Peer 120 was an extreme example, producing summaries with
average length of 78 words. But the impact of peer summary length on the final ranking of
the systems is unlikely to be big, since most systems produced summaries very close to the
required 100 word limit.

An approximate result on determining which differences in scores are significant can be
obtained on the basis of comparing the 95% confidence intervals for each mean. Significant
differences are those where the confidence intervals for the estimates of the means for the
two systems either do not overlap at all, or where the two intervals overlap but neither
contains the best estimate for the mean of the other (SGO01).

Table 4.6 also shows scores for the 16 other participating systems from DUC 2004, and
the baseline, which was selecting the beginning of the latest article as a summary.

Several conclusions can be drawn from the table:

Comparison between SUM; summarizers All three SUMp summarizers use word fre-
quency in the input as a feature but have a different composition function F to assign

weights to sentences. SUM[y is a probabilistic summarizer and the weight it assigns
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SYSTEM

ROUGE-1
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ROUGE-2

ROUGE-SU4

SUM{; (4900)
peer 65 (4988)
SUMy,, (4900)
SUM 4yrNoAdjust (4900)
peer 102 (4951)
peer 34 (4954)
peer 124 (4988)
peer 44 (4854)
4994)
4971)
peer 93 (4612)
peer 120 (3903)
peer 117 (4997)
peer 140 (5000)
peer 11 (4172)
SUMy- (4900)
peer 138 (5000)
Baseline (4899)
peer27 (4686)
peer123 (4338)
peer 111 (5000)

peer 81

(
(
peer 55 (
(

0.305 (0.281; 0.329)
0.305 (0.289; 0.320)
0.301 (0.277; 0.324)
0.296 (0.275; 0.319)
0.285 (0.268; 0.303)
0.287 (0.271; 0.305
0.282 (0.265; 0.300
0.273 (0.256; 0.290
0.268 (0.251; 0.285
0.262 (0.247; 0.280
0.253 (0.235; 0.271
0.251 (0.231; 0.271
0.238 (0.221; 0.257
0.239 (0.219; 0.260
0.239 (0.218; 0.259
0.237 (0.217; 0.257)
0.230 (0.211; 0.253)
0.202 (0.185; 0.221)
0.185 (0.166; 0.204)
0.189 (0.173; 0.206)
0.063 (0.053; 0.073)

)
)
)
)
)
)
)
)
)
)

0.122 (0.108; 0.137)
0.089 (0.081; 0.098)
0.110 (0.097;0.124)
0.121 (0.105; 0.138)
0.084 (0.076; 0.091)
0.074 (0.065; 0.083
0.081 (0.073; 0.088
0.076 (0.067; 0.084
0.078 (0.070; 0.087
0.069 (0.062; 0.077
0.072 (0.066; 0.080
0.077 (0.068; 0.085
0.057 (0.051; 0.063
0.068 (0.060; 0.076
0.071 (0.062; 0.080
0.070 (0.061; 0.081)
0.069 (0.061; 0.077)
0.061 (0.052; 0.070)
0.046 (0.039; 0.055)
0.049 (0.043; 0.056)
0.016 (0.013; 0.019)

)
)
)
)
)
)
)
)
)
)

0.159 (0.143; 0.175)
0.130 (0.123; 0.137)

0.146 (0.133; 0.158)
0.159 (0.143; 0.175)
0.126 (0.119; 0.132)
0.121 (0.113; 0.129
0.123 (0.116; 0.131
0.119 (0.111; 0.126
0.121 (0.113; 0.128
0.114 (0.107; 0.121
0.107 (0.101; 0.114
0.108 (0.099; 0.117
0.107 (0.100; 0.113
0.108 (0.101; 0.116
0.105 (0.096; 0.114
0.111 (0.101; 0.121)
0.106 (0.098; 0.113)

0.098 (0.092; 0.106)

0.090 (0.083; 0.098)

0.090 (0.084; 0.096)

0.057 (0.053; 0.061)

)
)
)
)
)
)
)
)
)
)

Table 4.6: DUC’04 ROUGE-1, ROUGE-2 and ROUGE-SU4 stemmed, stop-words removed

for ROUGE-1 test set scores and their 95% confidence intervals for participating systems,

the baseline, and SUMp.
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to each sentence is in fact the probability of the sentence. SUM 4, and SUMy-~ assign
to sentences weight equal to the average and the sum of the probabilities of the words
in the sentence respectively. For these two latter summarizers, the raw frequency of
words could be used instead of word probabilities. For all three automatic metrics,
SUMy- is significantly worse than SUMyy and SUMy,, and is in fact very close to
baseline performance. Between SUM 4, and SUMyp, the probabilistic one (SUMy) is
overall the better one and even on the ROUGE-SU4 metric it comes out significantly
better than SUM 4.

Removing context adjustment In the fourth line in the table we have listed the auto-
matic scores for SUM a4y NoAdjust- This is the summarizer for which the composition
function ¥ = Avr, but without Step 4 from the summarization algorithm responsible
for adjusting the weights of words that appear in sentences already chosen for inclusion
in the summary. The three automatic metrics give contradictory results about how the
content selection capability of the summarizer is affected by the removal of the context
adjustment step. According to ROUGE-1, removing the context adjustment leads to
slightly lower results than if the adjustment is performed. For ROUGE-2, excluding
the adjustment leads to slightly better results, and for ROUGE-SU4, excluding the
adjustment step leads to significantly better results. We thus for the moment abstain
from making a conclusion about the usefulness of content adjustment, and will address

the question later in manual evaluation.

Comparison with other DUC systems SUM[j and SUM,, perform extremely well
compared to the other DUC 2004 systems. In fact, according to ROUGE-2 and
ROUGE-SU4, both of them are significantly better than all 16 other systems. The
results from the ROUGE-1 metric are still good, but more modest: SUM[y is better
than all but peer 65 and SUM 4,, has performance that is not significantly different
from that of four of the other peers (peers 65, 102, 34, 124).

In sum, based on automatic scores (ROUGE-2 and ROUGE-SU4) we could claim that
SUMpy summarizers outperform state-of-the-art systems. But using ROUGE-1, the strongest

conclusion we can make is that SUMf are about as good as the best systems. In order to
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SYSTEM Original Modified Repetition

peer 65 0.4435 0.3675 1.20
SUMp 0.4063 0.3392 1.16
SUMayr 0.4039 0.3364 0.84
SUM AvrNoAdjust 0.3811 0.3212 2.12
SUMs- 0.2614 0.1862 0.24

Table 4.7: Pyramid score results for peer 65 and SUMp for the 50 DUC 2004 test sets. The
original and modified pyramid scores are given in columns two and three, and the average

number of repeated content units per summary is given in the fourth column.

more convincingly answer the question of where our summarizer stands with respect to
the best DUC systems, we performed manual evaluation, using the pyramid method that
we presented in chapter 3. All 50 test sets were annotated for SCUs and the summaries
produced by the SUMp summarizers and the best peer (peer 65), where evaluated manu-
ally. The results are shown in table 4.2.1. The original and the modified scores for each
summarizer are listed, as well as the number of repeated content units in the summary in

the fourth column labeled “Repetition”.

The average score is highest for the best system at DUC’04, peer 65, but the difference
between it and SUMyy and SUM 4y, is not significant. SUMjy-~ is significantly worse than any
of the other systems. Also, for the manual evaluation, the results we get for SUM gy N Adjust
are similar to what we expected: without context adjustment, the performance of the sum-
marizer gets somewhat worse, dropping from 0.4039 to 0.3811. But more importantly, with
no context adjustment, the repetition of content units in the summary increases signifi-
cantly, from 0.84 repeated SCU per summary for the summarizer with context adjustment
to 2.12 repeated SCUs per summary for the same summarizer without the context adjust-
ment step. The results on repetition also show that the probabilistic summarizer SUMyy

tends to include more repetition than SUM 4.

Overall, SUM 4, is the best of the SUMp family and this is the summarizer we choose
for later comparisons. Its sentence selection scores comparable to that of the best DUC 2004

summarizer, it has most success in avoiding repetition in the summary from the frequency
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summarizer family, and is least sensitive to the influence of sentence length on the sentence
weight.

It is interesting to note that from the automatic metrics, ROUGE-1, with stop words
removed, leads to conclusions closest to those based on the manual evaluation. Since SUMpg
summarizers are based on word frequency, one could have expected the summaries would
“same” the ROUGE-1 metric that computes word overlap between the models and the
summary, but will do poorly on the other metrics. The results we see are totally controry
to such expectations.

For the two pyramid scores, original and modified, we see that system rankings are
the same, as we could expect since in chapter 3 we saw that the two metrics are mutually

substitutable.

Machine translation and summarization evaluation 2005

In April 2005, a multi-document summarization evaluation task was conducted as part of
the Machine Translation and Summarization Workshop at ACL.? The task was to produce
a 100-word summary from multi-document inputs consisting of a mixture of English docu-
ments and machine translations of Arabic documents on the same topic. Some summarizers
were especially modified to use redundancy to correct errors in the machine translations,
or to avoid MT text altogether and choose only sentences from the English input. We ran
SUM 44 without any modifications to account for the non-standard input (VS05). The
light-weight version of the summarizer was run, which did not require part of speech tags
and which excluded stop words from a given stop word list.

The official evaluation metrics adopted for the workshop were the manual pyramid score,
ROUGE-2 (the bigram overlap metric) and R-SU4 (skip bigram). The skip bigram metric
measures the occurrence of a pair of words in their original sentence order, permitting up to
four intervening words. The metric was originally proposed for machine translation evalu-
ation and was shown to correlate well with human judgments both for machine translation
and for summarization (Lin04; LO04).

The pyramid method was used to evaluate only 10 of the test sets, while the automatic

Shttp://www.isi.edu/"cyl/MTSE2005/MLSummEval . html
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metrics were applied to all 25 test sets. The average results for each peer for the three
metrics is shown in table 4.8. For the manual pyramid scores, none of the differences
between systems were significant according to a paired t-test at the 95% level of significance.
This is not surprising, given the small number of test points. There were only three peers
with average scores larger than that of SUM 4,,, and six systems with lower average pyramid
performance. For the automatic metrics, significance was based again on the 95% confidence
interval provided by ROUGE. One system was significantly better than SUM 4., and for
each of the automatic metrics there were two systems that were significantly worse than
SUM 44r- The rest of the differences were not significant. In table 4.8, results that are

significantly different from those for SUM 4,, are flagged by “***”.

During the annotation for the pyramid scoring, the content units that were repeated in
an automatic summary were marked up: we include in the results table the average number
of repeated SCUs per summary for all systems. SUM 4,, was one of the systems with
the lowest amount of repetition in its summaries, with three of the other peers including
significantly more repetitive information. These results confirm our intuition that the weight
update of words to adjust for context is sufficient for dealing with duplication removal
problems. This experiment also confirms that SUM 4., is a robust summarizer with good
performance.

An interesting note can be made about the MSE results: peer 28 from this evaluation
was the same system as peer 65 from the DUC 2004 evaluation. We describe this system

in the related work section of this chapetr.

4.3 Rewrite of generic noun phrases

In the previous section we demonstrated that a frequency-based summarizer with appropri-
ately chosen composition function and adjustment for context can achieve state-of-the-art
performance in content selection for multi-document generic summarization. One of the
drawbacks that we observed was that estimates for the importance of larger text units such
as sentences depend on the length of the sentence. The natural question arises of whether

the same approach of estimating importance can be applied to units smaller than sentences.
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system pyramid R-2 R-SU4 repetition
1 0.52859 0.13076 0.15670 1.4
28 0.48926 0.16036***  0.18627***  3.4***

19 0.45852 0.11849 0.14971*** 1.3
SUMuawr  0.4527 0.12678 0.15938 0.6
10 0.44254 0.13038 0.16568 1.2
16 0.45059 0.13355 0.16177 0.9
13 0.43429 0.08580***  (.11141*** 0.4
25 0.39823 0.11678 0.15079 2.7k
4 0.37297 0.12010 0.15394 4.1%%*
7 0.37159 0.09654***  0.13593 0.4

Table 4.8: Results from the MSE evaluation. Pyramid scores and duplication is computed

for 10 test sets, automatic scores for all 25 test sets. Numbers flagged by

@KEX? are signif-

icantly different from the results form SUM 4,,. For repetition, higher numbers are worse,

indicating that there was more repetition in the summary.

The option to operate on smaller units, which can be mixed and matched from the input to

give novel combinations in the summary, offers several possible advantages that we discuss

next.

Improve content Sometimes sentences in the input can contain both information that is

very appropriate to include in a summary and information that should not appear

in a summary. Being able to remove unnecessary parts of the sentences can free up

space for better information. Similarly, a sentence might be good overall, but could

be further improved if more information on an entity or event is added in. Overall, a

summarizer that is able to manipulate input sentences on subsentential units would

theoretically be better at content selection.

Improve readability In chapter 2 we discussed the linguistic quality evaluation of au-

tomatic summaries and reported that summarizers perform rather poorly on several

readability aspects, including referential clarity. In more than half of the automatic

summaries there were entities for which it was not clear what/who they were and how
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they were related to the story. The ability to add in descriptions to entities in the
summaries could improve the referential clarity of summaries and can be achieved by

text rewrite of subsentential units.

IP issues Another very practical reason to be interested in altering the original wording of
sentences in summaries in a news browsing system involves intellectual property issues.
Newspapers are not willing to allow verbatim usage of long passages of their articles
on commercial websites. Being able to change the original wording can thus allow
companies to include longer than one sentences summaries, which as we discussed in

chapter 2 would increase user satisfaction.

For these reasons, we now turn to exploring how the frequency-based summarizer frame-
work can accommodate rewrite of generic noun phrases. That is, for a sentence in a sum-
mary, we will automatically examine the noun phrases in them and decide if a different
noun phrase is more informative and should be included in the sentence in place of the

original. Consider the following example:

Sentence 1 The arrest caused an international controversy.

Sentence 2 The arrest in London of former Chilean dictator Augusto Pinochet caused an

international controversy.

Now, consider the situation where we need to express in a summary that the arrest was
controversial and this is the first sentence in the summary, and sentence 1 is available in the
input (“The arrest caused an international controversy”), as well as an unrelated sentence
such as “The arrest in London of former Chilean dictator Augusto Pinochet was widely
discussed in the British press”. NP rewrite can allow us to form the rewritten sentence 2,
which would be a much more informative first sentence for the summary: “The arrest in
London of former Chilean dictator Augusto Pinochet caused an international controversy”.
Similarly, if sentence 2 is available in the input and it is selected in the summary after a
sentence that expresses the fact that the arrest took place, it will be more appropriate to

rewrite sentence 2 into sentence 1 for inclusion in the summary.
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This example shows the potential power of generic noun phrase rewrite for summariza-
tion. It also suggests that context will play a role in the rewrite process, since different
noun phrase realizations will be most appropriate depending on what has been said in the

summary upto the point at which rewrite takes place.

4.3.1 NP-rewrite enhanced frequency summarizer

We can extend the summarization algorithm presented in the previous section to include
NP rewrite. The inclusion of the new step presupposes that the classes of coreferring noun

phrases in the input have been identified.

Step 1 Estimate the importance of content words based on their frequency in the input,

p(w;) = .
Step 2 For each sentence S; in the input, estimate its importance based on the words in
the sentence w; € Sj.

Step 3 Select the sentence with the highest weight.

Step 4 For each maximum noun phrase N P, in the selected sentence

4.1 For each coreferring noun phrase NPF;, such that NP, = NP, from all input
documents, compute a weight Weight(NP;) = Fry (w, € NP;).

4.2 Select the noun phrase with the highest weight and insert in in the sentence. In

case of ties, select the shorter noun phrase.

Step 5 For each content word in the rewritten sentence, update its weight by setting it to

a number close to 0.

Step 6 If the desired summary length has not been reached, go to step 2.

Step 4 is the NP rewriting step. The function Fry is the rewrite composition function
that assigns weights to noun phrases based on the importance of words that appear in the
noun phrase. The two options that we will explore here are Fry = Avr and Fry = ..

The two selections lead to different behavior in rewrite. Fryy = Avr will generally prefer
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the usage of short noun phrases, typically consisting of just the noun phrase head and it will
overall tend to reduce the selected sentence. Fryy = > will behave quite differently: it will
tend to insert information (add a longer noun phrase) when it has not been yet expressed
in the summary, and will reduce the NP if the words in it already appear in the summary.
This means that Fry = ) on the noun phrase level will have the behavior closest to what
we expect for rewrite.

Of course, for an actual implementation of the algorithm, one needs a way to identify

maximum noun phrases and to identify coreference classes in the input.

Maximum noun phrases

In dependency grammar formalisms (Mel88), the syntactic structure of a sentence is de-
scribed in terms of a tree of words and syntactic relations between these words. The main
verb of the sentence is normally the root of the dependency tree, and typical relations
include subj (syntactic subject), obj (direct object), dat (indirect object), attr (pre-
modifying nominals), mod (nominal postmodifiers) (TJ97). For example, the dependency
representation of the sentence “British police arrested former Chilean dictator Augusto

Pinochet” is given in figure 4.4.

arrest (v)

police (n) augusto_pinochet (n)
Altr: Mod:
british (j) dictator (n)
Attr: Attr:
former (j) chilean (j)

Figure 4.4: A dependency tree parse.

It is easy to define maximum noun phrases in a dependency representation: it is given
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by the subtree that has as a root a noun such that there is no other noun on the path
between it and the root of the tree. For our example, there are two maximum NPs, with
heads “police” and “Augusto_Pinochet”; “former chilean dictator” is not a maximum NP,
since there is a noun (augusto_pinochet) on the path in the dependency tree between the
noun “dictator” and the root of the tree.

The definition entails that a maximum NP includes all nominal and adjectival premod-
ifiers of the head, as well as postmodifiers such as prepositional phrases, appositions, and
relative clauses. This means that maximum NPs can be rather complex, covering a wide
range of production rules in a context-free grammar. The dependency tree definition of
maximum noun phrase makes it easy to see why these are a good unit for subsentential
rewrite: the subtree that has the head of the NP as a root contains only modifiers of the
head, and by rewriting the noun phrase, the amount of information expressed about the
head entity can be varied.

In our actual implementation, a context free grammar probabilistic parser (Cha00) was
used to parse the input. The maximum noun phrases were identified by finding a sequence
of <mp>...</np> tags in the sentence parse such that the number of opening and closing
tags is equal. Each NP identified by such tag spans was considered as a candidate for

rewrite.

Coreference classes

A coreference class CR,, is the class of all noun phrases in the text that refer to the same
entity E,,. The general problem of coreference resolution is hard, and is even more com-
plicated for the multi-document summarization case, in which cross-document resolution
needs to be performed (Ng05; GA04). Since no freely available coreference resolution tool
was available, we made a simplifying assumption, stating that all noun phrases that have
the same noun as a head belong to the same coreference class. While we expected that this
assumption would lead to some wrong decisions, we also suspected that in most common
summarization scenarios, even if there are more than one entities expressed with the same
noun, only one of them would be main for the news story and will be likely to be picked in a

sentence for inclusion in the summary. We thus used the head noun equivalance to form the
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classes. A post-evaluation inspection of the summaries confirmed that our assumption was
correct and there were only a small number of errors in the rewritten summaries that were
due to coreference errors, which were greatly outnumbered by parsing errors for example.
In a future evaluation, we will evaluate the rewrite module assuming perfect coreference

and parsing, in order to see the impact of the core NP-rewrite approach itself.

4.4 NP rewrite evaluation

The NP-Rewrite summarization algorithm was applied to the 50 DUC 2004 test sets. Two
examples of its operation with Fry = Avr are shown below.

Original.1 While the British government defended the arrest, it took no stand on extradi-
tion of Pinochet to Spain.

NP-Rewite.1 While the British government defended the arrest in London of former
Chilean dictator Augusto Pinochet, it took no stand on extradition of Pinochet to Spain.
Original.2 Duisenberg has said growth in the euro area countries next year will be about
2.5 percent, lower than the 3 percent predicted earlier.

NP-Rewrite.2 Wim Duisenberg, the head of the new Furopean Central Bank, has said
growth in the euro area will be about 2.5 percent, lower than just 1 percent in the euro-zone
unemployment predicted earlier.

We can see that in both cases, the NP rewrite pasted into the sentence important
additional information. But in the second example we also see an error that was caused by
the simplifying assumption for the creation of the coreference classes according to which the
percentage of unemployment and growth have been put in the same class. This example also
suggests a possible way to improve the rewrite algorithm, even in the presence of coreference
resolution errors. Mistakes can be avoided if rather than rewriting all noun phrases, rewrite
were constrained to some subclass, excluding vague nouns such as percent in this example,
and only rewriting nouns that are more specific.

In order to estimate how much the summary is changed because of the use of the NP
rewrite, we computed the unigram overlap between the original extractive summary and the

NP-rewrite summary. As expected, Fpy = ) leads to bigger changes and on average the



4.4. NP REWRITE EVALUATION 95

rewritten summaries contained only 54% of the unigrams from the extractive summaries;
for Fryy = Awr, there was much less change between the extractive and the rewritten

summary, with 79% of the unigrams being the same between the two summaries.

Linguistic quality evaluation

As we mentioned in the beginning of this section, we hoped that the noun phrase rewrite will
improve the referential clarity of summaries, by inserting in the sentences more information
about entities when such is available. We were interested in how the rewrite version of the
summarizer would compare to the extractive version, as well as how its linguistic quality
compares to that of other summarizers that participated in DUC. Five summarizers were
evaluated: peer 65, which is a (mostly) extractive summarizer that had the best content
selection; peer 117, which was a system that used generation techniques to produce the
summary and was the only real non-extractive summarizer participant at DUC 2004; the
extractive frequency summarizer with average as a composition function for importance of
sentences, and the two versions of the rewrite algorithm. The evaluated rewritten summaries
had potential errors coming from different sources, such as coreference resolution, parsing
errors, sentence splitting errors, as well as errors coming directly from rewrite, in which
an unsuitable NP is chosen to be included in the summary. Improvements in parsing for
example could lead to better overall rewrite results, but we evaluated the output as is,
in order to see what is the performance that can be expected in realistic setting for fully
automatic rewrite.

The evaluation was done by five native English speakers, using the five DUC linguistic
quality questions on grammaticality, repetition, referential clarity, focus and coherence.
Five evaluators were used so that possible idiosyncratic preference of a single evaluator
could be avoided. Each evaluator ranked all five summaries for each set, presented in a
random order. The results are shown in table 4.4. Each summary was evaluated for each
of the properties on a scale from 1 to 5, with 5 being very good with respect to the quality
and 1, very bad.

These results allow us to do the system comparisons we were interested in.

Comparing the extractive summarizers The first two rows give the scores for the
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SYSTEM  Grammar Repetition References Focus Coherence

peer 65 4.30 3.98 4.22 3.80 3.38
SUM ayr;1d 4.06 4.12 3.80 3.80 3.20
SUM Avr; Avr 3.40 3.90 3.36 3.52 2.80
SUM yr; 3o 2.96 3.34 3.30 3.48 2.80
peer 117 2.06 3.08 2.42 3.12 2.10

Table 4.9: Linguistic quality evaluation results for five systems: peer 65 is the best per-
forming system at DUC 2004, peer 117 was the only generative systems; SUM 4474 is the
frequency summarizer with no NP rewrite; and the two versions of rewrite with sum and

average as combination functions.

two extractive summarizers, peer 65 and SUM 44,74, the frequency summarizer without
rewrite. These two systems are expected to have good grammaticality scores, since they do
not attempt any modification of the original sentences. Both systems have an average score
of around 4 (good) for grammatically. There are several reasons why the systems are not
closer to the best score of 5. First, the summaries were truncated to 100 words, so sometimes
the last sentence in the summary was not complete. Second, there were occasional errors
in sentence splitting, and when the systems choose a sentence that had been incorrectly
split, they introduce ungrammatical fragments in the summary. Finally, on some occasions,
the original journalist-written sentences were long and somewhat difficult to read and the
evaluators ranked summaries that included such sentences lower on grammaticality, even
though they were not ungrammatical per se, but simply employed cumbersome grammar.
The two summarizers are overall indistinguishable from one another on linguistic quality,
with the exception of the clarity of reference. The average score for reference clarity for peer
65 is higher than that of the frequency summarizer by 0.42, which is a significant difference.
The results on repetition confirm the independent information collected by the pyramid
evaluation, with the frequency summarizer doing a bit better in avoiding repetition than

peer 65.

Comparing NP rewrite to extraction Here we would be interested in comparing the

extractive frequency summarizer (SUM ayr;14), and the two version of systems that rewrite
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noun phrases: SUM Ayr; 4o (Which changes about 20% of the text) and SUM 4,5~ (which
changes about 50% of the text). The general trend that we see for all five dimensions of
linguistic quality is that the more the text is automatically altered, the worse the linguistic
quality of the summary gets. In particular, the grammaticality of the summaries drops
significantly for the rewrite systems. The increase of repetition is also significant between
SUMayr;rq and SUM 4,,,5~.  Error analysis showed that sometimes increased repetition
occurred in the process of rewrite for the following reason: the context weight update for
words is done only after each noun phrase in the sentence has been rewritten. Occasionally,
this led to a situation in which a noun phrase was augmented with information that was
expressed later in the original sentence. The referential clarity of rewritten summaries also
drops significantly, which is a rather disappointing result, since one of the motivations for
doing noun phrase rewrite was the desire to improve referential clarity by adding information
where such is necessary. One of the problems here is that it is almost impossible for human
evaluators to abstract themselves from grammatical errors when judging referential clarity.
Grammar errors decrease the overall readability of the summary and a summary that is given
a lower grammar ranking tends to also receive lower referential clarity score, increasing the
challenge for summarizers that move towards abstraction and alter the original wording of

sentences.

Comparing SUMy,,.s~ and peer 117 We finally turn to the comparison of between
SUM 44r;5~ and the generation based system 117. This system is unique among the DUC
2004 systems, and the only one that year that experimented with generation techniques
for summarization. System 117 analizes the input in terms of predicate-argument triples
and identifies the most important triples. These are then verbalized by a generation system
originally developed as a realization component in a machine translation engine. Thus, peer
117 made even more changes to the original text then the NP-rewrite system. The results
of the comparison are consistent with the observation that the more changes are made
to the original sentences, the more the readability of summaries decreases. SUM 4,5~ is
significantly better than peer 117 on all five readability aspects, with notable difference in
the grammaticality and referential quality, for which SUM 4,5~ outperforms peer 117 by

a full point. This indicates that NP rewrite is a good candidate granularity for sentence
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changes and it can lead to significant altering of the text while preserving significantly better
overall readability.

General discussion of findings We saw that in terms of linguistic quality, extractive
systems will be superior at the current point of research development to systems that
alter the original wording from the input. Moreover, extractive and abstractive systems are
evaluated together and compared against each other, putting pressure on system developers
and preventing them from fully exploring the strengths of generation techniques. It seems
that if researchers in the field are to explore non-extractive methods, they would need
to compare their systems separately from extractive systems, at least in the beginning
exploration stages. The development of non-extractive approaches in absolutely necessary
if automatic summarization were to achieve levels of performance close to human, given the
highly abstractive form of summaries written by people.

Another observation seen from the evaluation is that both extractive and non-extractive
systems perform rather poorly in terms of the focus and coherence of the summaries that
they produce. We did discuss this fact already in chapter 2, but the proposed frequency
based method did not show any improvement over other extractive systems. One of the
steps for future work would be to outline a proposal for integrating modules that would

improve the focus and coherence of summaries, and to test it out.

Content selection evaluation

In the previous section we discussed the linguistic quality of extractive summaries and
summaries produced using NP rewrite and full-scale generation. We now turn to examine
the question of how the content in the summaries changed due to the NP-rewrite, since
improving content selection was the other motivation for exploring rewrite. In particular,
we are interested in the change in content selection between SUM 4,5~ and SUM ayr;1a (the
extractive summarizer). We use SUMy,,,s~ for the comparison because it lead to bigger
changes in the summary text compared to the purely extractive version. We used the
pyramid evaluation method to address the question. Of the 50 test sets, there were 22 sets
in which the NP-rewritten version had lower pyramid scores than the extractive version of

the summary, 23 sets in which the rewritten summaries had better scores, and 5 sets in
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which the rewritten and extractive summaries had exactly the same scores. So we see that
in half of the cases the NP-rewrite actually improved the content of the summary. The
summarizer version that uses NP-rewrite has overall better content selection performance
than the purely extractive system. The table below shows that the original pyramid score
increased from 0.4039 to 0.4169 for the version with rewrite.
The table below shows the pyramid scores for SUM gyr;7q and SUM gy 5.
System  Original pyramid score Modified pyramid score
SUM 44r;3 0.4169 0.3420
SUM 4yr;14 0.4039 0.3364

Here is an example of pairs of summaries for the same set in which the NP-rewritten
version had better content. After each summary, we list the content units from the pyramid
that were expressed in the summary. Before the label of each content unit, we list the weight,
and content units that differ between the extractive and rewritten version are displayed in
italic. The rewritten version conveys high weight content units that do not appear in the

extractive version, with weights 4 and 3 respectively.

Fully extractive summary Italy’s Communist Refounding Party rejected Prime Minis-
ter Prodi’s proposed 1999 budget. By one vote, Premier Romano Prodi’s center-left
coalition lost a confidence vote in the Chamber of Deputies Friday, and he went to the
presidential palace to rsign. Three days after the collapse of Premier Romano Prodi’s
center-left government, Italy’s president began calling in political leaders Monday to
try to reach a consensus on a new government. Prodi has said he would call a confi-
dence vote if he lost the Communists’ support.” I have always acted with coherence,”

Prodi said before a morning meeting with President Oscar Luigi.

e (4) Prodi lost a confidence vote

e (4) The Refounding Party is Italy’s Communist Party

e (4) The Refounding Party rejected the government’s budget
e (3) The dispute is over the 1999 budget

e (2) Prodi’s coalition was center-left coalition
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e (2) The confidence vote was lost by only 1 vote
e (1) Prodi is the Italian Prime Minister

e (1) Prodi wants a confidence vote from Parliament

NP-rewrite version Communist Refounding, a fringe group of hard-line leftists who
broke with the minstream Communists after they overhauled the party following the
collapse of Communism in Eastern Europe rejected Prime Minister Prodi’s proposed
1999 budget. By only one vote, the center-left prime minister of Italy, Romano Prodi,
lost The vote in the lower chamber of Parliament 313 against the confidence motion
brought by the government to 312 in favor in Parliament Friday and was toppled from
power. President Oscar Luigi Scalfaro, who asked him to stay on as caretaker premier

while the head of state decides whether to call elections.

e (4) Prodi lost a confidence vote

(4) Prodi will stay as caretaker until a new government is formed

(4) The Refounding Party is Italy’s Communist Party

(4) The Refounding Party rejected the government’s budget

(8) Scalfaro must decide whether to hold new elections

(3) The dispute is over the 1999 budget

2) Prodi’s coalition was center-left coalition

1

(2)
e (2) The confidence vote was lost by only 1 vote
(1) Prodi is the Italian Prime Minister

Another example, which showed the worse deterioration of the rewritten summary com-
pared to the extractive one, both in terms of grammaticality and content, is shown below.
Here, the problem with repetition during rewrite arises: the same person is mentioned twice
in the same sentence and at both places the same overly long description is included in the

sentence, rendering it practically unreadable.

Fully extractive summary Police said Henderson and McKinney lured Shepard from

the bar by saying they too were gay and one of their girlfriends said Shepard had
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embarrassed one of the men by making a pass at him. 1,000 people mourned Matthew
Shepherd, the gay University of Wyoming student who was severely beaten and left
to die tied to a fence. With passersby spontaneously joining the protest group, two
women held another sign that read,” No Hate Crimes in Wyoming.” Two candlelight
vigils were held Sunday night. Russell Anderson, 21, and Aaron McKinney, 21, were

charged with attempted murder.

(4) The victim was a student at the University of Wyoming

(4) The victim was brutally beaten

(4) The victim was openly gay

(8) The crime was widely denounced

(3) The nearly lifeless body was tied to a fence

(8) The victim died

(8) The victim was left to die

(2) The men were arrested on charges of kidnapping and attempted first degree

murder

(2) There were candlelight vigils in support for the victim

(1) Russell Henderson and Aaron McKinney are the names of the people respon-

sible for the death

NP-rewrite version Police said Henderson and McKinney lured the The slight, soft-
spoken 21-year-old Shepard, a freshman at the University of Wyoming, who became
an overnight symbol of anti-gay violence after he was found dangling from the fence
by a passerby from a bar by saying they too were gay and one of their girlfriends
said the The slight, soft-spoken 21-year-old Shepard, a freshman at the University of
Wyoming, who became an overnight symbol of anti-gay violence after he was found
dangling from the fence by a passerby had embarrassed one of the new ads in that

supposedly hate-free crusade.

e (4) The victim was a student at the University of Wyoming
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(3)The nearly lifeless body was tied to a fence

(1) A passerby found the victim

(1) Russell Henderson and Aaron McKinney are the names of the people respon-

sible for the death

(1) The victim was 22-year old

Even from this unsuccessful attempt for rewrite we can see how changes of the original
text can be desirable, since some of the newly introduced information is in fact interesting

for the summary.

4.5 Related work

We will now overview several other approaches for generic multi-document summarization.

Description of peer 65 In the previous sections we compared the performance of our
summarizer to that of the best system in DUC 2004. We saw that SUM 4., achieves a
comparable level of performance, both in content selction and linguistic quality. It is of
course of interest to see what techniques are used in that summarizer. So before we turn to
a general overview of related work, we will devote this section to a detailed description of
peer 65 and a comparison between it and SUMg.

Peer 65 has particpated in all DUC evaluations between 2001 and 2004 (CSOOO01;
SOCT02; DCST03; CSGO04). And has evolved over the years from mediocre performance
to the best system. The system is a supervised hidden Markov model that uses topic sig-
nature words as features. The HMM assigns scores to each sentence and then the best
sentences that cover the largest number of signature words form the summary.

We now in turn discuss each component of the system and outline the similarities and
differences between it and SUMp.

Training an HMM Unlike our data-driven algorithm, peer 65 uses a supervised
method, HMM, that needs to be trained on manually annotated data. The hidden stucture
of the model allows the summarizer to factor in some context in the sentence ranking process:
namely, it takes into account whether the sentence preceeding the currently scored sentence

was classified as a summary sentence or not. The only other feature that the system uses is
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a function of the number of topic signature words in the sentence: log(n + 1), where n is the
number of signature terms in the sentence. The HMM then assigns a posterior probability
to each sentence for it to be included in the summary, and these posterior probabilities can
be considered as sentence weights. Across the different years of DUC, modifications were
made in order to find the best structure for the HMM. Also, in the beginning of DUC, the
system also included a number of other features such as sentence position in the document,
term frequency, and grammatical categories of words, but as these features were dropped,
the performance of the summarizer improved, until eventually the frequency related likeli-
hood ratios for the topic signature terms remained the only feature. We next explain the
idea of topic signartures.

Topic signature terms The idea of topic signatures was introduced by Lin and Hovy
(LHOO) in the context of single document summarization, and was later used is several
multi-document summarization systems, including in peer 65.

Lin and Hovy’s idea was to automatically identify words that are descriptive for a cluster
of documents on the same topic, such as the input to a multi-document summarizer. We
will call this cluster T'. Since the goal is to find descriptive terms, a collection of documents
not on the topic is also necessary (we will call this background collection N7T'). To this end,
one can use the likelihood ratio statistic introduced in the field of computational linguistics
by (Dun94). The idea is to define a probabilistic model of the data, so that we can make
statistical inference and decide which terms ¢ are associated with T more strongly than with
NT than one would expect by chance. This is done in the following way:

There are two possibilities for the distribution of a term ¢: either it is very indicative of
the topic of cluster T', and appears more often in documents associated with 7" than in other
documents NT', or the term ¢ is not related to the topic and appears with equal frequncy
across both T and NT'. These two alternatives can be formally written as two hypothesis
about the possible state of affairs:

H1: P(t|T) = P(t|NT) = p (t is not a descriptive term for the topic)

H2: P(t|T) = p1 and P(t|NT) = ps and p; > pso (t is a descriptive term)

Now, let us look at the collection of the background documents and the topic cluster

as a sequence of words w;: wiws ... wy. We are interested in occurances of ¢, that is, in



104 CHAPTER 4. CONTENT SELECTION

the cases when some w; = t. The occurance of each word is thus a Bernoulli trail with
probability p of success, with success when w; = t and failure otherwise. Then the overall
probability of observing the term ¢ appearing k times in the N trails is given by the binomial
distribution

b(k, N,p) = (3)p*(1 —p)N~*

This model allows us to compute the likelihood of the data (the T+NT corpus) under
both hypotheses. For that purpose, we need the actual estimates of p, p1 and po. The
maximum likelihood estimates are

= &, where ¢; is equal to the number of times term ¢ appeared in the entire corpus
T+NT, and N is the number of words in the entire corpus.

Similarly, p1 = ]f,—”;, where cr is the number of times term t occured in T and N7 is the

number of all words in 7.

pa = ]f,JJVVTF, where cy7 is the number of times term t occurred in NT and Ny is the

total number of words in NT.

__ Likelihood of the data given H1
We can define A = g e data given H2

A can be computed directly when we have all the necessary counts of occurance of ¢ and
the number of words in ech corpus.

Oftentimes, the quality —2logA is computed rather then A since it has a well-know
distribution: y2. Bigger values of —2log) indicate that the likelihood of the data under H2
is higher, and the x? distribution can be used to determine when it is significantly higher
(when —2logX exceeds 10).

So, for terms ¢ for which the computed —2/ogA is higher than 10, we can infer that they
occur more often with the topic 7' than in a general corpus N7T', and we can dub them
“topic signature terms”.

Two final notes about —2logA are due:

1. This quantity is computed as a function of the frequency of the term t in the topic
documents. It can be seen as an alternative weight for the term, different from the
maximum likelihood that we used in SUMp, but still a function of the term frequency

in the input.

2. Its calculation requires an additional corpus of off-topic documents.
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In peer 65, an empirically set treshold is used as a cut-off value and all terms in the input
that have likelihood ratio that exceeds this treshold are dubbed signature terms. Then, for
the HMM model, a function of the number of such terms is used as a feature and a posterior
probability for inclusion in the summary is assigned to the sentence.

Pivoted QR decomposition This step incorporates the idea of context adjustment
for peer 65. This is a formal algebraic model that allows the weights of sentences to be
updated based on previous choices in the summary. A matrix A is formed, with columns
corresponding to each sentence in the input, and rows corresponding to each word in the
input, with entry a;; equal to the weight of term 4 if it appears in sentence j and zero
otherwise. The sentence with highest posterior probability is chosen for the summary. The
norm of all other sentences (columns) is then reduced proportionally by substracting off
the component of the column that lies in the direction of the column that was just added.
Overall, the pivoted QR decompositions seems like a complex formal model of the context
adjustment step that we proposed for the SUMp family. As we saw from the results on
repetition on the DUC and MSE data, the step in SUMg seems to be more effective,
resulting in less inclusion of repetitive information in the summary.

In summary, peer 65 is characterized by the following features:

1. It assigns weights on words as a complex function of the frequency of the word in the

input.

2. It has two paramaters that are empirically set: the number of states in the HMM
and the cut-off value of the likelihood ratio above which a term is considered to be a

signature term.

3. It is a supervised algorithm, and requires manually annotated training data, in con-

trast to SUMp that is fully data driven from the input to the summarizer.

4. Tt requires an additional background corpus for the computation of the likelihood
ratio for terms in the input. In DUC runs, the remaining test sets were used as such
a corpus. It is not clear how and if the the selection of the background corpus will
affect the final results outside of DUC runs (for example in the context of online news

browsing system).
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In comparison, SUM g achieves comparable results without any use of additional data be-
sides the input (no background corpus and no training data), it does not have any manually
set tresholds, and its conceptual simplicity allows for the better evaluation and understand-
ing of how the different components contribute to the summarizer performance. One open
question that could be addressed in future research is to compare the list of most frequent
words in the set to the words with highest likelihood ratio. The complication of requiring
a background corpus and of comuting the likelihood ration will be justified only if the two

lists differ.

Lite_GISTexter Lite_GISTexter (LHHNO04) was one of the well performing algorithms
in DUC 2004 and was developed with the goal of producing a conceptually simple but
reliable multidocument summarizer. It assigns weights for each term in the input, equal
to —2log\ as we defined it in the previous section in the discussion of topic signature
words. Each sentence is assigned a weight equal to the sum of words that appear in the
sentence. Duplication removal was addressed with the following heuristic: the highest
scoring sentence was added to the summary, and then the next highest ranked sentence
gets added to the summary if the number of topic signature terms that it has in common
with sentences already found in the summary is less than the number of signature terms that
it introduces in the summary. This heuristic aims at approximating the idea of Maximal
Marginal Relevance (CG98) which prescribes that sentences that are relevant but maximally

different from sentences already in the summary should be used to achieve wider coverage.

So Lite_GISTexter also falls in the class of frequency-based summarizers: it assigns
weights to words (using a background corpus), then combines the weights of words into
weights of sentences, and picks the top ranking sentences using a variant of MMR to reduce
duplication. Interestingly, in their DUC report, the Lite_GISTexter team reports that they
tried alternative weighting schemes that did not work as well as the likelihood ratio, con-
cluding that frequency in the input is not a good feature. As we saw in our experiments,
indeed sum is a very bad choice of composition function and leads to bad content selection
results. But we also showed that this does not mean that frequency in the input is not a
good feature, since with the better choice of composition function, the results for SUMpg

improve much more, with SUMy significantly outperfroming Lite_GISTexter on all three
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automatic evaluation metrics.

DEMS/NEATS/MEAD DEMS (SNM02) is a flexible multi-document summarizer
that has been evaluated favorably in all DUC evaluations from 2001 to 2004, and that
runs as part of the Newsblaster online news browsing and summarization system. DEMS
uses several features to compute sentence weight, combining these features into a single
weight using manually asigned linear combination coeflicients. The features used in the
system include the location of the sentence in the input (sentences that appear later in the
documents are penalized), publication date (giving preference to later publications), named
entities, pronoun (sentences that contain pronouns are penalized. It also uses frequency,
but rather than computing frequency of individual, it computes the frequency of concepts,
which is a collection of related terms. Other novel features used in DEMS are a special
dictionary of words that were found to be charactersitic of opening paragraphs of news
articles and of a dictionary of verb specificity that contains highly imformative verbs. Many
of these features are intuitively very interesting, but unfortunately it is not clear how much
each feature contributes to the good performance, and how much the different additional
features improve over frequency alone. This way of arbitrary combining of weights for
different features is also typical for other systems, for example NEATS (LH02), and MEAD
(RBGZ01). The non-modular architecture of these systems make the flexibility of the SUMp
summarizers stand out. As we mentioned, we know that such systems use frequency as a
feature, but we do not know how much of the summarizers’ performance is explained by the
frequency feature. These systems use similarity measures based on word overlap to remove
redundancy in the summary: the similarity between a sentence and the already chosen parts
of the summary is computed. If it exceeds some predetermined treshold, the sentence is

rejected, and the treshold is manually assigned by the researchers.

Sentence clustering approaches One of the first, and very popular, approaches to
multi-document summarization was to cluster topically related sentences from the input
and select one sentence from the cluster as a representative of the topic in the summary
(BME99; BKNO1; SNM04). These summarizers obviously try to exploit frequency on the
sentence level, with clusters with more sentences considered more important. Again, a

hidden parameter can change the results considerably, since if lower similarity between
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sentences in the cluster is required, bigger clusters can be formed, but the sentences in them
will not be tightly related on the same topic. Such an approach of assigning importance
to sentences also deals directly with the problem of duplication removal: since only one
sentence per cluster is chosen, the summary would not include repetition. Interestingly, the
size of the cluster (equivalent to sentence frequency), did not lead to good content selection
performance. The problem was addressed by adding in the weighting of clusters lexical
chains (in (BME99)) and tf.idf (for (SNMO04)). The addition of such information, which
incorporates in the cluster score the frequency also of the words in the sentences, leads to

much better results in content selection.

Graph-based algorithms Some of the most newly developed multi-document summa-
rizers are those that reduce the problem of summarization to graph problems, notably using
the PageRank algorithm (ER04b; MT04; VBMO04). Of these, the most successful applica-
tion to multi-document summarization was that of Erkan and Radev. In their LexRank
algorithm, each sentence defines a node in the text graph. To define edges in the graph,
the cosine similarity between two sentences is computed and an edge is added between
the nodes representing the two sentences if the similarity exceeds a predetermined tresh-
old. Thus the edges are defined for sentences that share the same words. The PageRank
algorithm (PBMW98) is then used iteratively to compute the rank (importance) of each
sentence as a function of the number of neighbors and the importance of the neighbors
of each node. The iterations distribute the weight across the graph, and quickly converge
to stable node weights. In their discussion of the approach, the authors explain that the
iterative spreading of importance in the graph is similar to a voting process: sentences from
the entire graph vote for sentences with which they share word overlap. Of course, such
a voting procedure can be achieved by a direct frequency count, rather than distributing
importance little by little through the nodes. So the PageRank algorithm can be seen as a
complex (unobservable) function that assigns weights to sentences based on the frequency of
words that appear in the text. In order to avoid repetition, sentences that are assigned high

importance, but are similar to more important sentences are not included in the summary.
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Approaches to abstractive summarization

The potential benefit of abstractive summarization has been long recognized in the summa-
rization community. Jing and McKeown, for example, developed the cut-and-paste approach
for single-document summarization, which relies on analysis of professional human abstracts
to identify text transformation operations used by humans (JM00). They identified six oper-
ations that can be used alone or together to transform extracted sentences in human-written
abstracts. Sample operations included sentence reduction, sentence combination, syntac-
tic transformation, and lexical paraphrasing. The implementation of operations includes
multiple knowledge sources: large lexicons with subcategorization information (to ensure
grammaticality); context information (phrases that have links with surronding sentences
are not removed because they are considered more important); corpus evidence (the prob-
ability that a human would remove or reduce a phrase). The approach worked very well
for single-document summarization, but research has shown (BV04) that these operations
are not enough to explain the much more complex text modifications that humans perform
when summarizing multiple articles.

We next overview several approaches tried for abstractive summarization of multiple
documents.

peer 117 In the previous section we compared the readability aspects of the summaries
produced by a generative event-based summarizer (VBMO04), peer 117. In their approach,
they have as a goal to identify important events as expressed by important verbs, rather
than enities and explore how focusing on events would change the nature of the obtained
summaries. In order to approach the problem in an event-centric manner, they use a graph
scoring algorithm to identify highly weighted nodes and relations in a graph constructed
using a dependency-style analysis for the input documents. The scoring is used to guide
content selection, which is then presented for realization to a generation component origi-
nally developed as a realization module in a machine translation system. Our apporach to
NP-rewrite, in contrast, is entity-centered, modifying the amount of information expressed
about a particular entity in the summary, rather than a particular event.

Information fusion This technique was developed to address in a specific way the

problem of sentence redundancy in multi-document summarization (BM05). Given a set
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of similar sentences, information fusion produces a new sentence containing the informa-
tion common to most sentences in the set, thus reducing sentence length and avoiding
source bais. To identify common information, fusion uses a bottom-up local multisequence
alignment of dependency trees, using words and paraphrases as anchors. Combination of
fragments is addressed through construction of a fusion lattice encompassing the resulting
alignment and linearization of the lattice into a sentence using a language model. So fusion
is a sophisticated tool for text-to-text generation, but it does not use any ranking of the

importance of the information in the sentences since its goal is different.

Sentence compression and simplification Sentence compression, a technique for
removing certain fragments from a sentence without rendering it ungramatical has been a
challanging research topic, even outside of summarization applications. Chandrasekar et
al. (CDS96) viewed text simplification as a preprocessing tool to improve the performance
of their parser. The PSET project (CMP*99), on the other hand, focused its research on
simplifying newspaper text for aphasics, who have trouble with long sentences and com-
plicated grammatical constructs. Rule-based systems have been developed (Gra98; Sid02;
Sid03), as well as statistical models trained on a corpus of human reductions (Jin00; KMO0O;
RKCZ03), and discourse-informed methods have been proposed recently (SL05). But over-
all, little integration has been done for these approaches for direct use in summarization.
The major challange to integrating compression methods in summarization systems is that
it is difficult to incorporate considerations of importance in the simplification process, the
way Jing did for single document summarization and we proposed here for NP-rewrite in
multi-document summarization. Research has shown that simplification of background in-
formation in the form of relative clauses and appositions can be useful to improve content
selction (SNM04; CSGO04), but the findings have not yet been confirmed in a complete

manual evaluation.

The Trimmer system (ZDL*05) has recently been developed, extending a system for
headline generation into a system for topic-focused multi-document summarization. Again,
for them the main challange is to decide how to incorporate importance of textual units into
the trimming process. For example, they do not attempt to trim out clauses that contain

named entities. Their results in content selection could be possibly improved if they used a
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frequency based estimation for importance.

4.6 Discussion and conclusions

In this chapter, we proposed and evaluated a family of context-sensitive, frequency based
summarizers. The summarizers we described are unsupervised and data driven: the only
feature they use is word frequency in the input. This feature has been traditionally used in
sumimarization, but its relative impact on system performance had not been studied before.
We motivated the use of the feature with analysis of human summaries, both on the word
and content unit level, and demonstrated that indeed human summarizers tend to choose
for their abstracts words and content units that appear frequently in the input, and that

there is more agreement between humans for more frequent words and content units.

The proposed algorithm has simple well-defined steps, which allow us to examine how
the choice of a composition function for assigning weights to sentences and how context ad-
justments are made changes the performance of the system. Different composition functions
lead to differently performing summarizers, ranging from close to baseline to state-of-the-art
performance. Our results showed that taking average for a composition function gives the
most balanced summarizer, that does not choose too long or too short sentences and has
very good performance on content selection and linguistic quality. We also saw that con-
text adjustment is an obligatory step for a good summarizer, because it improves content

selection and reduces the amount of repeated information in the summary.

SUM 4, outperforms most of the other 16 summarizers from the DUC 2004, and com-
pares favorably with the best performing DUC 2004 system. Manual evaluation showed
that SUM 4, has slightly lower performance than the best system (0.40 vs 0.44), but the
difference is not statistically significant. SUM 4,,, significantly outperforms the best system
in its ability to remove duplication from the summary. These results are very positive,
because the state-of-the-art system is supervised, and needs manually annotated training
data, as well as a background corpus used to compute term weights. It also uses two empir-
ically set parameters (number of states for the HMM and topic signature word likelihood

ratio cut-off). Finally, the theoretical complexity of the state-of-the-art system clouds the
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understanding of what really makes the system work. As we showed here in the related
work section, it, as well as several other multi-document summarizer, also falls in the general
class of frequency based summarizers.

Since the SUMp algorithm yielded good results for content selection, we explored an
extension for noun phrase rewrite, again using word frequency to estimate the importance
of maximum noun phrases and choose the best alternative for the context. NP-rewrite
led to summaries that were between 20% and 50% different from their purely extractive
versions. Our goal for exploring rewrite was to improve clarity of references in the summary
and improve content selection through the additional flexibility. Unfortunately, our results
showed that the linguistic quality of summaries drops with the use of NP-rewrite. Still, NP-
rewrite significantly outperforms a fully generative event-centric system on grammaticality,
referencial clarity and focus. In terms of content selection, NP-rewrite did improve content
in 23 out of the 50 test sets, but the overall improvement across all sets was not significant,
rsisng from 0.40 to 0.41. While the results from these experiments were not as good as we
would have liked, showed two very important points. First, that the importance of smaller
text units can be computed as a function of term frequency, thus suggesting a way to
enhance existing text simplification approaches, for example. Second, our experiments show
that when rewrite techniques are fully intergrated in a summarizer and evaluated against
extractive summarizers, they will tend to have lower readability scores. Which means that
in order to encourage the further development of abstractive summarization systems, it
would be beneficial to compare text altering systems seperately from extractive systems,
so that researchers can explore solutions for the widely recognized need for non-extractive
approaches to summarization, rather than develop extractive variations that would stay
competative against others.

In summary, we have proposed a conceptually simple algorithm for generic multi-
document summarization that achieves state of the art perfoprmance. We hope it can
be used as a banchmark for future developers of multi-document systems, so that they can
explore the contributions of novel features, and linguistically motivated processing. We also

hope to further explore the possibilities for rewrite.
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Chapter 5

References to people in

summarization

Apporaches to generic multi-document summarization need to be robust: the input to
a summarizer can be a collection of articles on any topic, ranging from political events,
through natural diseasers, to scientific break throughs. The question that we pose in this
section is whether, in the settings of an unrestricted domain task, we can apply linguistically
motivated analysis to enhance the summarization output. In this chapter, we demonstrate
that this is indeed possible. We make use of the fact that new reports, and subsequently
summaries, are centered around people. For example, about 30% of all searches in a web
search engine contained a person’s name, asking for information about a person (GG04).
Also, in the DUC data, there were on average 3.85 references to people per 100-word human
summary; hence it is important for news summarization systems to have a way of modeling

the cognitive status of such referents and a theory for referring to people.

It is also important to note that there are differences in references to people between
news reports and human summaries of news. Journalistic conventions for many mainstream
newspapers dictate that initial mentions to people include a minimum description such as
their role or title and affiliation. However, in human summaries, where there are greater

space constraints, the nature of initial references changes. We observed (SNM04) that
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in DUC’04 and DUC’03 data', news reports contain on average one appositive phrase or
relative clause every 3.9 sentences, while the human summaries contain only one per 8.9
sentences on average. In addition to this, we observe from the same data that the average
length of a first reference to a named entity is 4.5 words in the news reports and only 3.6
words in human summaries. These statistics imply that human summarizers do compress
references, and thus can save space in the summary for presenting information about the
events. Cognitive status models can inform a system when such reference compression is
appropriate.

So, for this chapter, we focus on references to people, the charactersitrics of the references
and the appropriate form of reference. In human communication, the wording used by
speakers to refer to a discourse entity depends on their communicative goal and their beliefs
about what listeners already know. The speaker’s goals and beliefs about the listener’s
knowledge are both a part of a cognitive/mental model of the discourse.

Cognitive status distinctions depend on two parameters related to the referent—a)
whether it already exists in the hearer’s model of the discourse, and b) its degree of salience.
The influence of these distinctions on the form of referring expressions has been investigated
in the past. For example, centering theory (GJW95) deals predominantly with local salience
(local attentional status), and the givenness hierarchy (information status) of Prince (Pri92)
focuses on how a referent got in the discourse model (e.g. through a direct mention in the
current discourse, through previous knowledge, or through inference), leading to distinc-
tions such as discourse-old, discourse-new, hearer-old, hearer-new, inferable and containing
inferable. Gundel at al. (GHZ93) attempt to merge salience and givenness in a single hier-
archy consisting of six distinctions in cognitive status (in focus, activated, familiar, uniquely
identifiable, referential, type-identifiable).

Among the distinctions that have an impact on the form of references in a summary are

the familiarity of the referent:

D. Discourse-old vs discourse-new

!The data provided under DUC for these years includes sets of about 10 news reports, 4 human summaries

for each set, and the summaries by participating machine summarizers.
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H. Hearer-old vs hearer-new

and its global salience:

M. Major vs minor

The notion of global salience is very important to summarization, both during content
selection and during generation on initial references to entities. For example, in chapter
4 we showed that globally salient words and content units that are likely to appear in
human summaries tend to appear frequently in the input and are thus part of the topic, or
aboutness, of the news story. On the other hand, local salience (in focus or local attentional
state) is relevant to anaphoric usage during subsequent mentions. While the global salience
has been discussed in the linguistic literature, here we can take a definition more specific
to the process of summarization through the use of human summaries. We define globally
saleint entities from the input to be those that are also mentioned in a human summary.
The globally salient entities are the Major characters of the news story.

In general, initial (discourse-new) references to entities are longer and more descrip-
tive, while subsequent (discourse-old) references are shorter and have a purely referential
function. In section 5.1, we show the results of a corpus study, that confirm that indeed
discourse-new references are characterized by different syntactic form than discourse-old
entities, we show how these differences in form can be formally modeled and how it can be
used to automatically rewrite summaries to achieve better fluency and readability.

The other two cognitive status distinctions, whether an entity is central to the summary
or not (major or minor) and whether the hearer can be assumed to be already familiar
with the entity (hearer-old vs hearer-new status), are discussed in section 5.2. There is
a tradeoff, particularly important for a short summary, between what the speaker wants
to convey and how much the listener needs to know. The hearer-old/new distinction can
be used to determine whether a description for a character is required from the listener’s
perspective. The major/minor distinction plays a role in defining the communicative goal,
such as what the summary should be about and which characters are important enough to

refer to by name.
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5.1 Rewrite of references to people

Automatically generated summaries, and particularly multi-document summaries, suffer
from lack of coherence (BN00). One explanation for this fact is that the most widespread
summarization strategy is still sentence extraction, where sentences are extracted word-
for-word from the original documents and are strung together to form a summary. While
some researchers have developed methods to regenerate summary text from the text of
the original articles (e.g., (BME99; Jin00; KM02; SMCO01), the focus has been mostly on
removing irrelevant and redundant phrases or on fusing information from different articles

(BM05; EKKMO05).

Outside of summarization, though, different aspects of coherence have been studied
in great detail. In particular, seminal work on centering (GJW95) motivated numerous
investigations of the factors that influence the local coherence of discourse. Centering theory
looks at two main sources of (in)coherence—the syntactic realization of discourse entities
and the transition between focused entities. These studies are pertinent for summarization:
Barzilay et al. (BEMO02), for example, have shown how considerations of the latter kind can
be used to guide ordering in multi-document summaries. The work most directly related
to summary rewrite is that of Mani et al. (MGBY99), in which summaries are revised
by aggregating together information on the same entity and extraneous descriptions are
dropped. Radev and McKeown (RM97) also emphasized the importance of references to
people in summaries, and described how information on people can be collected over the
web and used as an additional information source during summarization. But syntactic
form and its influence on summary readability have not been taken into account in the

implementation of a full-fledged summarizer.

Considerations of local coherence are extremely important for summaries, which are very
short by definition and thus, are less affected by deficiencies in global discourse structure.?
Figure 5.1 shows a summary generated by the Columbia Summarizer (MBET02). The

summary gives a good idea of what incoherence problems can arise—the first mention of

*But as discussed in Chapter 2, in longer summaries of 250 words, global aspects such as organization

and focus become more problemtic.
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the two politicians in the summary does not use the first mention of these entitites in any of
the original articles and this makes it difficult for the reader to know to whom the summary

refers.

Terrell had 56 percent of the white vote to 31 percent for Landrieu, while Landrieu
had 75 percent of the black vote to 10 percent for Terrell. A poll released this week
shows the race between Democratic Sen. Mary Landrieu and her Republican
challenger, Suzanne Haik Terrell, to be dead even. Voters go to the polls
Saturday. With Louisiana’s Senate run-off election just four days away, President
Bush led the GOP charge Tuesday for Republican candidate Suzanne Haik
Terrell in what polls now suggest is a toss-up race against freshman Democratic

Sen. Mary Landrieu.

Figure 5.1: A problematic summary

These difficulties of text comprehension due to inappropriate syntactic forms have been
discussed previously. One of the main claims of centering theory is that different syntactic
realizations pose different processing requirements on the hearer and thus contribute to
the coherence of discourse. Krahmer and Theune (K'T02) report an experiment on human
preference to sequences of syntactic forms that demonstrates that people prefer subsequent
mentions that are less informative than the previous mentions of the same entity. They also
cite experiments that show that utterances are more difficult to read if a definite description
or a proper name is used in places where a pronoun is appropriate (GGG93).

Here we conduct a corpus study to identify the syntactic properties of first and subse-
quent mentions of people in newswire text. The resulting statistical model of the flow of
referential expressions in text is based on features that can be derived from full text using
shallow parsing technology. Thus, it can be used to create a set of recommended rewrite
rules that can transform the summary back to a more coherent and readable text. Our
study focuses on noun phrases containing mentions of people names. These constitute a
subset of the general problem of reference in summaries that exemplify the general problem
of under and overspecification in reference. Yet, restriction to people’s names allows us to
build a working solution due to recent advances in langugage technology, namely statistical
parsing and named entity recognition.

In the following sections, we first describe the corpora that we used and then two



118 CHAPTER 5. REFERENCES TO PEOPLE IN SUMMARIZATION

statistical models that we developed for the task. The first is based on Markov chains and
models how subsequent mentions are conditioned by earlier mentions, while the second,
stratified model captures the different types of realizations for first through fifth mention
separately. We close with discussion of our evaluation, which measures how well the models
can regenerate the sequence of references in a test corpus, demonstrating that the Markov

model is far more informative.

5.1.1 The Corpus

We used a corpus of news from the test data used in DUC 2001 through 2003, containing
651,000 words drawn from six different newswire agencies, in order to study the syntactic
form of noun phrases in which references to people have been realized. The variety of
sources was used, because working with text from one specific source could lead to the
learning of the paper-specific editorial rules. We use the full input documents rather than
summaries, because the documents contain many more reference to people than summaries,
as we discuss in the next section.

We were interested in the occurrence of features such as type and number of premodifiers,
presence and type of postmodifiers, and form of name reference for people. We began our
study by manually annotating a small corpus of six articles; this pilot study allowed us to
determine which feature of interest could be automatically extracted. We then constructed
a large, automatically annotated corpus by merging the output of Charniak’s statistical
parser (Cha00) with that of the IBM named entity recognition and coreference system
Nominator (WRC97). The automatically derived corpus contains references to 6240 distinct
entities as recognized by the named entity coreference system.

In this section, we describe the features that were annotated.

Given that we restricted references to mentions of people, there are two distinct types
of premodifiers, “titles” and “name-external modifiers”. The titles are capitalized noun
premodifiers that conventionally are recognized as part of the name, such as “president”
in “President George W. Bush.” (Cha01l), for instance, discusses statistical techniques for
disambiguating name structure in examples like the one above, and shows how the structure

can be parsed to identify the first name, the last name, middle initial and title modifiers.
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Name-external premodifiers are modifiers that do not constitute part of the name, such
as “irish flutist” in “Irish flutist James Galway”.

The three major categories of postmodification that we distinguish are apposition,
prepositional phrase modification and relative clause. All other postmodifications, such
as remarks in parentheses and verb-initial modifications are lumped in a category “others”.

We identified four categories of names corresponding to the general European and Amer-
ican name structure. They include full name (first + last name), middle initial (first name
+ middle initial + last name), last name only, and nickname (first name or nickname).

Examples of the different properties coded for noun phrases are given in Figure 5.2. In

sum, the features of the target NP that we examined were:

Is the target named entity the head of the phrase or not?

Is it in a possessive construction or not?

If it is the head, what kind of pre- and post- modification does it have?

How was the name itself realized in the noun phrase?

In order to identify the appropriate sequences of syntactic forms in coreferring noun
phrases, we analyze the coreference chains for each entity mentioned in the text. A coref-
erence chain consists of all the mentions of an entity within a document. In the manually
built corpus, a coreference chain can include pronouns and common nouns that refer to the
person. However, these forms could not be automatically identified, so coreference chains in
the automatically derived corpus only include noun phrases that contain at least one word
from the name. There were 3548 coreference chains in the automatically derived corpus; an
example is given in Figure 5.3 which shows both the full coreference derived manually and

the abbreviated chain identified in the automatically derived corpus.

5.1.2 Statistical Models of Mention Sequence

We developed two models of syntactic realization. The first uses a Markov chain model; it
represents the influence of each mention on the subsequent reference. The second models

the likelihood of particular forms of syntactic realization for first and subsequent mentions
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NP1: John Aquilino, a former NRA official who now publishes his own gun owners’
newsletter.
Codes as: full name + apposition

NP2: Chief Petty Officer Luis Diaz of the U.S. Coast Guard in Miami.

Coded as: 3 title premodifiers + full name + prepositional phrase postmodification
NP3: Dutch speed skater Yvonne van Gennip
Coded as: 3 name-external premods + middle initial name

NP4: Soviet pianist Vladimir Feltsman, who arrived in the United States last
August after an eight-year battle to emigrate,
Coded as: 2 name-external + full name + relative clause

NP5: Powell, stationed behind the group of reporters who were questioning Reagan

during an Oval Office photo opportunity,

Coded as: last name + other postmodification

Figure 5.2: Examples of different syntactic forms

separately. Our results show that the the Markov chain model is more informative than the

stratified model.

The Markov Chain Model

The initial examination of the data showed that syntactic forms in coreference chains can
be nicely modeled by Markov chains.

The formal definition of a Markov chain follows:

Let X, be random variables taking values in I. We say that (X,),>0 is a Markov chain

with initial distribution A and transition matrix P if
e Xy has distribution A

e for n > 0, conditional on X,, = 4, X, has distribution (p;;|j € I') and is independent
of X(), “eey Xn—l-

Informally, a Markov chain is given by a transition matrix and an initial distribution.

The transition matrix gives the probability of moving from one state to the next, while
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Bill Clinton X

the newly installed President
The man, whom almost two-thirds of all Americans trusted
Bill Clinton X

Clinton X

he (2)

Clinton X

he

Clinton (5) X

Bill Clinton X

Clinton (2) X

the president

Clinton (2) X

Bill Clinton X

the President

Figure 5.3: Full coreference chain for a person. The number in paretheses shows how
many times the given syntactic form has been repeated consecutively in the chain. The
entries shown in bold and marked with an “X” represent the chain that will be derived

automatically.

the initial distribution gives the probability of being in a specific state at time zero. The
probability of being in a given state at a given time depends only on the probability of the
preceding state at the previous time. All these properties have very visible counterparts in
the behavior of coreference chains. The first mention of an entity does have a very special
status ((Fra90) and (PV98)) and its appropriate choice makes text more readable. Thus,
the initial distribution of a Markov chain would correspond to the probability of choosing
a specific syntactic realization for the first mention of a person in the text. For each
subsequent mention, the model assumes that only the form of the immediately preceeding
mention determines its form. This property of the model will be tested in evaluation,

but seems to predict intuitively plausible sequences. For example, if a person has been
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previously mentioned by full name, then it is most likely appropriate to refer to him again
by his last name, but if the previous mention was a last name, then a subsequent last name
mention is appropropriate with even higher probability.

Of course, additional discourse factors can play a role in determining the use of a given
type of NP. For example, Fox (Fox98) and Levy (Lev84) give detailed studies of the global
context factors that play a role in syntactic realization. For example, in longer discourse, an
entity that as already mentioned, but was not in focus in the preceeding discourse segment
get re-introduced with descriptions that are different from the first mention in the discourse
and is still richer than a subsequent mention that would occur within the same segment.

But for now, we will adopt the simple Markov chain model to see how useful it can be.

modification | no modification

initial 0.76 0.24
modification 0.44 0.56
no modification 0.24 0.75

Figure 5.4: Markov chain for modification transitions. The first row gives the initial distri-

bution vector.

full name | last name | nickname
initial 0.97 0.02 0.01
full name 0.20 0.75 0.05
last name 0.06 0.91 0.02
nickname 0.24 0.22 0.53

Figure 5.5: Markov chain for name realization. The first row gives the initial distribution

vector.

The Stratified Model

The stratified model is guided by the idea that it is not just the first mention that has special
characteristics, but rather that there are special features of the syntactic form strongly

associated with the first mention, other features associated with the second mention and so
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apposition | none | prepositional | relcl | other

initial 0.25 0.60 0.07 0.04 | 0.04
apposition 0.06 0.88 0.00 0.04 | 0.02
none 0.04 0.89 0.01 0.03| 0.03
prepositional 0.10 0.80 0.01 0.07 | 0.02
relcl 0.08 0.82 0.01 0.06 | 0.03
other 0.07 0.88 0.00 0.04 | 0.01

Figure 5.6: Markov chain for postmodification.

0 1 2 3 4 5 6

initial | 0.49 | 0.22 | 0.16 | 0.08 | 0.03 | 0.01 | 0.01

0 0.86 | 0.09| 0.04 | 0.01 | 0.00 | 0.00 | 0.00

1 0.43 | 0.50 | 0.05 | 0.01 | 0.00 | 0.01 | 0.00
0.78 |1 0.13 | 0.08 | 0.01 | 0.01 | 0.00 | 0.00
0.78 | 0.13 | 0.07 | 0.01 | 0.01 | 0.00 | 0.00
0.74 | 0.09 | 0.15 | 0.02 | 0.00 | 0.00 | 0.00
0.90 | 0.10 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00
0.81 | 0.06 | 0.13 | 0.00 | 0.00 | 0.00 | 0.00

(=] (@3] =~ w N

Figure 5.7: Markov chain for the number of premodifiers. Count given for merged title and

external premodifiers.

on. Since summaries are short, we can safely make the assumption that a person will not
be mentioned more than five times; thus, the model will look for features of the syntactic

realizations from the first up to the fifth mention of an entity.

For each m =1, ...,5 we compute the probability

(SF,m)
_ P(SFm) _ ent _ cnt(SF,m)
P(SF|m) = P(m) Stal— = cnt(m)

total

where SF' is the variable corresponding to the syntactic realization, m is the number of

mention and total is the number of syntactic forms counted for the entire corpus.
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first | second | third | foutrh | fifth
modified 0.76 0.48 0.52 0.54 | 0.51
non-modified 0.24 0.52 0.48 0.46 0.49

premodified 0.51 | 0.37 0.42 0.45 | 043
non-premodified | 0.49 | 0.63 0.58 0.55 | 0.57

full name 0.97 0.13 0.12 0.10 | 0.10

last name 0.02 0.81 0.82 0.84 0.83

nickname 0.01 | 0.05 0.06 | 0.06 | 0.07

Figure 5.8: Probabilities of an NP being modified and non-modified at a particlular mention.

Model Comparison

The number of possible syntactic forms, which corresponds to the possible combination of
features, is large, around 160. Because of this, it is not easy to interpret the results if they
are taken in their full form. We now show information for one feature at a time so that the

tendencies can become clearer.

Table 5.4 shows that a first mention is very likely to be modified in some way (prob-
ability of 0.76), but it is highly unlikely that it will be both premodified and postmodified
(probability of 0.17).

The results for the presence or absence of modification of some kind are given in tables
5.4 and 5.8. The stratified model does not tell us anything about whether a subsequent
mention should be modified; both cases are almost equally likely for mentions from the
second up to the fifth. The Markov chain gives us more useful information, it predicts that
at each next mention, modification can be either used or not, but once a non-modified form

is chosen, the subsequent realizations will most likely not use modification any more.

The Markov chain that models the form of names also gives us more information than
the stratified model. From the latter we can see that first name or nickname mentions are
very unlikely. But the Markov chain also predicts that if such a reference is once chosen, it
will most likely continue to be used as a form of reference. This is intuitively very appealing

as it models cases where journalists call celebrities by their first name (e.g., “Britney” or
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“Lady Diana” are commonly used while “Spears” or “Spencer” are not).

Also, the analysis of the data leads us to reject the hypothesis that there are some
specific features of each number of mention. The distribution of features for mentions after
the first are almost identical. This is one more reason to give preference to the Markov
model over the stratified one, since the Markov model gives special importance to the first

mention and treats all subsequent mentions equally.

Figure 5.6 shows the probabilities of transitions between the different kinds of post-
modification. Prepositional, relative clause and “other” modifications appear with equal
extremely low probability after any possible previous mention realization, even for initial
reference. Thus the syntactic structure of the previous mention cannot be used as a pre-
dictor of the appearance of any of these kinds of modifications, so for the currently derived

rules they will not be considered in any way but as “blockers” of further modification.

Figure 5.7 shows the probabilities for transitions between NPs with a different number
of premodifiers. It can be seen that the mass above the diagonal is close to zero, which
means that each subsequent mention has fewer premodifiers than the previous one. It is
not surprising that a mention with one modifier is usually followed by a mention with one
modifier (probability 0.5) since title modifiers such as “Mr.” or “Mrs.” are included in
the counts for transitions. There are newspaper specific rules about the usage of these
modifiers. The Wall Street Journal and the New York Times, for example, do use them as a,
rule, except for historical and criminal figures. Such editorial rules are interesting and can
be useful for summarization, but the information that can be gathered from them is too
subtle to encode computationally. As can be seen in the later section, these honorifics will

be treated in rewrite as any other premodifier and will be dropped at subsequent mention.

We also looked separately at the cases when the first mention of a person was not the
head of the noun phrase (e.g., “the Bush administration”, “Mendeleev’s periodic table”).
Such name mentions obviously do not have postmodification of any kind and premodification
cannot be reliably identified automatically since current parsers output flat structure for
noun premodifiers. Words in the NP that precede the name can either modify the name
or the head, so no conclusion can be drawn. The only relevant feature in this case was the

name realization. The model built for those entities whose first mentions are in a non-head
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NP differs quite a bit from the model for head NPs. This was the reason why in the rewrite
rules that we developed and discuss below, the name is not changed in any way if its first

mention is in a non-head position.

5.1.3 What was learned

The Markov chain model derived in the manner described above helps us understand what
a typical text looks like. The Markov chain transitions give us defeasible preferences that
are true for the average text. Human writers can be creative, so even statistically highly
unlikely realizations can be used by a human writer. For example, even a first mention with
a pronoun can be felicitous at times, as can be seen in figure 5.9. The fact that we were
seeking preferences rather than rules allows us to take advantage of the sometimes inaccurate
automatically derived corpus. There have inevitably been parser errors or mistakes in
Nominator’s output, but these can be ignored since, given the large amount of data, the

general preferences in realization could be captured even from imperfect data.

He moved into the governor’s mansion at 32, heir to a tradition of progressive
Southern governors and ready to light up Arkansas. It was January 1979 and
there was so much to do: Education needed to be overhauled, the business climate
needed to be improved, the state needed to be dragged out of its slumberous,
defeatist past. Bill Clinton, the youngest governor in the nation since

Harold Stassen, had such big plans.

Figure 5.9: A first paragraph from our hand-annotated corpus. A first mention by pronoun

is possible, but highly unlikely.

Since summaries are generated by a computer and not a human, deviation from the
standard preference can very likely introduce a problem in the summary rather than make
it more stylish. Thus the learned defeasible preferences help us decide when a reference in
a summary needs to be rewritten and also it suggests the type of rewrite needed.

We developed a set of rewrite rules through manual analysis of the Markov chain model.
This is a subset of the full power of the model, but it dramatically improves the quality

of references. After we present the results for rule-based rewrite, we will also discuss how
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the limiting distribution of the Markov chain can be used to generate reference with more

variability.

1. For first mentions

(a) If the person’s name is the head of the noun phrase,

i.

ii.

If a person is mentioned by last name, insert full name and the longest, in
number of words, premodifier found in the input articles. The first mention
from the article from which the summary sentence is drawn is preferred.

If no premodification is found in the input, check all first mentions in the
input to see if any of them includes an apposition modifier. Take the longest

such modifier and include it in the first mention NP.

(b) The name is not modified at all if it is not the head of the noun phrase it appears

in.

2. For all subsequent mentions use last name only, remove all premodifiers and delete all

apposition modifiers.

The above straightforward rules lead to the following rewrite version of the summary in

Figure 5.10.

Republican candidate Suzanne Haik Terrell had 56 percent of the white vote
to 31 percent for Democratic Sen. Mary Landrieu, while Landrieu had 75
percent of the black vote to 10 percent for Terrell. A poll released this week shows
the race between Landrieu and her Republican challenger, Terrell, to be dead
even. Voters go to the polls Saturday. Emboldened by November election triumphs,
President Bush urged Louisiana voters on Tuesday to pad the GOP Senate majority
and defeat a Democratic incumbent who claims her own Bush-friendly voting record.
With Louisiana’s Senate run-off election just four days away, Bush led the GOP
charge Tuesday for Terrell in what polls now suggest is a toss-up race against

Landrieu.

Figure 5.10: Rewritten summary
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5.1.4 Evaluation

The above three rules were used to rewrite 11 summaries chosen at random from the DUC
2001 and 2002 summaries that contained at least one reference to a person. Four human
judges were then given the pairs of the original summary and its rewritten variant without
being explicitly told which is which. They were asked to read the summaries and decide
if they prefer one text over the other or if they are equal. They were also asked to give
free-form comments on what they would change themsleves. The distribution of preferences
is shown in figure 5.11.

In only one case a majority preference could not be reached, with two of the judges
preferring the rewritten version and two, the original. This particular summary was con-
troversial because it included non-name references to people, such as “the president” in
the first coreference chain shown in figure 5.3 and not marked with a cross, indicating that
it was not automatically recognized. This type of common noun coreference could not be
identified in our automatic approach and thus, the fact of its occurrence was not taken into
account during rewrite. This shows that work on person centered coreference can be very
helpful for summarization as well.

There were two more cases where one judge showed preference for the original version.
They both came with comments that the reason for the preference was that the original
version exhibited more variation. Thus, it seems that the rule for strictly using last name at
subsequent mentions is too rigid and most probably will need modification in cases where

a person is mentioned more than three times.

rewrite version original version none

89% 9% 2%

Figure 5.11: Distribution of the 44 individual preferences for a rewritten or original sum-

mary.

5.1.5 Discussion and future work

We have shown how simple syntactic considerstions can improve a multi-document summary

by making it more coherent. A Markov model for transitions between syntactic realizations
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was derived and used for composing initial rewrite rules. This approach to summarization,
focusing on summary revision, has not been used in the area so far. Existing summarization
approaches that do make any changes in the sentences from the original input have as a
goal the reduction of information/number of words, while in our approach the coherence
and readability of the summary are of primrary consideration.

As can be seen, a major improvement can be achieved even by using the proposed simple
set of rewrite rules used for the evaluation. But they do not fully reflect all we learned from
the data. These rules will be expanded with the rule for nickname usage discussed above.
The rule for dropping premodification on subsequent mentions will also be refined so that
it takes into account the gradual shrinking in the number of premodifiers. In order to do
this we will need to build some kind of simple discourse model so that within it we can
track which properties of an entity have already been realized and which can be realized in
subsequent mentions.

One possible usage of the Markov model not discussed here is to use it to generate
realizations “on demand” so that the highest probability path in the model can be realized
in the summary. This means that referring expressions will be generated by recombining
different pieces of the input rather then the currently used extraction of full NPs. For this
task again a discourse model will be needed and the information in it will be used as a
knowledge base for the generation process.

In order to use the Markov model directly for generation, we computed the limiting
distribution of the chain. The limiting distribution gives the probability that the chain is
in a given state at any time during transitions, regardless of the previous states it has been
in. This is very convenient, since it does not involve conditional probabilities. The limiting
distributions of form of the name, general modification, premodifiers and postmodifiers are

given in the tables below.

Name form Full name Last name First/Nickname

Probability 0.0838 0.8646 0.0517

Modification Some modification No modification

Probability 0.3043 0.6957
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Number of premodifiers 0 1 2 3 4 5
Probability 0.7881 0.1562 0.0436 0.0100 0.0005 0.0016

Postmodifiers Apposition None Prepositional Relative clause Other

Probability 0.0436 0.8862 0.0093 0.0321 0.0289

Now, the limiting distribution probabilities can be used to generate more variation for
subsequent mentions (remember that in the rule-based approach subsequent mentions are
always realized with the last name only). Let us take the name realization for example. At
the point where subsequent mention needs to be generated, we produce a random number
between 0 and 1. If the number is between 0 and 0.8646, the last name only is generated.
If the number is between 0.8646 and 0.9484, the full name is generated (First name + Last
name). And if the number is between 0.9484 and 1, just the first name is generated. Note
that the limits for decision are taken from the limiting distribution of the name realization
Markov chain. This generation process will lead to a more natural variation in subsequent
mentions. Note that the above stationary distributions were dervived from a Markov chain
trained on full documents rather than on summaries. As we discuss in the following section,
some of the characteristics of references in summaries differ from references to the same
entity in full news articles. If a large enough corpus of summaries is available, the model
can be trained on summary data. The full evaluation of the procedure will be done in future
work. We now turn to the discussion of cognitive status factors that can influence the form

of first mentions in the summary.

5.2 Determining familiarity and importance of people in the
news
To reiterate the discussion from the beginning of this chapter: extractive summaries contain

phrases that the reader cannot understand out of context (Pai90) and irrelevant phrases that

happen to occur in a relevant sentence (KMO0O0; Bar03). Referring expressions in extractive
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summaries illustrate this problem, as sentences compiled from different documents might

contain too little, too much or repeated information about the referent.

Whether a referring expression is appropriate depends on the location of the referent in
the hearer’s mental model of the discourse—the referent’s cognitive status (GHZ93). If, for
example, the referent is unknown to the reader at the point of mention in the discourse,
the reference should include a description, while if the referent was known to the reader, no

descriptive details are necessary.

Determining a referent’s cognitive status, however, implies the need to model the in-
tended audience of the summary. Can such a cognitive status model be inferred automati-
cally for a general readership? We address this question by performing a study with human
subjects to confirm that reasonable agreement on the distinctions can be achieved between
different humans. We present an automatic approach for inferring what the typical reader
is likely to know about people in the news. Our approach uses machine learning, exploiting
features based on the form of references to people in the input news articles. Learning
cognitive status of referents is necessary if we want to ultimately generate new, more ap-
propriate references for news summaries and at the end of this chapter we demonstrate that

the distinctions can indeed be used to reproduce human decisions on reference generation.

5.2.1 Hearer-Old vs Hearer-New

Hearer-new entities in a summary should be described in necessary detail, while hearer-old
entities do not require an introductory description. This distinction can have a significant
impact on overall length and intelligibility of the produced summaries. Usually, summaries
are very short, 100 or 200 words, for input articles totaling 5,000 words or more. Several
people might be involved in a story, which means that if all participants are fully described,
little space will be devoted to actual news. In addition, introducing already familiar entities
might distract the reader from the main story (Gri75). It is thus a good strategy to refer to
an entity that can be assumed hearer-old by just a title + last name, e.g. President Bush,

or by full name only, with no accompanying description, e.g. Michael Jackson.
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5.2.2 Major vs Minor

Another distinction that human summarizers make is whether a character in a story is
a major or a minor one and this distinction can be conveyed by using different forms of
referring expressions. It is common to see in human summaries references such as the
dissident’s father. Usually, discourse-initial references solely by common noun, without the
inclusion of the person’s name, are employed when the person is not the main focus of a
story (SMG88). By detecting the cognitive status of a character, we can decide whether
to name the character in the summary. Furthermore, many summarization systems use
the presence of named entities as a feature for computing the importance of a sentence
or sentence fragment (SG04; GHWO03; ZDL705). The ability to identify the major story
characters and use only them for sentence weighting can benefit such systems since only 5%

of all people mentioned in the input are also mentioned in the summaries.

5.2.3 Data preparation: the DUC corpus

The data we used to train classifiers for these two distinctions is the Document Under-
standing Conference collection (2001-2004) of 170 pairs of document input sets and the
corresponding human-written multi-document summaries (2 or 4 per set). Our aim is to
identify every person mentioned in the 10 news reports and the associated human summaries
for each set, and assign labels for their cognitive status (hearer old/new and major/minor).
To do this, we first preprocess the data and then perform the labeling and we discuss these

steps in the next two sections.

Automatic preprocessing

All documents and summaries were tagged with BBN’s IDENTIFINDER (BSW99) for named
entities, and with a part-of-speech tagger and simplex noun-phrase chunker (GMMMO00).
In addition, for each named entity, relative clauses, appositional phrases and copula con-
structs, as well as pronominal co-reference were also automatically annotated (Sid03). We
thus obtained coreference information (cf. Figure 5.12) for each person in each set, across

documents and summaries.
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Andrei Sakharov

[IR] laureate Andrei D. Sakharov [CO] Sakharov [CO] Sakharov [CO] Sakharov [CO]

Doc 1 Sakharov [PR] his [CO] Sakharov [PR] his [CO] Sakharov [RC] who acted as an unoffi-
oc1:

cial Kremlin envoy to the troubled Transcaucasian region last month [PR] he [PR] He [CO]

Sakharov

Doc 2 [IR] Andrei Sakharov [AP] , 68 , a Nobel Peace Prize winner and a human rights activist ,
oc 2:

[CO] Sakharov [IS] a physicist [PR] his [CO] Sakharov

Figure 5.12: Example information collected for Andrei Sakharov from two news report. ‘IR’
stands for ‘initial reference’, ‘CQO’ for noun co-reference, ‘PR’ for pronoun reference, ‘AP’

for apposition, ‘RC’ for relative clause and ‘IS’ for copula constructs.

The tools that we used were originally developed for processing single documents and
we had to adapt them for use in a multi-document setting. The goal was to find, for
each person mentioned in an input set, the list of all references to the person in both input
documents and human summaries. For this purpose, all input documents were concatenated
and processed with IDENTIFINDER. This was then automatically post-processed to mark-
up coreferring names and to assign a unique canonical name (unique id) for each name
coreference chain. For the coreference, a simple rule of matching the last name was used,
and the canonical name was the “FirstName LastName” string where the two parts of the
name could be identified 3. Concatenating all documents assures that the same canonical

name will be assigned to all named references to the same person.

The tools for pronoun coreference and clause and apposition identification and attach-
ment were run separately on each document. Then the last name of each of the canonical
names derived from the IDENTIFINDER output was matched with the initial reference in
the generic coreference list for the document with the last name. The tools that we used

have been evaluated separately when used in normal single document setting. In our cross-

30ccasionally, two or more different people with the same last name are discussed in the same set and
this algorithm would lead to errors in such cases. We did keep a list of first names associated with the entity,

so a more refined matching model could be developed, but this was not the focus of this work.
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document matching processes, we could incur more errors, for example when the general
coreference chain is not accurate. On average, out of 27 unique people per cluster identified
by IDENTIFINDER, 4 people and the information about them are lost in the matching step

for a variety of reasons such as errors in the clause identifier, or the coreference.

Data labeling

Entities were automatically labeled as hearer-old or new by analyzing the syntactic form
that human summarizers used for initial references to them. The labeling rests on the
assumption that the people who produced the summaries used their own model of the
reader when choosing appropriate references for the summary. The following instructions
had been given to the human summarizers, who were not professional journalists: “To write
this summary, assume you have been given a set of stories on a news topic and that your
job is to summarize them for the general news sections of the Washington Post. Your
audience is the educated adult American reader with varied interests and background in
current and recent events.” Thus, the human summarizers were given the freedom to use
their assumptions about what entities would be generally hearer-old and they could refer
to these entities using short forms such as (1) title or role+ last name or (2) full name
only with no pre- or post-modification. Entities that the majority of human summarizers
for the set referred to using form (1) or (2) were labeled as hearer-old. From the people
mentioned in human summaries, we obtained 118 examples of hearer-old and 140 examples
of hearer-new persons, 258 examples in total, for supervised machine learning.

In order to label an entity as major or minor, we again used the human summaries—
entities that were mentioned by name in at least one summary were labeled major, while
those not mentioned by name in any summary were labeled minor. The underlying as-
sumption is that people who are not mentioned in any human summary, or are mentioned
without being named, are not important. There were 258 major characters who made it
to a human summary and 3926 minor ones that only appeared in the news reports. Such
distribution between the two classes is intuitively plausible, since many people in news ar-
ticles express opinions, make statements or are in some other way indirectly related to the

story, while there are only a few main characters.
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0,1:

4,5:

7,8:

11,12,13:

15:

17,18:

Number of references to the person, in-
cluding pronouns (total and normalized
by feature 16)

Number of times a relative clause was
used to describe the person (total and nor-
malized by 16)

Number of copula constructions involving
the person (total and normalized by fea-
ture 16)

Probability of an initial reference accord-
ing to the bigram model (av.,max and min

of all initial references)

Proportion of first references containing
full name

Number of appositives or relative clause
attaching to initial references (total and

normalized by feature 16)

2,3:

9,10:

14:

16:

Number of times apposition was used to
describe the person(total and normalized
by feature 16)

Number of times the entity was referred

to by name after the first reference

Number of apposition, relative clause or
copula descriptions (total and normalized
by feature 16)

Number of top 20 high frequency descrip-
tion words (from references to people in
large news corpus) present in initial refer-
ences

Total number of documents containing

the person

Table 5.1: List of Features provided to WEKA.

5.2.4 Machine learning experiments

For our experiments, we used the WEKA (WF05) machine learning toolkit and obtained

the best results for hearer-old/new using a support vector machine (SMO algorithm) and

for major/minor, a tree-based classifier (J48). We used WEKA’s default settings for both

algorithms.

We now discuss what features we used for our two classification tasks (cf. list of features

in table 5.1). Our hypothesis is that features capturing the frequency and syntactic and

lexical forms of references are sufficient to infer the desired cognitive model.

Intuitively, pronominalization indicates that an entity was particularly salient at a spe-

cific point of the discourse, as has been widely discussed in attentional status and centering

literature (GS86; GGGY93). Modified noun phrases (with apposition, relative clauses or
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premodification) can also signal different status.

In addition to the syntactic form features, we used two months worth of news articles
collected over the web (and independent of the DUC collection we use in our experiments
here) to collect unigram and bigram lexical models of first mentions of people. The names
themselves were removed from the first mention noun phrase and the counts were collected
over the premodifiers only. One of the lexical features we used is whether a person’s de-
scription contains any of the 20 most frequent description words from our web corpus. We

reasoned that these frequent descriptors may signal importance; the full list is:

president, former, spokesman, sen, dr, chief, coach, attorney, minister, director, gov,

rep, leader, secretary, rev, judge, US, general, manager, chairman.

Another lexical feature was the overall likelihood of a person’s description using the
bigram model from our web corpus. This indicates whether a person has a role or affiliation
that is frequently mentioned. We performed 20-fold cross validation for both classification

tasks. The results are shown in Table 5.2 (accuracy) and Table 5.3 (precision/recall).

5.2.5 Major vs. Minor results

For major/minor classification, the majority class prediction has 94% accuracy, but is not a
useful baseline as it predicts that no person should be mentioned by name and all are minor
characters. J48 correctly predicts 114 major characters out of 258 in the 170 document sets.
As recall appeared low, we further analyzed the 148 persons from DUC’03 and DUC’04 sets,
for which DUC provides four human summaries. Table 5.4 presents the distribution of recall
taking into account how many humans mentioned the person by name in their summary
(originally, entities were labeled as main if any summary had a reference to them, cf. §16).
It can be seen that recall is high (0.84) when all four humans consider a character to be
major, and falls to 0.2 when only one out of four humans does. These observations reflect
the well-known fact that humans differ in their choices for content selection, and indicate
that in the automatic learning is more successful when there is more human agreement.
In our data there were 258 people mentioned by name in at least one human summary.
In addition, there were 103 people who were mentioned in at least one human summary

using only a common noun reference (these were identified by hand, as common noun
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coreference cannot be performed reliably enough by automatic means), indicating that
29% of people mentioned in human summaries are not actually named. Examples of such
references include an off duty black policeman, a Nigerian born Roman catholic priest,
Kuwait’s US ambassador. For the purpose of generating references in a summary, it is
important to evaluate how many of these people are correctly classified as minor characters.
We removed these people from the training data and kept them as a test set. WEKA
achieved a testing accuracy of 74% on these 103 test examples. But as discussed before,
different human summarizers sometimes made different decisions on the form of reference
to use. Out of the 103 referents for which a non-named reference was used by a summarizer,
there were 40 where other summarizers used named reference. Only 22 of these 40 were
labeled as minor characters in our automatic procedure. Out of the 63 people who were not
named in any summary, but mentioned in at least one by common noun reference, WEKA
correctly predicted 58 (92%) as minor characters. As before, we observe that when human
summarizers generate references of the same form (reflecting consensus on conveying the

perceived importance of the character), the machine predictions are accurate.

We performed feature selection to identify the most important features for the clas-
sification task. For the major/minor classification, the important features used by the
classifier were the number of documents the person was mentioned in (feature 16), number
of mentions within the document set (features 1,6), number of relative clauses (feature 4,5)
and copula (feature 8) constructs, total number of apposition, relative clauses and copula
(feature 9), number of high frequency premodifiers (feature 14) and the maximum bigram
probability (feature 12). It was interesting that presence of apposition did not select for
either major or minor class. It is not surprising that the frequency of mention within and
across documents were significant features—a frequently mentioned entity will naturally be
considered important for the news report. Interestingly, the syntactic form of the references
was also a significant indicator, suggesting that the centrality of the character was signaled

by the journalists by using specific syntactic constructs in the references.
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Major/Minor | Hearer New/Old
WEKA 0.96 (J48) 0.76 (SMO)

Majority class prediction 0.94 0.54

Table 5.2: Cross validation testing accuracy results.

Class Precision | Recall | F-measure
SMO hearer-new 0.84 0.68 0.75
hearer-old 0.69 0.85 0.76
J48 | major-character 0.85 0.44 0.58
minor-character 0.96 0.99 0.98

Table 5.3: Cross validation testing P/R/F results.

Hearer Old vs New Results

The majority class prediction for the hearer-old/new classification task is that no one is
known to the reader and it leads to overall classification accuracy of 54%. Using this
prediction in a summarizer would result in excessive detail in referring expressions and a
consequent reduction in space available to summarize the news events. The SMO prediction
outperformed the baseline accuracy by 22% and is more meaningful for real tasks.

For the hearer-old/new classification, the feature selection step chose the following fea-
tures: the number of appositions (features 2,3) and relative clauses (feature 5), number
of mentions within the document set (features 0,1), total number of apposition, relative
clauses and copula (feature 10), number of high frequency premodifiers (feature 14) and
the minimum bigram probability (feature 13). As in the minor-major classification, the
syntactic choices for reference realization were useful features.

We conducted an additional experiment to see how the hearer old/new status impacts
the use of apposition or relative clauses for elaboration in references produced in human
summaries. It has been observed (SNMO04) that on average these constructs occur 2.3 times
less frequently in human summaries than in machine summaries. As we show, the use of
postmodification to elaborate relates to the hearer-old/new distinction.

To determine when an appositive or relative clause can be used to modify a reference,

we considered the 151 examples out of 258 where there was at least one relative clause
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Number of summaries

Number of

Number and %
recalled by J48

139

containing the person | examples

1 out of 4 59 15 (20%)
2 out of 4 35 20 (57%)
3 out of 4 29 23 (79%)
4 out of 4 25 21 (84%)

Table 5.4: J48 Recall results and human agreement.

or apposition describing the person in the input. We labeled an example as positive if
at least one human summary contained an apposition or relative clause for that person
and negative otherwise. There were 66 positive and 85 negative examples. This data was
interesting because while for the majority of examples (56%) all the human summarizers
agreed not to use postmodification, there were very few examples (under 5%) where all the
humans agreed to postmodify. Thus it appears that for around half the cases, it should
be obvious that no postmodification is required, but for the other half, human decisions go
either way.

Notably, none of the hearer-old persons (using test predictions of SMO) were post-
modified. Our cognitive status predictions cleanly partition the examples into those where
postmodification is not required, and those where it might be. Since no intuitive rule
handled the remaining examples, we added the testing predictions of hearer-old/new and
major/minor as features to the list in Table 5.1, and tried to learn this task using the tree-
based learner J48. We report a testing accuracy of 71.5% (majority class baseline is 56%).
There were only three useful features—the predicted hearer-new/old status, the number of
high frequency premodifiers for that person in the input (feature 14 in table 5.1) and the

average number of postmodified initial references in the input documents (feature 17).

5.2.6 Validating the results on current news

We tested the classifiers on data different from that provided by DUC, and also tested
human consensus on the hearer-new /old distinction. For these purposes, we downloaded 45

clusters from one day’s output from Newsblaster*. We then automatically compiled the list

“http://newsblaster.cs.columbia.edu
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of people mentioned in the machine summaries for these clusters. There were 107 unique

people that appeared in the machine summaries, out of 1075 people in the input clusters.

Human agreement on hearer-old/new

The distinction between hearer-old and hearer-new entities depends on the readers. In other
words, we are attempting to automatically infer which characters would be hearer-old for
the intended readership of the original reports, which is also expected to be the intended
readership of the summaries. A question arises when attempting to infer hearer-new/old
status: Is it meaningful to generalize this across readers, seeing how dependent it is on the
world knowledge of individual readers?

To address this question, we gave four American graduate students (all male, born
in the US and native speakers of English) a list of the names of people in the DUC hu-
man summaries (cf. §5.2.3), and asked them to write down for each person, their coun-
try/state/organization affiliation and their role (writer/president/attorney-general etc.).
We considered a person hearer-old to a subject if they correctly identified both role and
affiliation for that person. For the 258 people in the DUC summaries, the four subjects
demonstrated 87% agreement (k = 0.74)%. As reported in the section of machine learning
results, 54% of the entities were hearer-new.

Similarly, they were asked to perform the same task for the Newsblaster data, which

6 in contrast with the DUC data that contained news from

dealt with contemporary news
the late 80s and early 90s. On this data, 80% of the entities were hearer-new and the
human agreement was 91% (x = 0.78). This is a high enough agreement to suggest that the
classification of national and international figures as hearer old/new across the educated
adult American reader with varied interests and background in current and recent events

is a well defined task. This is not necessarily true for the full range of cognitive status

distinctions; for example Poesio and Viera (PV98) report lower human agreement on more

°k (kappa) is a measure of inter-annotator agreement over and above what might be expected by pure
chance (See Carletta (Car96) for discussion of its use in NLP). k = 1 if there is perfect agreement between

annotators and x = 0 if the annotators agree only as much as you would expect by chance.

5The human judgments were made within a week of the news stories appearing.
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fine-grained classifications of definite descriptions.

Results on the Newsblaster data

We measured how well the models trained on DUC data perform with current news labeled
using human judgments. For each person who was mentioned in the automatic summaries
for the Newsblaster data, we compiled one judgment from the four human subjects: an
example was labeled as hearer-new if two or more out of the four subjects had marked it
as hearer new. Then we used this data as test data, to test the model trained solely on the
DUC data. The classifier for hearer-old/hearer-new distinction achieved 75% accuracy on
Newsblaster data labeled by humans, while the cross-validation accuracy on the automati-
cally labeled DUC data was 76%. These numbers are very encouraging, since they indicate
that the performance of the classifier is stable and does not vary between the DUC and
Newsblaster data. The precision and recall for the Newsblaster data are also very similar

for those obtained from cross-validation on the DUC data:

Class Precision | Recall | F-Measure
Hearer-old 0.88 0.73 0.80
Hearer-new 0.57 0.79 0.66

Major/Minor results on Newsblaster data

For the Newsblaster data, no human summaries were available, so no direct indication on
whether a human summarizer will mention a person in a summary was available. In order
to evaluate the performance of the classifier, we gave to another graduate student the list
of people’s names appearing in the machine summaries, together with the input cluster
and the machine summary, and asked which of the names on the list would be a suitable
keyword for the set (keyword lists are a form of a very short summary). Out of the 107
names on the list, the annotator chose 42 as suitable for descriptive keyword for the set.
The major/minor classifier was run on the 107 examples; only 40 were predicted to be
major characters. Of the 67 test cases that were predicted by the classifier to be minor
characters, 12 (18%) were marked by the annotator as acceptable keywords. In compari-

son, of the 40 characters that were predicted to be major characters by the classifier, 30
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(75%) were marked as possible keywords. If the keyword selections of the annotator are
taken as ground truth, the automatic predictions have precision and recall of 0.75 and 0.71

respectively for the major class.

5.2.7 Selecting appropriate first mention

In this section, present experiments that demonstrate how the hearer new/old classification
we have derived can be used in conjunction with a discourse model to address the issue of
what pre- and post-modification to generate for initial references to people in summaries.

An analysis of premodification in initial references to people in DUC human summaries
showed that 71% of premodifying words were either title or role words (eg. Prime Minister,
Physicist or Dr.) or reference modifying adjectives such as former that have to be included
with the role. Due to journalistic conventions (in the context of DUC, the human sum-
marizer tended to follow the conventions in the source news reports), the initial references
to almost all persons included such a role or title premodification in human summaries.
Indeed a simple rule — to include the role, where available, in initial references — reproduced
the choices made by the human summarizers with only a handful of exceptions. We test
the validity of our selection rules by comparing their predictions to the decisions made by
DUC summarizers, we need to include role. We can nonetheless postulate that for greater
compression, the role or title can be omitted for hearer-old persons; for example generating
Margaret Thatcher instead of Former Prime Minister Margaret Thatcher.

Thus the most important generation decision left to be made regarding premodification
is when to include affiliation — country, state or organization names constituted 22% of
premodifying words. All other kinds of premodifying words, such as moderate, celebrity and
loyal constitute only 7%.

We now describe a procedure that uses hearer and discourse information to decide
when to provide an affiliation in the initial reference to a person. This issue is ubiquitous
in summarizing news; for example, the reference generator might need to decide between
White House Press Secretary James Brady and Press Secretary James Brady, between
Soviet President Gorbachev and President Gorbachev or between Indiana Senator Dan

Quayle and Senator Dan Quayle.
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The Decision Procedure

Based on our intuitions about discourse salience and information status, we initially postu-

lated the following decision procedure:

Rule 1 The affiliation of a person can be omitted in the first-mention reference if:

(a) The person is classified as hearer-old.

(b) Or, if the person’s organization (country/ state/ affiiation) has been already mentioned
and is the most salient organization in the discourse at the point where the reference

needs to be generated.

We described how we make the hearer new/old judgment in §5.2.4. We used a salience-
list (S-List) (Str98) to determine the salience of organizations. This is a shallow attentional-
state model and works as follows:

1. Within a sentence, entities are added to the salience-list from left to right.

2. Within the discourse, sentences are considered from right to left.

In other words, entities in more recent sentences are more salient than those in previous

ones and within a sentence, earlier references are more salient than later ones.

Results

To make the evaluation non-trivial, we only considered examples where there was an affil-
iation mentioned for the person in the input documents, ruling out the trivial cases where
there was no choice to be made. There were 272 initial references to 182 persons in the
human summaries that met this criterion (note that there were multiple human summaries
for each document set).

We used 139 of these 272 examples (from DUC’01, ’02 and '03) as training data to check
and possibly refine our rule. For each of these 139 initial references to people, we:

1. Obtained from the source news reports the test-set prediction from WEKA on whether that

person was hearer-new or hearer-old.

2. Formed the S-List for affiliations in that human summary at the point of reference”.

Thttp://www. cia.gov/cia/publications/factbook provides a list of countries and states, abbreviations and
adjectival forms, while the named entity recognition tool IDENTIFINDER marks up organizations. The output

was manually cleaned to remove errors in Named Entity detection.
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3. Used the decision procedure described above to decide whether or not to include the affiliation

in the reference.

The evaluation consisted of matching our predictions with the observed references in
the human summaries. Our decision procedure made the correct decision in 71% of the
instances and successfully modelled variations in the initial references used by different

human summarizers for the same document set:

1. Brazilian President Fernando Henrique Cardoso was re-elected in the...

[hearer new and Brazil not in context]

2. Brazil’s economic woes dominated the political scene as President Cardoso...

[hearer new and Brazil most salient country in context]

and in the initial reference to the same person across summaries of different document sets:

1. Tt appeared that Iraq’s President Saddam Hussein was determined to solve his countries
financial problems and territorial ambitions...

[hearer new for this document set and Iraq not in context]

2. ...A United States aircraft battle group moved into the Arabian Sea. Saddam Hussein
warned the Iraqi populace that United States might attack...

[hearer old for this document set]
An error analysis showed that in most of these instances the rule predicted no affiliation
in instances where the human summarizer had included it. In many cases, the person was

first mentioned in a context where a different organization/state or country was more salient

than their own. When we modified condition (1) of our decision rule 1 to obtain:

Rule 2 The affiliation of a person can be omitted in the first-mention reference if:

(a) The person is hearer-old, and no country/state/org is more salient than their own.

(b) Or, if the person’s affiliation has been already mentioned and is the most salient of all

the organizations in the discourse at the point where the reference needs to be generated.

Rule 2 increased the accuracy to 78%. The improved performance of our second decision
procedure suggests that affiliation is sometimes included in references to even hearer-old

persons in order to aid the hearer in immediately recollecting the referent. However both
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algorithms make errors on such cases, and there appears to be some variability in how
human summarizers make their decisions in these contexts.

Having convinced ourselves about the validity of these rules, we applied them to the
133 examples in the unseen test data. The results are shown in table 5.5 below. 85% of
the observed human references were modelled correctly by either Rule 1 or Rule 2. The
remaining errors were largely due to misclassifications of people as hearer new by SMO, thus
leading our rule to include affiliation when not required. We compared the rules’ prediction

accuracy to that of three baselines (see table 5.5):

1. Never-Include: This is the majority class baseline which says that affiliation is always

omitted.

2. Information-Status: Always include if hearer-new, never include if hearer old (using testing

predictions from automatic classification of information status).

3. Salience: Include affiliation unless that affiliation is already most salient at the point of

reference.

Algorithm Accuracy
Never-Include Baseline 0.56
Information-Status Baseline 0.58
Salience Baseline 0.65

Salience+Information Status (Rule 1) | 0.79
Salience+Information Status (Rule 2) | 0.75

Table 5.5: Test set results for decision procedure to include affiliation in initial references.

The two rules that we introduced for generation of first mention outperform all three

baselines, by as much as 14% increase in accuracy.

5.3 Conclusions

Cognitive status distinctions are important when generating summaries, as they help de-
termine both what to say and how to say it. However, to date, no one has attempted the

task of inferring cognitive status from unrestricted news.
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We have shown that the hearer-old/new and major/minor distinctions can be inferred
using features derived from the lexical and syntactic forms and frequencies of references
in the news reports. We have presented results that show agreement on the familiarity
distinction between educated adult American readers with an interest in current affairs,
and that the learned classifier accurately predicts this distinction. We have demonstrated
that the acquired cognitive status is useful for determining which characters to name in
summaries, and which named characters to describe or elaborate. In addition, we evaluated
a rule-based approach to rewrite of references to people and of generation of first time
reference that led to results much better than the baseline.

This provides the foundation for a principled framework in which to address the question

of how much references can be shortened without compromising readability.
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Chapter 6

Final discussion: contributions and

limitations

This thesis is concerned with the investigation and understanding of the process of generic
multi-document summarization, including the study of the level of human agreement on
content selection, system evaluation, and aspects of system development.

The main contributions of the thesis include:

Context sensitive frequency-based summarizer We built a family of frequency-based
summarizers. Three main steps of the summarizer were proposed: 1) Assign weights
to content words. 2) Choose a composition function to combine the weights of words
into weights of sentences. 3) After the choice of each sentence, make explicit con-
text sensitive adjustment of the weights of words. We demonstrated that each of
these steps can have a significant impact on the performance of the summarizer. By
avoiding formal and theoretical complications we have shown which are the steps in a
summarizer that matter for good performance. We showed that the context sensitive
summarizer with Average as a combination function achieves performance as good as
the state-of-the-art summarizer. This is a solid achievement, since our summarizer,
unlike the state-of-the-art, does not need training data, background corpora, and does
not rely on ad-hoc sets weights or parameters. The insights gained from our experi-

ments now allow us to look for better formal models to capture the intuitions about
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frequency and context.

Summary rewrite In this thesis, we introduced the concept of summary rewrite of max-

imum noun phrases and of references to people.

e QOur approach to noun phrase rewrite demonstrated how the combination of
importance and context considerations can be used on subsentential units. For
the noun phrase rewrite, we use the redundancy in the input to find the noun
phrases that are most suitable for the current context of the summary. The
method led to summaries that were 50% different from the original extractive
summaries. The rewritten summaries had better scores for content selection in
half of test cases, and led to marginal overall improvement of content selection.
The noun phrase rewrite approach produced summaries that were significantly
better in grammaticality, clarity of reference and coherence than an event-based

generative summarizer.

e For the rewrite of references to people, we explored two distinctions. For first
mention vs. subsequent mention, we used a Markov chain model to capture
the appropriate syntactic form of reference. We showed that humans prefer
summaries in which the first mention to a person includes a description and
subsequent mentions are short. For first mentions, we further explored possible
difference of the reference depending on its assumed familiarity to the reader.
Our rule-based approach achieved 80% accuracy in reproducing human decision

for first reference, outperforming salience and majority baselines.

Automatic learning of cognitive status distinctions We developed classifiers based
on shallow lexical and syntactic features, that decide if an entity mention in the input
to the summarizer is major or minor, that is if it is globally salient and should be
included in a summary or not. Another classifier automatically decides if entities
from the input are hearer-old or hearer-new, that is, if the intended readers of the
input are likely to be already familiar with the entity or not. The acquisition of such

information about entities have not been explored in the past. We demonstrated
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that these distinctions can be used to reproduce human choices for generation of first

mentions to people in our experiments with rewrite of references to people.

Pyramid evaluation method We developed an annotation scheme to highlight similar-
ities and differences between several texts on the subsentential level. The method
not only allowed for a better study of human agreement in content selection, but also
served as a foundation of an empirically sound evaluation model. The method pro-
vides greater reward for content that several humans would agree to include in their
summaries. The method has satisfied the need in the summarization community for
an evaluation approach that uses multiple models, avoiding the bias a single model

can inpose on the results.

Study of frequency in the input as an indicator of importance Generic multi-document
summarization can enhance news-browsing sites, and much progress has been made
in the summarization field, and yet, little was known about what makes automatic
summarizers good prior to our study. Our empirical study focused on one feature used
as indicator if importance: frequency in the input. We observed that for both content
words and content units, higher frequency in the input is predictive of the word or
content unit appearing in a human summary, and that human summarizers tend to
agree on the inclusion of content that is frequently repeated in the input. Human
summaries also have higher likelihood under a multinomial model estimated from the
input. We have thus empirically shown that frequency is a good feature for single
document summarization. We hope that our approach will be used in the future to

validate the use of other features for summarization.

6.1 Limitations and future work

In this thesis we demonstrated that most of the successful automatic summarizers for generic
multi-document summarization of news need a a means to account for context and a good
composition function to assign weights to larger text chunks such as sentences. The natural
question that arises is whether the same features and techniques will be useful for other

types of summarization, for example for the creation of update summaries, or query-focused
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summaries. In the thesis, we explored frequency in the input as a feature to assign impor-
tance to basic content units: content words. Such a feature is unlikely to be helpful in these
different, more difficult, types of summarization for news. Nonetheless, even for these new
tasks, we expect context and the choice of composition function to be very important. We
outlined a principled approach to the study of the problem of identifying useful features
through empirical comparison between characteristics of the input and the observed hu-
man agreement in content selection: in the future we could study how predictive suggested

features are, based on their manifestation in human summaries.

We would also like to explore more formal models that can capture the intuitive steps
we included in the frequency-based summarizer. We used a standard maximum likelihood
estimator for the probability of words in the input. But there are other models, developed
to better capture the Zipfian distribution of words and content units. Several of these are
discussed for example in (Baa01). For example, a lognormal model has been applied to word
frequency distributions by viewing the use of a word as resulting from a selection process
through a binary branching tree. Decision probabilities are assigned to each branching point
in the decision tree. The individual words of the vocabulary appear at the leaf nodes. Each
word is associated with a unique path in the tree. The probability of selecting a word is the
product of the decision probabilities of its path. Such more sophisticated models could lead
to better results, capturing better human performance. The exploration of such models is

part of our future work.

The approach to summary rewrite also merits future research. In the experiments
presented here, generic noun phrase rewrite lead to deterioration of the linguistics aspects
of the summaries compared to extractive summarization, notably the grammaticality and
the referential clarity of references suffered. We would like to further explore abstractive
strategies that combine grammaticality concerns with constituent importance. We hope
that stand-alone generation components such as those developed in NLPWin can be used

to achieve better results for summary rewrite.

We would also like to integrate our cognitive status classification with online summariza-
tion. For example, the classifiers can be used to identify people mentioned in the automatic

summaries that are major characters and unknown to the readers. Additional “Who is X”
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summaries can be automatically generated by a question answering system for such people,

providing a link to the full person description.

Finally, throughout the thesis we discussed the readability problems typical for cur-
rent summarization systems. More than half of the automatic summaries were judged as
barely acceptable to poor on qualities such as clarity or reference, focus and coherence. An
issue that was not discussed in the thesis and needs to receive further attention is that
of developing models of focus and coherence. For example, the context sensitivity in the
frequency-based summarizer indicates which entities or events do not need to be mentioned
any more in the summary. A good model would be able to predict what content is suitable
to follow next. We plan to address such problems in future research. The pyramid annota-
tion of human summaries can help develop such models. In human summaries, we see what
content has been chosen, and how it has been organized in the summaries. The availability
of several human summaries allows to investigate the strength of the information grouping

and ordering constraints.

6.2 Final discussion

We will now reiterate several points made in thesis.

Need for complete evaluation Traditionally, content selection and linguistic quality
have been evaluated separately in summarization. In fact, linguistic quality has often been
overlooked, with researchers focusing on publishing results only on content selection. Our
experiments with NP-rewrite show the danger of such an approach. In terms of content
selection, generic NP-rewrite led to modest improvements. But it also led to major de-
terioration of grammaticality, clarity of reference and coherence. If the results in content
selection were even a bit better, one could have claimed improvements. But in order to
assess the full impact of a technique, one needs to evaluate both aspects of the produced
summaries, as we did in this thesis, to be able to draw conclusions that reflect the perfor-

mance of the summarizer as a whole.

Manual and automatic evaluation The use of automatic evaluation metrics is rather

tempting, given their low cost and high speed. Our experiments with the frequency-based
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summarizer family showed that automatic metrics can be used to suggest further steps,
and to narrow down the choices for manual evaluation, but overall the manual evaluation
remains the only trustworthy method for making final decisions on system performance.
Specifically, we observed that the unigram metric, ROUGE-1, with stopwords removed, led
to conclusions that were closest to those we drew based on manual evaluation. While the
unigram match metric might seem too simplistic and undesirable, the other two popular
metrics (bigram and skip bigram) would have led us to make incorrect conclusions, claiming
that the frequency-based summarizer significantly outperforms the state-of-the-art system.
We did see that the empirical distribution of content words and content units in a pool
of human summaries for the same input are very similar, indicating that the overall good
correlation between the unigram overlap method and the manual methods is not due to

chance.

In the thesis we showed that frequency in the input is highly predictive. This fact leads
to the question: can frequency in the input be directly used to assign weights to content
units, making the creation of human summaries unnecessary for evaluation? In fact in
previous research in indicative generic single document summarization, Donaway et al. have
suggested that the creation of ground truth summaries is unnecessary and a summary can
be evaluated through comparison with the input (DDMO00). To address the plausibility of
this suggestion in the context of multi-document summarization, we evaluated an automatic
system using the pyramid method on the 11 sets, using both a pyramid directly derived from
the input documents and a pyramid built from human summaries as the original pyramid
method prescribes. We calculated the correlation between the scores assigned by the two
methods for the 11 summaries. Pearson’s correlation coefficient was 0.83 (p-value= 0.0103)
and Spearman’s correlation was 0.81 (p-value= 0.0348). Both correlations are significant at
the 95% level of significance, but not high enough to be considered mutually substitutable.
This means that direct content unit annotation of the input for a summarizer cannot be

used directly for evaluation.

Abstraction techniques In parts of this thesis we explored generation approaches
for summarization. We believe such techniques are necessary in order to achieve close to

human performance. For example, in the beginning of the thesis, we mentioned that in
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single-document summarization, systems do not outperform the first paragraph baseline,
while human summarizers significantly outperform the baseline. In multi-document sum-
marization, we saw that a single feature, frequency, suffices to reach above the baseline
performance. It is possible that in single document summarization extractive systems do
not do so well since there is not enough redundancy (repetition or frequency) to estimate
importance. We conjecture that in single document summarization, information reduction
and information combination, non-extractive techniques, are the only way to achieve better
performance.

But especially in the beginning stages of development of abstractive techniques, it is
likely they will introduce grammatical errors and will perform poorly when compared with
extractive methods. For this purpose, it seems that the best solution is to create a special
generation task for summarization, in which systems need to demonstrate that they change
a certain percentage of an extractive summary in order to be entered in the track. Such
a set-up will allow more freedom for exploration of generation techniques and can help
bring better results in the future and it will not stifle inovative research under the unfair

evaluation pressure.
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Appendix A

Summary content units (SCUs)

The goal of SCU annotation is to identify sub-sentential content units that can allow for
comparison of the information in several summaries. It is well-known that when summa-
rizing people make different choices about what information to include in their summary.
The SCU annotation aims at highlighting what people agreed on. After the annotation is
completed, some SCUs might appear in only one summary, but its annotation will allow a
person to read a brand new summary and look for that SCU in this new summary.

An SCU consist of a label and contributors. The label is a concise English sentence that
states the semantic meaning of the content unit. The contributors are snippet(s) of text
coming from the summaries that show the wording used in a specific summary to express
the label. It is possible for an SCU to have a single contributor, in the case when only one
of the analyzed summaries expresses the label of the SCU.

The definition of content unit is somewhat fluid, it can sometimes be a single word but
it is never bigger than a sentence clause. Any event realized by a verb or a nominalized
verb (e.g, "blow up” and ”"bombing” in the examples below) is a candidate SCU.;/P;

The three questions that will help you identify an SCU contributor are

1. Is the information expressed by it repeated in some other summary? Note, the wording
need not be the same for the expressed meaning to be the same; we are looking for
the same meaning. When an information unit is expressed in two or more summaries,

the amount of information overlap will serve as a main indication of which parts of
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the corresponding sentences will become contributors.

2. Spans of words that indicate location or time, or otherwise provide more specific in-
formation about another SCU are also SCUs. Usually these are expressed in adjuncts
such as prepositional phrases and are not an obligatory argument to any verb. Noun
phrases containing premodification can also be split into more than one SCU when
the premodifiers include additional information. The need to split such additional
information will arise in two cases. 1) When more than one summary express some
information, but one of the summaries has an adjunct, e.g. several summaries men-
tion that there was a bombing and one summary mentions the exact location of the
bombing. In this situation one would identify two SCUs, one with the main event,

and one with the additional detail information.

3. Is the difference important for the story? Occasionally there will be minor differences
in wording that if put under scrutiny could be construed to have different nuances.
We are not interested in the finest grained distinctions—these will be too many to

describe in a reasonable way.

Example 1: The three sentences below come from four different summaries A, B, C and

D.

A:Tn 1992 the U. N. voted sanctions against Libya for its refusal to turn over the suspects.

B: The United Nations imposed sanctions on Libya in 1992 because of their refusal to

surrender the suspects.
C: The U.N. imposed international air travel sanctions on Libya to force their extradition.

D: Since 1992 Libya has been under U.N. sanctions in effect until the suspects are turned

over to United States or Britain.

Among other information, all four sentences express the fact that ”Libya was under
U.N. sanctions” and this is the label for the SCU. The contributors are marked in brackets

below (ignore SCU2 for now.)
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A: In 1992 [the U. N. voted sanctions against Libya]l [for its refusal to turn over the

suspects.]2

B: [The United Nations imposed sanctions on Libya]l in 1992 [because of their refusal to

surrender the suspects.]2

C: [The U.N. imposed]1 international air travel sanctions on Libya [to force their extradi-

tion.|2

D: Since 1992 [Libya has been under U.N. sanctions|l [in effect until the suspects are

turned over]2 to United States or Britain.

Other information, such as when the sanctions where imposed, what specific sanctions
were imposed, why they were imposed etc, will form their own SCUs. Identifying a main
topic event in the summaries and asking yourself such questions as above about specifics
will help you formulate labels and identify the SCU contributors. The contributors of an
SCU need not share identical wording. For example in the sentences above, the SCU with
label ” The goal behind the sanctions is to make Libya surrender the suspects” is expressed
by the text coindexed with ”2”. Sentence B differs in wording from the rest of the sentences,
but the meaning is the same as that of the other contributors, expressing the fact that Libya
does not want to surrender the suspects and the other nations involved want to force their
extradition. (Note that this is an example of only two SCUs that will be derived from the
sentences, the full analysis will lead to identifying more SCUs and will lead to complete
bracketing of the sentences.)

Let’s look at one more example of sentences from the different summaries that share

some common information.

A. In 1998 [two Libyans indicted]l [in 1991]2 for the Lockerbie [bombing]3 were still in
Libya.

B. [Two Libyans were indicted]l [in 1991]2 [for blowing up|3 [a Pan Am]5 [jumbo jet|4
over Lockerbie, Scotland in 1988.

C. [Two Libyans, accused]|l by the United States and Britain [of bombing]3 [a New York
bound]6 [Pan Am]5 [jet]4 over Lockerbie, Scotland in 1988, killing 270 people, for 10
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years were harbored by Libya who claimed the suspects could not get a fair trail in

America or Britain.

D. [Two Libyan suspects were indicted]1 [in 1991]2.

All share the information that (1) " Two Libyans are held responsible for a crime”. The
contributors are surrounded by brackets and coindexed by 1. Note that C differs in its
wording from the other sentences—accused is not the same as indicted. But because the
goal of the annotation is to find as much shared information as possible, and the sense of
”accused” is so close to that of "indicted”, the contributors will be grouped together, and
the label expresses the general meaning of both accused and indicted.

The time expression prepositional phrase "in 1991” forms a separate SCU because the
phrase ”in 1991” can be omitted for example from sentence D without making the sentence
ungrammatical or incomprehensible. There will be loss of information, and this is why the
phrase can indicate a new *content™ unit! The contributors of the SCU with label " The
libyans were accused in 1991” are coindexed with ”2”.

Now we have to proceed and find what other information is repeated. For example,
what was the crime committed? The different sentences give different amount of detail.
When deciding where to start from—remember that the main goal is identifying the same
information! All sentences agree on the fact that "the crime in question is a bombing” —
the contributors are coindexed with 3.

What was bombed? ”An airplane was bombed” is another SCU with index 4. This

? Pan Am jumbo jet” and ”"a New

information is expressed in two bigger noun phrases
York bound Pan Am jet” but "New York bound” and "Pan Am” can be omitted and the
sentences will still be acceptable, so this information will be marked in a separate content
unit.

The contributors are simply a part of the sentence—not all grammatical arguments nec-
essary to reconstruct the label will be included in the contributor. This is ok, because the
label will ”bring in” any argument needed.

It is best if the SCU contributor can be a complete grammatical phrase. But this is

sometimes not possible, so use your best judgment in assigning the specific token boundaries



173

of the contributor.
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Appendix B

Seven translations of the same text

B.1 ta0/chtb_003.sgm

Fourteen Chinese Open Border Cities Make Significant Achievements in Economic Con-
struction

Xinhua News Agency report of February 12 from Beijing - The fourteen Chinese border
cities that have been opened to foreigners achieved satisfactory results in their economic
construction in 1995. According to statistics, the cities achieved a combined gross domestic
product of RMB19 billion last year, an increase of more than 90% over 1991 before their
opening. The State Council successively approved the opening of fourteen border cities to
foreigners in 1992, including Heihe, Pingxiang, Hunchun, Yining and Ruili, and permitted
them to set up 14 border economic cooperation zones. Over the past three years, the cities
have undergone rapid social and economic development, considerably enhancing their local
economic strength. They achieved an average annual economic growth of 17%, higher than
the national average. According to the relevant sources, the 14 cities have stepped up their
urban construction and the development and construction of the cooperation zones. During
the past three years, these border cities maded a combined investment of RMB12 billion in
fixed assets and have changed the past situation of ”no high buildings, no smooth roads, no
bright lights, no clear water and no easy communication”. A total of 22.6 square kilometers
of economic cooperation zones have been developed, attracting a total of 287 foreign-funded

enterprises with an actual foreign investment of US$890 million. In addition, there are some



176 APPENDIX B. SEVEN TRANSLATIONS OF THE SAME TEXT

5,100 domestic enterprises, with 175 industrial projects already put into operation.

B.2 tal/chtb _003.sgm

Significant Accomplishment Achieved in the Economic Construction of the Fourteen Open
Border Cities in China

Xinhua News Agency, Beijing, Feb.12 - Exciting accomplishment has been achieved
in 1995 in the economic construction of China’s fourteen border cities open to foreigners.
Statistics have indicated that these cities produced a combined GDP of over 19 billion yuan
last year, an increase of more than 90%, compared with that in 1991 before the cities were
open to foreigners. In 1992, the State Council successively opened fourteen border cities to
foreigners. These included Heihe, Pingxiang, Huichun, Yining, and Ruili. Meanwhile, the
State Council also gave its approval to these cities to establish fourteen border zones for
economic cooperation. The past three years saw a rapid social and economic development in
these cities; the local economic power enjoyed a significant boost; and the annual economic
growth rate has averaged 17%, exceeding that of the national average. It is reported that
the urban construction in these fourteen cities and the development of the cooperation zones
are speeding up. Over the past three years, these cities have invested 12 billion yuan in fixed
assets. The old image of the border cities invoking ” low buildings, uneven roads, dim lights,
muddy water and poor communication” has changed. Within the economic cooperation
zones, a total of 22.6 square kilometers of land has been developed; 287 ”Three-Capital”
ventures have been invited to move in with actual utilization of foreign capital of 890 million
US dollars. In addition, there are 5,100 inland associated enterprises with 175 industrial

projects already in operation.

B.3 ta2/chtb_003.sgm

In China, fourteen cities along the border opened to foreigners achieved remarkable economic
development
Xinhua News Agency, Beijing, February 12 - The economic development in China’s

fourteen cities along the border opened to foreigners achieved gratifying results in 1995.
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According to statistics, these cities completed a gross domestic product in excess of RMB
19 billion in last year, an increase of more than 90% over 1991 (the year before they were
opened). In 1992, the State Council successively approved fourteen cities along the border
to be opened to foreigners, which included Hei He, Pingxiang, Hunchun, Yining and Ruili
etc. At the same time, these cities were also given approvals to set up fourteen border-
economic-cooperation zones. The economy in these cities grew at a rapid rate in the past
three years and their economic strength are now noticeable stronger than before; the average
annual economic growth is 17%, which is higher than the average growth rate in China.
According to introduction, developments in these fourteen cities as well as their economic
cooperation zones are still accelerating. In the past three years, these cities completed fixed
assets investments to the value of RMB 12 billion, which has changed the typical scenario
prevailing in border cities in the old days, namely, ”no high rise building, uneven roads,
no bright lights, murky water and poor telecommunication”. The economic cooperation
zones completed a development of 22.6 square kilometers; 287 firms of the ”three forms”
of capitals were introduced and the actual foreign capital utilized was US$ 890 million.
Furthermore, there are also 5,100 domestic linked enterprises and 175 industrial projects

currently in production.

B.4 ta3/chtb_003.sgm

Economic Construction Achievement is Prominent in China’s Fourteen Border Opening-up
Cities.

Xinhua News Agency, Beijing, February 12 - delightful economic construction result
was achieved in China’s fourteen border opening-up cities in 1995. According to statistics,
GDP registered over 19 billion yuan last year in those cities, over 90% higher than those
of year 1991 before opening-up. Fourteen border cities like Heihe, Pingxiang, Huichun,
Yinin, and Ruili etc were approved successively by the State Council in 1992 as the cities
opening to the outside world, setting up of fourteen border economic co-operation zones
in these cities were also approved simultaneously. Since more than three years, the social

economy has been developed quickly in these cities with considerably strengthened local
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economic power; their average annual economic growth is 17% that is higher than the
average annual growth rate nationwide. It is said that the urban construction and the
construction and development of co-operation zone in these 14 cities have been speeded
up- Since three years, the accumulative fixed investment in these cities has reached 12
billion yuan, the circumstances of border cities in former days, "buildings were not tall,
roads were not level, lamps were not bright, water was not clean, communication was not
expedite,” has been changed. In the economic co-operation zone, 22.6 square kilometers
of land was developed, 287 foreign-founded enterprises were introduced, with an actual
utilization of foreign investment at 890 million US dollars. In addition, there are 5,100
domestic-cooperative enterprises, and 175 industrial projects that were put into production,

in these zones.

B.5 ta4/chtb_003.sgm

Fourteen Chinese frontier cities see significant economic achievement

Xinhua News Agency, Beijing, February 12. Fourteen frontier cities that adopted the
open-door policy realized significant results in their economic growth in 1995. Statistics
show that the total GDP of these cities last year was more than 19 billion RMB, an increase
of more than 90% over 1991 when the cities had not yet opened. The State Council in 1992
approved fourteen frontier cities as cities opened to the outside. These cities included Heihe,
Pingxiang, Huichun, Yining, and Ruili. The State Council also approved the establishment
of 14 economic cooperation zones in these cities. In the past three years, these cities have
undergone rapid social economic development, with the strength of the local economies
increasing visibly. Anual growth rate in these cities has averaged 17%, greater than the
average national rate of growth. These 14 cities expedited their pace of urban construction
and development of their cooperation zones. In the past three years, these cities accumulated
fixed asset investment of RMB12 billion. The low buildings, rugged roads, dim lights, dirty
water, and poor communication infrastructure of the past have all been improved. Am area
of 22.6 square kilometers has been developed in the economic cooperation zones. The areas

have attracted 287 WOFEs (wholly owned by foreign investment enterprises) and JVs (joint
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ventures), with actual foreign investment of US$890,000,000. In addition, these cities also

have some 5,100 domestic businesses and 175 industrial projects have been in operation.

B.6 ta5/chtb_003.sgm

Significant Economic Construction Results in Fourteen Open Chinese Border Cities
Xinhua News Agency, February 12, Telegram. Fourteen Chinese border cities open to
foreign investment have achieved encouraging economic construction results in 1995. Ac-
cording to statistics, these cities achieved domestic production of more than 19 billion yuan
in total value last year, amounting to growth of more than 90 percent over 1991, the year
before these cities were opened up. The State Council successively approved the opening up
of fourteen border cities including Heihe, Pingxiang, Hunchun, Yining, and Ruili in 1992,
simultaneously approving the establishment of fourteen economic cooperation border zones
by these cities. Over the past more than three years, the socioeconomic development of
these cities has been rapid and local economic strength has increased markedly; the econ-
omy has grown at an average annual rate of 17 percent, which is higher than the average
growth rate of the nation as a whole. Based on information provided, the pace of munici-
pal construction and cooperation zone development construction in these fourteen cities is
accelerating. Over the past three years, these cities have accumulated 12 billion yuan in
fixed capital investment, changing the old image of border cities having ”squat buildings,
rough roads, lack of lighting, unclean water, and poor communications”. Within the eco-
nomic cooperation zones, 22.6 square kilometers have been developed, 287 ”three-capital”
enterprises have been brought in, and US$890 million in foreign capital has actually been
utilized. Additionally, 5,100 domestic affiliate enterprises have put 175 industrial projects

into operation.

B.7 ta6/chtb_003.sgm

China’s 14 Border Open Cities Achieved Sound Economic Development
Beijing, February 12 (Xinhua News Agency) China’s 14 border open cities achieved

gratifying economic progress in 1995. As statistics show, they achieved a GDP growth
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above 90% of what they did before they had not been border open cities in 1991. In 1992,
the State Council successively ratified 14 cities by the border, namely Heihe, Pingxiang,
Huichun, Yining, Ruili, etc, as open-up cities, allowing them to set up 14 border economic
cooperation zones. Three years later, all these cities rapidly developed their social economy
and distinctly strengthened their locale economic capacity, achieving a yearly economy
increase of 17%, which is higher than the state average standard. As it is introduced, in
these 14 cities, the construction of urban area and open-up zones are becoming more rapid.
3 years later, these cities have fulfilled RMB 12 billion of fix assets investment and have
changed the old day’s situation in border cities, such as low buildings, bumpy roads, dim
lights, muddy water and blocked communications. The economic cooperation zones have
opened up an area of 22.6 square km, invited in 287 joint ventures and made use of exactly
890 million US dollars of foreign capital. Furthermore, there are 5100 internal cooperative

ventures and 75 industrial projects already carried out.
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Appendix C

Seven summaries produced for the

same input texts

C.1 D311.M.250.1.D

The industrial espionage case involving GM and VW began with the hiring of Jose Ignacio
Lopez, an employee of GM subsidiary Adam Opel, by VW as production director. Ferdinand
Piech had just been installed as Chairman of Volkswagen when he hired Lopez. Lopez
brought with him to VW seven former GM employees including his close friend, Jorge
Manuel Gutierrez. When GM protested the recruiting of their employees, private mediation
was set up between the two companies. The situation became more serious when top- secret
documents were found missing from GM that described plans to build a new model car.
Then state prosecution officials discovered four boxes of papers, including secrets documents
containing plans to build the car where Gutierrez and Piazza, another former GM employee
were staying. This led to investigations and counter charges on both sides of the ocean
followed by civil and criminal court cases. Lopez was found innocent during his first trial
in Germany, but faced further charges. A court case was also brought against leading news
magazine, Der Spiegel, for making public allegations of spying against Lopez. Der Spiegel
later presented evidence in state court in a bid not to be stopped from reporting. The case
reached the highest levels in both countries including the US Justice Dept. and the FBI

investigating mail and wire fraud. The legal cases soon became bogged down in mountains
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of papers and transatlantic issues between the countries involving lawyers and politicians.

As of October 1994, nothing had been resolved.

C.2 D311.M.250.1.E

Jose Lopez as head of purchasing at Adam Opel, GMs German subsidiary, led the company
to become the most profitable car maker in that country. He was made procurement chief
at GM headquarters. However, he left GM for VW under circumstances, which along with
ensuing events, were described by a German judge as "potentially the biggest-ever case of
industrial espionage”. Ferdinand Piech took over an ailing VW company that was losing
money. He is accused of luring Lopez away from GM along with several of Lopez’ key
associates. Lopez, disappointed that GM was not going to build a plant in his native
Basque country, left GM under a cloud of confusion and allegedly took some sensitive GM
documents and plans with him. Lopez also requested documents from Adam Opel that
later turned up in the Wiesbaden home of a Lopez colleague who followed him to VW. Still
Later German police raided VW headquarters and seized documents that were later founds
to contain Opel plans. Months of charges and counter-charges followed and details were
aired in German newspapers. German economics minister Gunter Rexrodt was concerned
of damage to US-German political and business relations and for a time tried to be a
peacemaker. PM Gerhardt Schroeder of Lower Saxony, VW’s largest shareholder, strongly
supported VW. Lopez agreed to pay DM75,000 instead of facing perjury charges in court.
Criminal investigations in Germany and the US relating to suspected industrial espionage,

theft, perjury and wire fraud are still in progress.

C.3 D311.M.250.1.F

The industrial espionage case involving Volkswagen and General Motors began when VW
failed to convince GM that its plans for a revolutionary automobile plant in Spain were
not copies of a proposed GM project. As early as December, 1992, Jose Ignacio Lopez de
Arriortua, of GM, was in touch with Ferdinand Piech, Chairman of Volkeswagen, about

coming to work for VW. Lopez was procurement chief at Adam Opel, GM’s German sub-
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sidiary. Lopez was disappointed by GM’s decision not to build an automobile plant in his
own Basque country. VW offered to build it. He left GM for VW in March, 1993. He also
took, according to considerable evidence, many GM documents, along with seven GM exec-
utives. In April, 1993, witnesses in Wiesbaden allegedly saw documents being shredded by
Jorge Alvarez Aquirre and Rosario Piazza, two Lopez associates. In four remaining boxes,
investigators found details of Opel secret car plans. A VW employee said she had punched
Opel data into the VW computer. In July, the U.S. Justice Department announced it was
investigating the Lopez case. At a VW meeting in August, 1993, Lopez contradicted his
earlier public claim that he never took any secret documents and said that papers from
his former offices were destroyed in order to keep them from being circulated within VW.
Investigations continued. In May, 1994, Lopez agreed to pay 29,850 pounds to avoid facing
perjury charges in court. Through October, 1994, no legal action had been taken against

Lopez or Volkswagen.

C.4 D311.M.250.1.G

The industrial espionage battle by General Motors (GM) and its German subsidiary, Adam
Opel, against Volkswagen (VW) for the past 18 months has bogged down in mountains of
paper and a complex transatlantic tussle involving both lawyers and politicians. Germany,
increasingly concerned about the effect of the court investigations on domestic economic and
political affairs, is now also worried about Bonn’s relations with Washington. A US probe
of the investigation started at the instigation of the Commerce Department after President
Clinton apparently decided that industrial espionage in general was a threat to America’s
well being. The FBI is probing possible mail and wire fraud. The issue stems from the
alleged recruitment of GM’s eccentric and visionary Basque-born procurement chief Jose
Ignacio Lopez de Arriortura and seven of Lopez’s business colleagues. He was presumably
recruited by VW chairman, Ferdinand Piech, who was impressed with Lopez’s leading role
in helping Adam Opel recover from a major production cost disadvantage. He saw Lopez
as the answer to a similar ongoing problem at VW. The investigation is focused mainly on

evidence that Mr. Lopez and his associates took GM and Adam Opel industrial secrets with



184 APPENDIX C. SEVEN SUMMARIES PRODUCED FOR THE SAME INPUT TEXTS

them. These included details of Opel’s entire European component supplier network and
key contact data, plans for a new style, low-cost high-speed car factory, and information on
new models. Coincidentally, Lopez quit after being informed that a plan to install his new
car dream plant in his Basque area was cancelled. The outcome of the investigation is still

uncertain.

C.5 D311.M.250.1.H

On March 16, 1993, with Japanese car import quotas to Europe expiring in two years,
renowned cost-cutter, Agnacio Lopes De Arriortua, left his job as head of purchasing at
General Motor’s Opel,Germany, to become Volkswagen’s Purchasing and Production Di-
rector. GM charged that during his last months at GM, Lopez stole GM plans for ultra-low
cost factories; designs for advanced cars and engines; and information about Opel’s suppliers
and parts. A regional court in Frankfurt issued an injunction preventing VW from recruit-
ing more GM staff. All charges of anti-competitive staff poaching were later dismissed.
VW failed to get court injunctions preventing Der Spiegel magazine from publishing GM’s
allegations. Darmstadt, Germany investigator, Dorothea Holland, launched still unresolved
investigations into charges of industrial espionage, theft, and perjury against Lopez, his 22-
year old daughter, Begounia, and other GM colleagues now at VW. VW counter-charged
that GM had planted GM documents and data in VW sites and computers. The FBI
opened still unresolved investigations of wire and mail fraud against VW and Lopez. Eu-
ropean government and industry leaders expressed fear that defensive allegations by VW
Chairman Ferdinand Piech, that the Lopez incident amounted to U.S. industrial warfare
against Germany, would destabilize U.S.-European commercial and diplomatic relations.
U.S. Commerce Secretary, Ron Brown, suggested that relations between the U.S. and Ger-
many would be damaged if German investigators don’t immediately deliver long promised
data and assistance in the GM/VW case. So far, Lopez has agreed to pay DM75,000 to set

aside the perjury case against him.
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C.6 D311.M.250.1.1

Ferdinand Piech became Volkswagen chairman in January 1993 and planned to turn the
money-losing company around. A ruthless restructurer, he recruited General Motors’ like-
minded global head of purchasing Jose Ignacio Lopez de Arriortua. Lopez had developed a
new GM plant to be built in his native Basque country, but when he learned in March 1993
that it would be built in Hungary he abruptly left GM for VW, with secret GM documents
he had requested that detailed GM’s new plant and car models. Lopez was followed by seven
top members of his team, including Jose Gutierrez, Jorge Alvarez Aguirre, and Rosario Pi-
azza. He tried to recruit others. Soon after Lopez’s arrival, VW announced a new plant
to be built in Basque country and a car similar to a planned GM model. Piech publicly
accused GM/Opel of planting documents and hacking VW computers with the aim of de-
stroying VW. This angered GM and led Germany to distance itself from Piech’s damaging
nationalistic tones. Piech’s clumsy, halfhearted conciliation efforts failed. At GM’s request,
German state prosecutors and the FBI began investigations into industrial espionage, theft,
perjury and wire fraud. GM wanted all former employees banned from working for VW
for 12 months but settled for only some. VW was banned from further personnel poaching
but a Frankfurt court denied that poaching broke fair competition rules. Lopez paid a fine
instead of facing perjury charges. German politicians called the case biased and wanted it

dropped. In October 1994 criminal charges were bogged down.

C.7 D311.M.250.1.J

General Motors Corporation and Volkswagen were warring in 1993 and 1994. VW chairman
Ferdinand Piech recruited the General Motors/Opel executive, Jose Lopez de Arriortua. In
March 1993, Lopez and seven other GM executives moved to VW overnight. GM imme-
diately accused Lopez of looting Opel’s supply network and contract database and taking
secret plans for a high-speed factory and a new Opel mini-car. VW and Lopez also were
accused on conducting an illegal recruiting campaign. German officials began investigat-
ing VW for theft and industrial espionage. With GM urging, a temporary injunction was

imposed on VW recruiting, but it was subsequently lifted and manager-poaching claims
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against VW were rejected. GM documents and computerized information were seized from
a VW headquarters and documents were found at the apartment of the former GM execu-
tives, Jorge Alvarez Aquirre and Rosario Piazza. The German economics minister, Gunter
Rexrodt, had tried to be a peacemaker is this controversy, but in September 1993 withdrew.
Lopez was accused of perjury and in May 1994 agreed, while maintaining his innocence,
to pay a DM75,000 fine to avoid facing charges in court The German prosecutor, Dorthea
Holland, was searching through an estimated 2 million computer printout sheets. Because
of leaks, a gag was placed on her office in October 1994 and no information was expected
until a decision to indict Lopez was reached. The U.S. Justice Department’s interest in
industrial espionage had been piqued and the FBI began an investigation of mail and wire

fraud, which was also stalled.



