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Preface 
 

On behalf of the Organizing Committee, I am pleased to present to you the 
proceedings of the first Workshop on Insider Attack and Cyber Security held 
in Washington DC in June 2007. This book serves to educate all interested 
parties in academia, government and industry and that helps set an agenda 
for an ongoing research initiative to solve one of the most vexing problems 
encountered in securing our critical IT infrastructure, the insider threat. In 
some sense, the insider problem is the ultimate security problem. Insider 
threats, awareness and dealing with nefarious human activities in a manner 
that respects individual liberties, and privacy policies of organizations, while 
providing the best protection of critical resources and services that may be 
subjected to insider attack, is a very hard problem requiring a substantial ef-
fort by a large research community. We hope this book helps establish a 
community of researchers focused on addressing the insider problem.  

The book contains a number of invited papers authored by attendees of 
the workshop. We believe the material that has been selected is of wide in-
terest to the security research community. Papers have been invited that help 
define the nature and scope of the insider attack problem. Several papers 
provide an overview of technical solutions that have been proposed and dis-
cuss how they fail to solve the problem in its entirety. An essential theme of 
the workshop was to educate researchers as to the true nature of the problem 
in real-world settings. Papers are provided that describe the nature and scope 
of the insider problem as viewed by the financial industry. The book con-
cludes with technical and legal challenges facing researchers who study and 
propose solutions to mitigate insider attacks.   

We wish to thank Cliff Wang of the Army Research Office, Daniel 
Schutzer of the Financial Services Technology Consortium and Eric Goetz 
of the Institute for Information Infrastructure Protection for supporting our 
effort and sponsoring the Workshop, and Shari Pfleeger of Rand Corpora-
tion for providing the venue for our meeting and assistance in organizing the 
Workshop. We also thank the reviewers who served anonymously to vet the 
technical papers included here. Finally, we are especially grateful to Shlomo 
Hershkop and Sara Sinclair for their remarkable effort to organize and for-
mat the individual papers to produce a final cohesive manuscript.  

 
January 2008                                                                      Salvatore J. Stolfo 
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The Insider Attack Problem Nature and Scope 

Steven M. Bellovin 

Computer Science Department, Columbia University 

1 Introduction 

Hackers, especially "terrorist hackers" or "cyberwar hackers" get lots of press.  
They do indeed pose a serious problem.  However, the threat they pose pales be-
fore that posed by those closest to us: the insiders.   

The cyberthreat posed by insiders isn’t new.  Donn Parker’s seminal 1978 book 
Crime by Computer estimated that 95% of computer attacks were committed by 
authorized users of the system.  Admittedly, this was in the pre-Internet era, when 
very few non-insiders had any access at all; still, the underlying issue – that em-
ployees are not always trustable – remains.  To be sure, this has always been true – 
thieving or otherwise corrupt workers have undoubtedly existed since commerce 
itself – but the power of computers (and our inability to secure them in the best of 
circumstances) makes the problem far worse today. 

In June 2007, a workshop (sponsored by Cliff Wang of the Army Research Of-
fice) on the insider threat was held.  Approximately 35 invitees attended, including 
security researchers, vendors, practitioners, and representatives of organizations 
that perceive a serious insider threat.  The goal was to develop a research commu-
nity on the insider threat.  Of necessity, our first steps were to understand the 
scope of the problem, to develop a common vocabulary, and to start sketching a 
research agenda.  This volume consists of papers contributed by some of those at-
tendees. 

2 Types of Attack 

Fundamentally, there are three different types of attack: misuse of access, defense 
bypass, and access control failure.  Each must be approached differently. 

2.1 Misuse of Access  

Misuse of legitimate access privileges is probably the hardest form of attack to de-
tect or counter.  In it, an insider uses his or her legitimate access rights for the 



 

2 

 
 

wrong reason.  In a university, for example, professors have the right to submit 
grade change requests after the semester is over.  Typically, this is done to correct 
clerical errors or to deal with other unusual situations.  The same action, if done in 
response to a bribe, would constitute insider misbehavior. 

It is not possible to prevent or detect misuse by purely technical means, except 
in special situations.  Generally speaking, the most that can be done is monitoring 
for unusual patterns or quantities of requests.  Detailed logging can be useful if the 
person falls under suspicion for other reasons. 

In some environments, such as the intelligence community, external data can be 
combined with technical analyses to detect abuse.  For example, financial records, 
spending patterns, etc., can be examined to detect inappropriate sources of income.  
(Such data can also be missed.  The CIA never noticed that Aldrich Ames drove a 
car that cost more than his annual salary.) 

2.2 Defense Bypass 

Insiders generally have a major inherent advantage over outsiders: they’re already 
past some defense layers.  For example, many companies rely on firewalls as part 
of their cybersecurity.  More or less by definition, insiders are on the inside of the 
firewall; they are thus not blocked by it.  Similarly, insiders generally have some 
sort of login access to an organization’s computer systems; this permits local at-
tacks, rather than only attacks against network services. 

Again, it is hard to conceive of purely technical defenses.  Insiders, by defini-
tion, are inside; they thus have more opportunities to commit mischief.  Detection 
mechanisms can work well; in particular, they can look for either anomalous be-
havior or actual attacks on nominally-protected systems. 

2.3 Access Control Failure  

By contrast, access control failures represent a technical problem.  Either an ac-
cess control mechanism is buggy or the system has been configured improperly.  
Either way, the preferred solution is to correct the problem. 

Ironically, detection is often more difficult, especially where a configuration er-
ror is involved, since by definition the system is not rejecting improper access re-
quests.  The best solutions involve looking for anomalous behavior by other appli-
cations. 
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3 Defend or Detect 

There are two fundamentally different approaches to dealing with insider attacks: 
defend against them, or detect them after the fact.  While defense is generally 
preferable, it isn't clear that it is always feasible.  Only one of the possible attack 
types – access control failures – can be defended against in any strong sense. 

It is tempting to say that the same is true for all attacks, by insiders or outsiders.  
Examination of the attack taxonomy shows that this assertion is false.  By defini-
tion, insiders have more access; this is the essence of their status, their responsi-
bilities – and their ability to launch attacks. 

Another way to look at it is to consider system defenses schematically.  As-
sume, as is generally the case, that the resource is protected by defense in depth.  
That is, there are N (more or less) independent defense layers.  Further assume that 
each such layer consists of a combination of technical measures and an intrusion 
detection system tailored for that layer.  The system then looks like this:  

 

Outside 

Defense 0  IDS 0 

Defense 1  IDS 1 

…  … 

Defense N-1  IDS N-1 

Defense N  IDS N 

Resource  

Fig. 1.  Layering of system defenses. 

An outsider must penetrate all N layers.  Insiders, though, have fewer layers to 
penetrate.  Their task is thus strictly easier than that of an outside attacker.  This is, 
of course, the definition of our second class of attack.  Second, authorized users, 
whether behaving properly or not, of necessity have access rights that let them 
penetrate all N layers.   

It is clear, then, that technical defenses alone are insufficient.  Even in princi-
ple, the only possible mechanism is intrusion detection.  (Depending on the goals 
of the attackers, even IDS systems closer to the outside may be fruitful.  In par-
ticular, if the goal is to exfiltrate sensitive data, this can be detected at any point 
between the inside and the outside.) 
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4 The Role of Process 

In some circumstances, a combination of procedural and technical mechanisms 
can be employed as an additional mechanism to prevent or detect misuse of access 
attacks.  Specifically, the ability to perform certain actions can be limited so that 
no one person can do them alone.  Alternatively, manual audit checks can detect 
certain kinds of abuse after the fact. 

Both of these ideas are rooted in old manual processes.  Large checks have long 
required two signatures, certain cash register operations can only be done by su-
pervisors, ordinary accounting audits can detect fraud, etc.  The same can be done 
in computer systems: certain transactions can be blocked until requested by two 
different individuals. 

Note that this does not contradict our assertion that there are no technical de-
fenses against misuse of access attacks.  If two person control is employed, a sin-
gle individual does not have certain access rights.  Furthermore, protection is pro-
vided by a combination of policy and technical defenses. 

5 Conclusion 

Defending against insider attacks is and will remain challenging.  For the most 
part, traditional computer security defenses will not suffice.  It will take a combi-
nation of things – technical defenses, intrusion detection systems, process, and 
more – to provide meaningful protection. 

The remaining papers in the introductory section includes a detailed accounting 
of the workshop discussions provided by Charles Pfleeger and an industry per-
spective of the problem provided by Michael McCormick.  The second section 
contains a number of invited technical papers (by Malek Ben Salem, Shlomo 
Hershkop, and Sal Stofo; Roy Maxion; Ravi Sahita; Ravishankar Iyer; Virgil Gli-
gor; and Sara Sinclair) describing the state of the art in insider attack detection, in-
cluding a proposal for hardware support for preventing insider attack and an over-
view of the state-of-the-art in masquerade attack detection, with a sobering view 
of the limits of anomaly detection techniques if poorly designed.  The book con-
cludes with a perspective on the legal and ethical issues (by Jeffrey Hunker; 
Daniel Schutzer; Angelos Keromytis) raised by technical approaches to detecting 
insider attack, as well as contributions that set an agenda for future research.   

It is our hope and expectation that this book will be of interest to practitioners 
and researchers to develop an ongoing research community focused on the most 
vexing of computer security problems. 
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Reflections on the Insider Threat 

Charles P. Pfleeger 

Pfleeger Consulting Group 

Abstract   This paper reports on a workshop in June 2007 on the topic of the in-
sider threat.  Attendees represented academia and research institutions, consulting 
firms, industry—especially the financial services sector, and government.  Most 
participants were from the United States.  Conventional wisdom asserts that insid-
ers account for roughly a third of the computer security loss.  Unfortunately, there 
is currently no way to validate or refute that assertion, because data on the insider 
threat problem is meager at best.  Part of the reason so little data exists on the in-
sider threat problem is that the concepts of insider and insider threat are not con-
sistently defined.  Consequently, it is hard to compare even the few pieces of in-
sider threat data that do exist.  Monitoring is a means of addressing the insider 
threat, although it is more successful to verify a case of suspected insider attack 
than it is to identify insider attacks.  Monitoring has (negative) implications for 
personal privacy.  However, companies generally have wide leeway to monitor the 
activity of their employees.  Psychological profiling of potential insider attackers 
is appealing but may be hard to accomplish.  More productive may be using psy-
chological tools to promote positive behavior on the part of employees. 

1 Introduction 

In June 2007 the U.S. Army Research Office, the Financial Services Technology 
Consortium (FSTC) and the Institute for Information Infrastructure Protection 
(I3P) sponsored a workshop on insider attack and cyber security.  The two-day 
event featured participants from academia, research institutions, consulting firms, 
industry, and the government.  The security researchers, practitioners and vendors 
in who attended shared insights and frustrations. 

Reflecting on the presentations, discussions and comments, I am documenting 
in this paper some high level observations that came as a result of that meeting. 



2 Who Is an Insider? 

Who is an insider? 
This question seems straightforward and easy to answer.  But as with other 

fundamental terms in computer security (such as integrity, availability, or even se-
curity) the definition of insider is not well established.  There are several possible 
uses of the term. 

An insider can be: 

• an employee, student, or other “member” of a host institution that op-
erates a computer system to which the insider has legitimate access 

• an associate, contractor, business partner, supplier, computer mainte-
nance technician, guest, or someone else who has a formal or informal 
business relationship with the institution 

• anyone authorized to perform certain activities, for example a bank’s 
customer who uses the bank’s system to access his or her account 

• anyone properly identified and authenticated to the system including, 
perhaps, someone masquerading as a legitimate insider, or someone to 
whom an insider has given access (for example by sharing a pass-
word) 

• someone duped or coerced by an outsider to perform actions on the 
outsider’s behalf 

• a former insider, now using previously conferred access credentials 
not revoked when the insider status ended or using access credentials 
secretly created while an insider to give access later 

This rather broad range of interpretations of the term insider is by no means ex-
haustive.  But it does point out the potential for confusion both inside and outside 
the computer security profession. 

2.1 Motive 

The motives for an insider attack are similarly diverse.  In fact, the term “attack” 
may be overly harsh for certain types of insider actions: 

• making an unintentional mistake 
• trying to accomplish needed tasks—for example, in a case in which 

the system does not support a particular action or the insider is 
blocked from accessing certain data, the insider may try workarounds 
to accomplish the same thing 

• trying to make the system do something for which it was not designed, 
as a form of innovation to make the system more useful or usable 
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• trying innocently to do something beyond the authorized limit, with-
out knowing the action is unauthorized 

• checking the system for weaknesses, vulnerabilities or errors, with the 
intention of reporting problems 

• testing the limits of authorization; checking the system for weak-
nesses, vulnerabilities or errors, without the intention of reporting 
problems 

• browsing, killing time by viewing data 
• expressing boredom, revenge or disgruntlement 
• perceiving a challenge: treating the system as a game to outwit 
• acting with the intention of causing harm, for reasons such as fame, 

greed, capability, divided loyalty or delusion 

We obviously react differently to these different motivations, sympathizing 
with the employee who wants to get work done in spite of the system, but deplor-
ing agents with malicious intent.  Unintentional errors are usually seen as unfortu-
nate but inevitable, and malicious behavior is usually seen as something heinous 
that should be prevented.  But the area between these two ends is grey. 

Unfortunately for research purposes different people include different ones of 
these cases in the definition of insider behavior.  A given action may be classified 
as an insider attack in one study but not in another, which complicates assessing 
the severity and frequency of insider “attacks.” Because different projects use dif-
ferent definitions, comparing results or statistics between projects can be difficult 
for analysts and misleading to the public. 

As one participant pointed out during the workshop, two interesting cases arise: 
when bad things happen even though system privileges are not exceeded, and 
when good things happen even though system privileges are exceeded.  We might 
initially say we want to prevent the former, but blocking acceptable behavior risks 
limiting a system’s usability.  We also tend to excuse the latter if the good domi-
nates.  These two cases show how difficult it is to separate acceptable insider be-
havior from unacceptable.  With a murky policy definition, enforcement becomes 
problematic. 

2.2 Effect 

Another way to analyze the insider threat is to look at the effect insiders’ actions 
have had.  Here are some impacts of insider attacks: 

• making available data or computer services to people who would oth-
erwise not have had them—either because the people were not author-
ized or because the system failed to deliver as expected or intended 

• receiving data for which the user was not authorized because such data 
fell outside the user’s job requirements 
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• obtaining data or services for fraudulent purposes 

The first impact here would sometimes be considered positive, and the last is 
usually negative.  The middle impact can be mixed, depending on what use the 
user made of the data.  The impact of a insider can thus range from positive to 
negative. 

2.3 Defining the Insider Threat 

Two major points stand out: First, we need standard definitions of insiders and in-
sider behavior so studies and discussions can compare like entities.  These defini-
tions need to be used not just in the computer security research community but 
also by commercial security professionals (such as chief security officers and 
other management) and the press.  (Convincing the press to use these terms pre-
cisely may be challenging.) 

Second, we need to recognize that, unlike the “outsider” threat, insider behavior 
with the potential to do harm ranges from human nature (unintentional errors) 
through positive intentions (getting the job done in spite of an uncooperative sys-
tem) and finally to all kinds of malice.  Threat is the common term in computer 
security for an action with the potential to cause harm.  But because the word 
“threat” has a negative connotation, some people would understandably not ordi-
narily use it to describe unintentional or non-malicious behavior.  We must be es-
pecially careful when using the term “insider threat” to be sure our meaning is not 
misconstrued and insiders are not offended. 

2.4 Context 

Distinguishing acceptable from unacceptable insider behavior is difficult in part 
because of context.  A disclosure may be acceptable only to certain people, at a 
certain time, in a certain location, in the presence (or absence) of certain other 
people, if certain other conditions obtain, for one time, and only if the recipient 
has not already obtained certain other data.  Although such complex access control 
rules can be modeled and implemented, these rules go well beyond the subject–
object–mode paradigm traditionally used for access control.  These complex rules 
reflect the factors employed daily in personal data sharing decisions (between 
people, not involving computers), computer scientists do not even know the full 
set of parameters on which access control decisions are based outside of com-
puters; thus it is premature to expect their implementation in most computing sys-
tems. 

In fact, physical security recognizes a need for two kinds of systems: auto-
mated, mechanical systems that are unforgiving (such as gates and badge readers), 
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and human overrides that can exercise judgment (such as dealing with the lost or 
forgotten badge or allowing emergency access by medical personnel).  Acceptable 
behavior can be similarly rigidly determined by a system.  But the working of 
some organizations is highly nuanced and sensitive data are communicated under 
subjective access control regimes. 

These rich, context-based human access control decisions pose a problem for 
insiders: To share computerized data in those ways may require going outside or 
around the system, that is, violating system access controls.  This is one of many 
examples in which insiders need to go outside or around the system’s controls in 
order to accomplish needed goals. 

3 Insider Threat Issues 

Research on insider threats has several limitations.  First, there is only meager data 
on inappropriate insider activity.  Second, it would be very useful to probe the 
minds of insiders to determine what makes an insider good or bad.  In part because 
of limited data, and in part because of limitations of current psychology, success in 
this avenue may be narrow.  Third, the way to determine what insiders are doing is 
to monitor them, but monitoring of users or employees has privacy implications.  
Finally, technology is important in many areas of computer security, but the in-
sider threat may be one for which the uses of current technology are somewhat in-
complete. 

3.1 Data 

Research on the insider threat is hampered by the definitional problems described 
above.  An even more serious limitation is the scarcity of data. 

Scarcity of data seems puzzling in light of various comments at the workshop.  
One participant said the majority of insider attacks are undetected.  That statement 
seems self-contradictory: If the majority of insider attacks are undetected, how can 
we know those attacks constitute a majority? Another researcher reported on a 
study to try to analyze behavioral intent using host-based sensors.  The researcher 
acknowledged that the work had both false positives and false negatives.  But here 
again, knowing or asserting that a system produces false positives and false nega-
tives almost implies that we know the true positives and true negatives in order to 
be able to classify other events as false.  Another participant noted that people use 
USB devices to transport data avoiding access controls.  When another participant 
asked if there were studies to back up that assertion, the first replied that the report 
was merely anecdotal. 
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As a community we assert certain points, but in the realm of insider threat and 
insider behavior some of our assertions are hunches.  Repeated enough times, 
hunches become accepted as fact. 

Obtaining accurate data on the insider threat is difficult for several reasons, in-
cluding 

• imprecise definitions (as previously discussed) 
• unclear policy of what constitutes welcomed or allowable insider be-

havior versus what constitutes behavior to be discouraged or prohib-
ited 

• massive amounts of data: assuming that the number of acceptable in-
sider actions is far larger than the number of potentially negative in-
sider threat actions, large amounts of uninteresting data will have to be 
filtered out 

• reticence to share: because of laws, image, morale, and other factors, 
some organizations who collect data on insider activity are unwilling 
to share data with other organizations 

• privacy concerns that limit data collection and sharing 

The absence of good data limits researchers’ ability to analyze, hypothesize and 
validate.  One researcher went so far as to say that researchers need data to address 
problems; if organizations are not serious enough to supply researchers data, they 
(the organizations) aren’t treating their problem as serious. 

One source of data are police and court records.  Cases are usually in the public 
record and details of the crime are reasonably complete.  However, these records 
present a biased view of insider threat.  First, police are involved only in crimes.  
As described earlier, insider behavior can sometimes be positive, so the police will 
not be involved.  Even when the behavior is negative in some cases the companies 
will let the insider off with a warning or at most a dismissal.  And some kinds of 
insider malicious activity are not criminal offenses.  Second, some companies 
choose not to prosecute even in the case of a crime, fearing the negative publicity.  
Furthermore, faced with many crimes, district attorneys sometimes put computer 
crime cases low on their priority list, especially cases in which the loss is intangi-
ble and not huge, because of the complexity of prosecuting the case and the con-
sequently low probability of winning.  Finally, crime statistics typically cover only 
a single country (or other jurisdiction, such as a city or district), meaning that in-
sider attacks against multinational companies may be hard to track.  For all these 
reasons, criminal data must be viewed in context.   

3.2 Psychology 

In the workshop several speakers cited a need for a psychological component to 
insider threat study.  There were basically two directions to the work involving 
psychology: profiling and motivating. 
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Some participants wanted a psychological profile of an insider who was likely 
to offend (and preferably before the offense).  More than one person wanted to 
know how to identify potential insider attackers (before they attack, and ideally 
before they are hired). 

For years the criminal justice system has unsuccessfully sought the profile of 
the criminal.  Criminologists are not even close to identifying criminals reliably in 
advance.  It seems as if criminals are varied in their motivation and psychological 
makeup.  We may be able to identify some very antisocial personalities, but other 
criminals elude advance detection.  The possibility of false positives hampers 
these efforts.  If we have been unable to identify serious criminal intent or behav-
ior, why should we expect to be able to identify insider threats? 

Complicating psychological identification is that we send mixed signals to in-
siders.  We praise creative individuals, ones who are adept at making a recalcitrant 
system work.  Initiative, industriousness, and problem solving are positive traits 
on employee reviews.  So we should not be surprised when an insider users these 
traits to be more productive. 

We do not know if insiders expand their threat activity, first for nonmalicious 
purposes and then gradually to more malicious ends.  Consequently we do not 
know if our rewarding unorthodox system use actually starts insiders on a path to 
malicious behavior.  The situation is probably far more nuanced than this descrip-
tion. 

Psychological screening would be ideal before an employee is hired.  The typi-
cal job interview lasts no more than one day, and it involves both trying to get a 
sense of whether to hire the potential employee and at the same time convincing 
the employee to accept a job if offered.  An intense psychological evaluation rig-
orous enough to identify potential inside attackers might be off-putting to non-
attackers who should be hired.  And time spent evaluating the candidate psycho-
logically reduces the time to assess whether the person would be an asset to the 
organization.  So, even if a psychological exam were available, its use might be 
counterproductive. 

Prospects do not look good for developing psychological profiles.  We have too 
little data (too few cases) with which to work, we do not have a good understand-
ing of the norms of acceptable behavior, we are not sure where is the boundary be-
tween acceptable and unacceptable behavior, and we must be able to address many 
different motivations for unacceptable behavior.  Perhaps when we understand 
general human behavior better we will be able to develop useful profiles. 

The other major use for psychology is positive: developing ways of reinforcing 
good behavior.  Some participants wanted to understand how to use psychology to 
keep insiders acting in positive ways.  The prospects seem more promising for this 
use of psychology than for profiling. 

The difference between profiling and motivating is that we want profiling to be 
precise, generating few false positives and false negatives (because the risk of a 
false positive is not hiring a potential good employee or holding back or dismiss-
ing someone who has not yet—and might never—exhibit harmful behavior, and 
the risk of a false negative is failing to prevent or detect an attack).  If a motivating 

11 Reflections on the Insider Threat 



 

technique is largely effective, meaning that it serves it desired purpose on a sig-
nificant enough proportion of people, it is deemed successful.  We can afford to 
use several motivational techniques that work for different people. 

3.3 Monitoring and Privacy 

Privacy concerns significantly limit data collection and psychological modeling.  
Again, the definition of insider becomes important. 

When the insider is an employee, privacy rights are subordinated to business 
rights.  The courts have consistently upheld the right of a company to monitor em-
ployees’ behavior, as long as there is a reasonable business purpose for the moni-
toring and the monitoring does not violate basic human and civil rights.  Thus, 
companies can generally capture and analyze an employee’s email and other 
communications that use company equipment, log all files and other resources an 
employee accesses, and retain copies of programs and data an employee creates 
under the company’s auspices.  A company is far more free in tracking its em-
ployees’ system activities than would be law enforcement, for whom probable 
cause and a search warrant are needed. 

But not all insiders are employees.  Some definitions of insider include people 
such as account holders who access their bank accounts, patients who use an elec-
tronic system to communicate with medical professionals or view or manage their 
medical records, students at universities, customers who use online shopping sys-
tems, and similar users.  Each of these users has certain authorized access to a sys-
tem.  Privacy for some classes of users is covered by laws, such as HIPAA for pa-
tients in the United States or the European Privacy Directive for many accesses by 
Europeans.  In other cases, the privacy regulations allow monitoring, data collec-
tion and retention, and even data sharing if it is documented in a privacy policy 
(and sometimes even if not).  In these cases, then, privacy rights vary. 

Regardless of whether the company has the right to monitor its users’ actions, 
some companies choose not to monitor because of possible negative public opin-
ion. 

Another type of insider is the business partner, consortium member, subcon-
tractor, or the like.  In these cases, privacy rights are even weaker than for the 
category of users.  The contract between partners may spell out rights to track be-
havior, although not all such relationships are covered by a contract. 

So, is monitoring of insiders’ activity permissible? Perhaps and sometimes.  Is 
it desirable for the organization to perform? Perhaps and sometimes.  The other 
important question is whether the monitoring is effective. 
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3.4 Detecting Insider Attacks 

Insider attacks are difficult to detect, either by human or technical means.  One 
workshop participant observed that most insider attacks are detected only because 
of some reason to suspect: the insider may have talked (bragged) about the act, for 
example.  In other kinds of crime police investigators sometimes profit from a 
perpetrator who does something to draw suspicion. 

An insider attack recognition tool would be useful to flag attacks or suspicious 
behavior in time to limit severity.  Clearly most insider activity is not malicious; 
otherwise organizations’ computer systems would be constantly broken.  Thus, the 
volume of nonmalicious insider activity far outweighs that of malicious activity.  
Such volume of data is hard to analyze. 

A similar example is an intrusion detection system protecting a system from 
malicious network access: Most network traffic is benign.  Intrusion detection 
technology is improving all the time.  However, intrusion detection systems are 
best at finding specific examples of inappropriate access, either because the access 
fits a pattern of known malicious activity or because the access touches specific 
sensitive resources in unusual ways.  The hardest attack for an intrusion detection 
system to recognize is one composed of pieces spread across a long period of time.  
For those attacks the intrusion detection system has to collect and correlate pieces 
of data over time, which implies a long window of data comparison. 

Inside attackers presumably will perform both normal and malicious acts, 
which complicates the search for anomalous activity beyond that performed by an 
intrusion detection system. 

One important question raised, then, about monitoring to identify inappropriate 
behavior is whether the monitoring is effective.  Intrusion detection techniques 
may be of some value.  But because there is so little published research on insider 
attacks, it is impossible to tell whether monitoring helps.  Monitoring is useful to 
confirm a suspected case of insider attack.  There is controversy as to whether 
monitoring serves as a deterrent; that is, if insiders know their activity is being 
monitored are they less likely to engage in inappropriate activity? The answer to 
that is unknown, although one workshop participant noted that monitoring is not 
effective to deter retail theft by employees.  Another participant said that detection 
of a data leak is unlikely unless there is some trigger that makes the leak promi-
nent. 

3.5 Technology 

What technology is available to detect, deter, or prevent insider attacks? 
Most existing computer security technology is based on the concept of a pe-

rimeter defense.  The attackers are outside the line, the defense blocks the attack-
ers, and the sensitive resources inside are safe.  Firewalls are the classic perimeter 
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defense.  With insider attacks, drawing the protection line is more difficult be-
cause the attacker and the sensitive resources are on the same side of the line. 

Intrusion detection systems may be of some value in detecting insider attacks.  
As previously discussed, these systems need to analyze a large amount of data, 
correlate pieces of data potentially spread over a long period of time, and distin-
guish malicious from nonmalicious intent.  These three factors exceed the current 
demands on intrusion detection systems. 

Operating systems, access controls and audit logs offer little support for con-
trolling insider threats, because the insider is acting within limits of authorized be-
havior, just doing inappropriate things with that allowed access. 

But more to the point, technological approaches may be wrong for dealing with 
the insider threat.  The basic element of the insider threat is human: a perpetrator 
has abused a position of trust.  The insider is part of the organization and has some 
loyalty to it.  Capitalizing on the human aspect includes determining what kinds of 
people are likely to abuse trust or creating an environment in which people would 
not want to abuse. 

4 Conclusions 

Little is known about the insider threat.  Even computer security professionals use 
different definitions for insider, and so it is not surprising that the general comput-
ing field, as well as the general public, can offer little insight into the problem of 
insider attacks.  Add to this organizational reticence to be embarrassed in public 
and it is not surprising that there is little valid measurement and reporting on in-
sider attacks or the insider threat. 

Several significant points evolved at the insider threat workshop: 

• The term insider must be clearly defined.  That definition must be 
communicated to security professionals, computer professionals out-
side of security, management, and the general public. 

• The term insider attack must be clearly defined.  That definition must 
be communicated to security professionals, computer professionals 
outside of security, management, and the general public. 

• Data from reliable measurement of insider activity—malicious and 
not—must be gathered and shared within the security research com-
munity. 

• Cooperation with industry is necessary: Industry has the insider attack 
cases, but security researchers have the tools and inclination to ana-
lyze the data.  Each side needs the other. 

• Developing a psychological profile of a likely attacker is an attractive 
goal.  Because of variation among human motivations, and limitations 
in the knowledge of psychology, such a profile may prove elusive. 
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• Psychology may be more effective at finding positive controls: condi-
tions that make it less likely that an insider will want to harm the or-
ganization. 

• Technical controls to prevent, detect, or deter malicious insider behav-
ior will be difficult to develop.  The insider exploits legitimate access.  
Limiting such access may have a negative effect on nonmalicious em-
ployees’ productivity. 
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Abstract   A study conducted by the U.S. Secret Service and the Carnegie Mellon 
University Software Engineering Institute CERT Program analyzed 150 insider 
cyber crimes across U.S. critical infrastructure sectors.  Follow-up work by CERT 
involved detailed group modeling and analysis of 54 cases of insider IT sabotage 
out of the 150 total cases.  Insider IT sabotage includes incidents in which the in-
sider’s primary goal was to sabotage some aspect of the organization or direct spe-
cific harm toward an individual.  This paper describes seven general observations 
about insider IT sabotage based on our empirical data and study findings.  We de-
scribe a System Dynamics model of the insider IT sabotage problem that elabo-
rates complex interactions in the domain and unintended consequences of organ-
izational policies, practices, technology, and culture on insider behavior.  We de-
scribe the structure of an education and awareness workshop on insider IT sabo-
tage that incorporates the previously mentioned artifacts as well as an interactive 
instructional case. 
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1 Introduction  

Insiders, by virtue of legitimate access to their organizations’ information, sys-
tems, and networks, pose a significant risk to employers.  Employees experiencing 
financial problems have found it easy to use the systems they use at work every-
day to commit fraud.  Other employees, motivated by financial problems, greed, 
revenge, or the wish to impress a new employer, have stolen confidential data, 
proprietary information, or intellectual property from their employers.  Lastly, 
technical employees have used their technical ability to sabotage their employers’ 
systems or networks in revenge for negative work-related events.   

In January 2002, the Carnegie Mellon University Software Engineering Insti-
tute’s CERT Program (CERT) and the United States Secret Service (USSS) Na-
tional Threat Assessment Center (NTAC) started a joint project, the Insider Threat 
Study.2 The study combined NTAC’s expertise in behavioral psychology with 
CERT’s technical security expertise to provide in-depth analysis of approximately 
150 insider incidents that occurred in critical infrastructure sectors in the U.S. be-
tween 1996 and 2002.  Analysis included perusal of case documentation and inter-
views of personnel involved in the incident. 

 Two reports have been published to date as part of the Insider Threat Study.  
One analyzed malicious insider incidents in the banking and finance sector (Ran-
dazzo 2004).  The other analyzed insider attacks across all critical infrastructure 
sectors where the insider’s intent was to harm the organization, an individual, or 
the organization’s data, information system, or network [5].  Two additional re-
ports will be published in the future: one pertaining to the information technology 
and telecommunications sector, and the other geared to the government sector.   

The Insider Threat Study provided the first comprehensive analysis of the in-
sider threat problem.  CERT’s technical security expertise was augmented with 
expertise from several experts in the areas of psychology, sociology, insider threat, 
espionage, cyber crime, and specific domains like the financial industry.  The re-
sults of the study show that to detect insider threats as early as possible or to pre-
vent them altogether, members of management, IT, human resources, security of-
ficers, and others in the organization must understand the psychological, organiza-
tional, and technical aspects of the problem, as well as how to coordinate their ac-
tions over time.   

The CERT project team felt that it was important to further utilize the wealth of 
empirical data from the Insider Threat Study to next concentrate on conveying the 
"big picture" of the insider threat problem - the complex interactions, relative de-
gree of risk, and unintended consequences of policies, practices, technology, in-
sider psychological issues, and organizational culture over time.  Thus, the 
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MERIT project was initiated3.  MERIT stands for the Management and Education 
of the Risk of Insider Threat.  As part of MERIT, we are developing a series of 
models and associated tools that can be used to better communicate the risks of the 
insider threat. 

This paper focuses on insider IT sabotage across the U.S. critical infrastructure 
sectors: insider incidents in which the insider’s primary goal was to sabotage some 
aspect of the organization (e.g., business operations; information or data files; the 
system or network; organizational reputation) or to harm an individual.  Section 2 
describes key concepts for understanding the domain in the context of seven gen-
eral observations about insider IT sabotage based on our empirical work.  Section 
3 presents the System Dynamics model of the insider IT sabotage problem, bring-
ing into sharper focus the concepts previously described, with an emphasis on 
their dynamic interrelationship.  Section 4 identifies leverage points for the possi-
ble mitigation of the insider IT sabotage problem.  Section 5 illustrates the struc-
ture of a workshop about insider IT sabotage that incorporates the previously men-
tioned artifacts.  Section 6 concludes with an assessment of the value of our mod-
elling efforts and a summary of our ongoing and future work in the area.  Addi-
tionally, appendices describe details of the System Dynamics approach we use, an 
instructional case used in our insider threat workshop, and an overview of the 
complete insider IT sabotage model. 

2 General Observations About Insider IT Sabotage 

The cases of insider IT sabotage were among the more technically sophisticated 
attacks examined in the Insider Threat Study and resulted in substantial harm to 
people and organizations.  Forty-nine cases were studied, as described in [5].  
Eighty-six percent of the insiders held technical positions.  Ninety percent of them 
were granted system administrator or privileged system access when hired by the 
organization.  In those cases, 81 percent of the organizations that were attacked 
experienced a negative financial impact as a result of insider activities.  The losses 
ranged from a low of five hundred dollars to a high of “tens of millions of dol-
lars.” Seventy-five percent of the organizations experienced some impact on their 
business operations.  Twenty-eight percent of the organizations experienced a 
negative impact to their reputations. 

The Insider Threat Study focused on analysis of individual components of in-
sider incidents, such as characteristics of the insider, technical details, planning 
and communication before the incident, detection and identification of the insider, 
and consequences of the attack.  The purpose of the MERIT models is to analyze 
the cases in a different way.  Rather than focusing on individual details of the 

                                                           
3 The MERIT project is supported by the Army Research Office through grant number 
DAAD19-02-1-0389 (“Perpetually Available and Secure Information Systems”) to Carnegie 
Mellon University's CyLab.  

20 Insider Attack and Cyber Security 



 

cases, MERIT attempts to identify common patterns in the evolution of the cases 
over time.  Although 49 insider IT sabotage cases were examined for the Insider 
Threat Study, not all of the case files contained enough information for this model-
ing effort.  In the end, 30 IT sabotage cases were selected for use in this project 
based on availability of pertinent information. 

In performing the “big picture” analysis of insider IT sabotage, we identified 
seven general observations about the cases.  We then validated those observations 
against the empirical data from the Insider Threat Study.  We have used the com-
parative case study methodology [12], in our research.  The findings from case 
study comparisons cannot be generalized with any degree of confidence to a larger 
universe of cases of the same class or category.  What this method can provide, 
however, is an understanding of the contextual factors that surround and influence 
the event.  We briefly describe each of those observations below, along with the 
percentage of cases that supports the observation.  Band, et.al.  [2] describes these 
observations in more detail, including their relevance to the problem of espionage. 

Observation 1: Most insiders had personal predispositions that contributed to their 
risk of committing IT sabotage. 

Personal predisposition: a characteristic historically linked to a propensity 
to exhibit malicious insider behavior. 

Personal predispositions explain why some insiders carry out malicious acts, 
while coworkers that are exposed to the same conditions do not act maliciously.  
Personal predispositions can be recognized by certain types of observable charac-
teristics [2]:  

• Serious mental health disorders – Sample observables from cases in-
clude alcohol and drug addiction, panic attacks, physical spouse 
abuse, and seizure disorders. 

• Social skills and decision-making  –  Sample observables from cases 
include bullying and intimidation of coworkers, serious personality 
conflicts, unprofessional behavior, personal hygiene problems, and in-
ability to conform to rules. 

• A history of rule violations – Sample observables from cases include 
arrests, hacking, security violations, harassment complaints, and mis-
use of travel, time, and expenses. 

All of the insiders in the MERIT cases who committed IT sabotage exhibited 
the influence of personal predispositions.   
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Observation 2: Most insiders who committed IT sabotage were disgruntled due to 
unmet expectations.   

Unmet expectation: An unsatisfied assumption by an individual that an 
organization action or event will (or will not) happen, or a condition will (or 
will not) exist. 

All of the insiders in the MERIT cases who committed IT sabotage had unmet 
expectations.  In the Insider Threat Study IT sabotage cases, 57 percent of the in-
siders were perceived as being disgruntled.  Eighty-four percent were motivated 
by revenge, and 92 percent of all of the insiders attacked following a negative 
work-related event such as termination, dispute with a current or former employer, 
demotion, or transfer.   

Unmet expectations observed in cases include insufficient salary/bonus, lack of 
promotion, restriction of online actions, limitations on use of company resources, 
violations of privacy, diminished authority/responsibilities, unfair work require-
ments, and poor coworker relations. 

Observation 3: In most cases stressful events, including organizational sanctions, 
contributed to the likelihood of insider IT sabotage. 

Stressful events: those events that cause concerning behaviors in individuals 
predisposed to malicious acts. 

Ninety seven percent of the insiders in the MERIT cases who committed IT 
sabotage experienced one or more stressful events, including sanctions and other 
negative work-related events, prior to their attack.  The majority of insiders who 
committed IT sabotage in the Insider Threat Study cases attacked after termination 
or suspension from duties. 

Stressful events observed in cases include poor performance evaluations, rep-
rimands for unacceptable behavior, suspension for excessive absenteeism, demo-
tion due to poor performance, restricted responsibilities and Internet access, dis-
agreements about salary or bonuses, lack of severance package, new supervisor 
hired, divorce, and death in family. 

Observation 4: Behavioral precursors were often observable in insider IT sabotage 
cases but ignored by the organization.   

Behavioral precursor: an individual action, event, or condition that involves 
personal or interpersonal behaviors and that precedes and is associated with 
malicious insider activity.   

Ninety seven percent of the insiders in the MERIT cases who committed IT 
sabotage came to the attention of supervisors or coworkers for concerning behav-
ior prior to the attack.  Eighty percent of the insiders who committed IT sabotage 
in the Insider Threat Study exhibited concerning behavior prior to the attack, in-
cluding tardiness, truancy, arguments with coworkers, and poor job performance.   

Behavioral precursors observed in cases include drug use, conflicts with co-
workers, aggressive or violent behavior, inappropriate purchases on company ac-
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counts, mood swings, poor performance, absence or tardiness, sexual harassment, 
deception about qualifications, violations of dress code, and poor hygiene.  Many 
behavioral precursors were direct violations of explicit organizational policies and 
rules. 

Observation 5: In many cases organizations failed to detect technical precursors.   

Technical precursor: an individual action, event, or condition that involves 
computer or electronic media and that precedes and is associated with 
malicious insider activity. 

Eighty seven percent of the insiders in the MERIT cases of insider IT sabotage 
performed technical precursors prior to the attack that were undetected by the or-
ganization.   

Technical precursors observed in cases include downloading and using hacker 
tools, failure to create backups, failure to document systems or software, unauthor-
ized access of customers’ or coworkers’ systems, sharing passwords, demanding 
passwords from coworkers, system access after termination, inappropriate Internet 
access at work, and the setup and use of backdoor accounts. 

Observation 6: Insiders created or used access paths unknown to management to 
set up their attack and conceal their identity or actions.  The majority of insiders 
attacked after termination. 

Access path: a sequence of one or more access points that lead to a critical 
system. 

Seventy five percent of the insiders in the MERIT cases who committed IT 
sabotage created unknown access paths.  In the Insider Threat Study IT sabotage 
cases, 59 percent of the insiders were former employees, 57 percent did not have 
authorized system access at the time of the attack, and 64 percent used remote ac-
cess. 

Many insiders in the cases analyzed used privileged system access to take tech-
nical steps to set up the attack before termination.  For example, insiders created 
backdoor accounts,4 installed and ran password crackers,5 installed remote net-
work administration tools, installed modem access to organization systems, and 
took advantage of ineffective security controls in termination processes.  Many of 
these steps created or allowed the use of access paths unknown to the organiza-
tion. 

Observation 7: Lack of physical and electronic access controls facilitated IT 
sabotage.   

                                                           
4 A backdoor account is an unauthorized account created for gaining access to a system or net-
work known only to the person who created it. 
5 A password cracker is a program used to identify passwords to a computer or network re-
source; used to obtain passwords for other employee accounts. 
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 Electronic access controls: the rules and mechanisms that control electronic 
access to information systems 
Physical access controls: the rules and mechanisms that control physical 
access to premises 

Ninety three percent of the insiders in the MERIT IT sabotage cases exploited 
insufficient access controls.  Access control vulnerabilities observed in cases in-
clude coworker’s computers unattended while logged in, ability to create accounts 
unknown to organization, ability to release code into the production system with-
out checking or knowledge of organization, an imbalance between physical and 
electronic access controls, and insufficient disabling of access at termination. 

3 Model of the Insider IT Sabotage Problem 

The Insider Threat Study investigated cases of actual insider attack.  It therefore 
brought to light how the problem of malicious insider retribution arises and esca-
lates within the organizational context.  This section describes the key elements of 
the insider IT sabotage problem that we saw in a majority of cases.  The patterns 
embodied by the model were not seen in all cases but in a sufficient number of 
cases to raise concern.  In the next section we will describe the measures that an 
organization can take to prevent, detect, and respond to malicious insider actions 
based on our extended group’s experience on the psychology of insiders as well as 
the managerial and technical aspects of organizational and information security.  
In the course of our study, we learned much more about what organizations should 
not do than what they should.  Further research is needed to understand the effec-
tiveness of various countermeasures for the insider threat problem. 

After researching potential methods and tools that could be used for this pur-
pose, System Dynamics was chosen for its strengths in modeling and simulation of 
complex problems [11].  This paper is written for readers who are not familiar 
with System Dynamics modeling.  An explanation of System Dynamics is pro-
vided in Appendix A and will be helpful for understanding the following descrip-
tion.  For those readers who are familiar with System Dynamics, we emphasize 
that we do not use the traditional causal loop diagramming notation in this paper.  
In our experience, the traditional notation using positive and negative signs can be 
confusing to audiences not familiar with System Dynamics; non-technical people 
generally have been intimidated by the notation and technical people often read 
too much into the signs.  In the following presentation, we use a more subtle nota-
tion of dashed arrows for negative influence and solid arrows for positive influ-
ence. 
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3.1 Insider Expectation Escalation 

Employee disgruntlement was a recurring factor in the insider IT sabotage cases, 
predominately due to some unmet expectation by the insider.  For example: 

1. The insider expected certain technical freedoms in his6 use of the or-
ganization’s computer and network systems, such as storing personal 
files, but was reprimanded by management for exercising those free-
doms.   

2. The insider expected to have control over the organization’s computer 
and network system, but that control was revoked or never initially 
granted.   

3. The insider expected a certain financial reward for his work, but bo-
nuses were lower than expected due to the company financial status.   

Fig. 1 represents the escalation of expectation that often leads to insider dis-
gruntlement.  As shown in the lower left side of the figure, the insider’s personal 
predisposition could lead to heightened expectation.  This predisposition differs 
from one person to the next, and influences the rate that expectations rise and fall. 

 The rise of expectations is influenced heavily by the expectation fulfillment.  
Policies and management controls are needed to keep employee expectations in 
check.  As illustrated in reinforcing loop (R1), with lax management controls the 
insider’s expectation grows commensurate with the expectation fulfillment.  As 
expectation grows and is fulfilled, expectation grows even more. 
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Fig.  1: Expectation Escalation 

                                                           
6 Ninety-six percent of the insiders in the Insider Threat Study who committed IT sabotage were 
male. Therefore, male gender is used to describe the generic insider throughout this paper. 

25 The “Big Picture” of Insider IT Sabotage Across U.S. Critical Infrastructures  



Lax management that permits continually increasing employee expectation can 
result in major problems later, especially if the insider is so predisposed.  The trig-
ger for those major problems, which we call the precipitating event, tends to be 
anything that removes or restricts the freedom or recognition to which the insider 
has become accustomed.  For instance, the hiring of a new supervisor who sud-
denly enforces the organization’s acceptable use policy can cause extreme dis-
gruntlement in the employees.  Other precipitating events include the insider being 
passed up for a promotion, sanctions by management, or termination of the in-
sider. 

3.2 Escalation of Disgruntlement 

Often the first sign of disgruntlement is the onset of behavioral precursors, ob-
servable aspects of the insider’s social (non-technical) behavior inside or outside 
the workplace that might be deemed inappropriate or disruptive in some way.  
Some examples of behavioral precursors in the MERIT cases were conflicts with 
coworkers; a sudden pattern of missing work, arriving late, or leaving early; or a 
sudden decline in job performance.   

As shown in Fig. 2a, the degree of disgruntlement influences the insider’s exhi-
bition of behavioral precursors, which can be discovered provided that the organi-
zation has sufficient behavioral monitoring in place.  An organization’s punitive 
response to inappropriate behaviors in the form of sanctions can be technical, such 
as restricting system privileges or right to access the organization’s systems from 
home, or non-technical, such as demotion or formal reprimand.  The intended ef-
fect of sanctions, as shown in the balancing loop B1 of Fig. 2b, is to prevent addi-
tional behavioral precursors.  Feedback loop R2, however, shows that sanctions 
can have unintended consequences such as escalation of disgruntlement.  Whether 
sanctions curb behavioral precursor activity or spur the insider to greater disgrun-
tlement and disruption depends largely on the personal predispositions of the in-
sider. 
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Fig.  2: a) Typical Escalation of Disgruntlement b) Intended Effect of Sanctions 
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3.3 Attack Setup and Concealment 

Given an insider with personal predispositions, unmet expectations can lead to in-
creasing disgruntlement which, if left unchecked, can spur not just behavioral pre-
cursors but technical disruptions and attacks on the organization’s computer and 
network systems.  Prior to the actual attack, there are typically technical precur-
sors - actions by the insider to either set up the attack (for example, installing ma-
licious software programs) or to put in place mechanisms to facilitate a future at-
tack (for example, creation of backdoor accounts - secret, unauthorized accounts 
to be used later for the attack).  These technical precursors could serve as an indi-
cator of a pending attack if detected by the organization. 

Fig. 3 depicts the influence that insider disgruntlement can have on the occur-
rence of technical precursors that could indicate a pending attack.  Some of these 
actions also contribute to the damage potential of the attack.  Examples include 
sabotage of backups and decreases in the redundancy of critical services or soft-
ware.  As shown in loop R3, insiders may also acquire access paths unknown to 
the organization.  This increases the insider’s ability to conceal their activity mak-
ing it more difficult for the organization to discover the precursors.  The feedback 
loop is reinforcing since the ability to hide their actions may embolden the risk-
averse insider to continue, or even increase, their efforts to attack.   
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Fig.  3: Technical Precursors due to Disgruntlement 

The extent to which insiders rely on unknown access paths to set up and exe-
cute their attack depends on their risk tolerance.  Insiders who do not care whether 
they are caught, or insiders acting impulsively (often out of the passion of the 
moment), may use both known and unknown paths in their attack.  Insiders who 
are particularly risk averse may only attack using access paths that are unknown to 
the organization.  Of course, an insider may not know whether the organization is 
aware of a particular access path or not.  Nevertheless, in either case, insiders gen-
erate technical precursors that suggest suspicious activity.  Just as for behavioral 
precursors, the detection of technical precursors depends on having sufficient level 
of technical monitoring in place. 
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3.4 The Trust Trap 

In addition to insider predispositions and behaviors, organizational predispositions 
and behaviors can also influence an organization’s exposure to malicious insider 
acts.  Fig. 4 depicts a trap in which organizations sometimes find themselves.  We 
call this the Trust Trap and have described its role in previous models [1, 2,3].   
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Fig.  4: Trust Trap 

To understand the Trust Trap, we need to distinguish between the actual and 
perceived risk of insider attack.  As shown in the top portion of Fig. 4, actual risk 
depends on the behavioral and technical precursors exhibited by the insider.  The 
risk of insider attack is only perceived by the organization to the extent that they 
discover those precursors, however.   

A key factor in the Trust Trap is the organization’s trust of the insider, as 
shown in loops R4a and R4b.  Clearly, there are good reasons why managers want 
to create a workplace in which individuals can trust each other and there is a good 
trust relationship between the organization and its employees, e.g., to increase mo-
rale and productivity.  However, managers who strive to promote trusting work-
place relationships sometimes shortcut essential behavioral and technical monitor-
ing procedures, or let them erode over time due to competing pressures and priori-
ties.  Lower levels of monitoring lead to undiscovered precursors, resulting in an 
overall lower perceived risk of attack.  This false sense of security reinforces man-
agers’ trust in the individuals working for them.  The cycle continues, with the or-
ganization’s monitoring capability steadily deteriorating until a major compromise 
becomes obvious to all involved. 
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4 Possible Leverage Points for Addressing the Problem 

The intent of the MERIT project is to communicate the severity of the insider 
threat problem and describe it using System Dynamics models based upon empiri-
cal data.  Although our research in CERT has focused on the insider threat prob-
lem, we would be remiss to leave participants with the impression that the organi-
zation is helpless to defend itself against someone from within.  We can propose 
effective countermeasures based on our extended team’s expert opinions in behav-
ioral psychology and information security.7 All levels of management should rec-
ognize and acknowledge the threat posed by insiders and take appropriate steps to 
mitigate malicious attacks.  While it may not be realistic to expect that every at-
tempt at insider IT sabotage will be stopped before damage is inflicted, it is realis-
tic to expect that organizations can build resiliency into their infrastructure and 
business processes to allow them to detect the attacks earlier, thereby minimizing 
the financial and operational impact. 

This section of the report describes potential countermeasures that we believe 
could be effective in mitigating insider IT sabotage, based on expert opinions in 
our analysis of the problem.   

4.1 Early Mitigation Through Expectation Setting 

First of all, managers should recognize the personal predispositions of their em-
ployees and understand the impact they can have on insider threat risk.  Second, 
organizations should attempt to manage the expectations of employees to mini-
mize unmet expectations.  This can be achieved through communication between 
managers and employees (especially in the form of regular employee reviews), 
taking action to address employee dissatisfaction when possible, and consistent 
enforcement of policies for all employees so that individual employees do not 
come to feel that they are above the rules or that the rules are unjustly applied.   

 

                                                           
7 The effectiveness of the countermeasures proposed in this section is not supported in the case 
data since we were rarely able to obtain that kind of data during the coding process. 
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Fig.  5: Early Mitigation through Expectation Setting 

 
Fig. 5 describes the influence expectation setting can have on the insider’s un-

met expectations.  When the expectations of the insider are in line with the organi-
zation’s practices and policies, unmet expectations are not an issue.  However, if a 
precipitating event impacts expectation fulfillment, action by management to reset 
expectations might decrease the level of unmet expectations.  If the organization 
fails to reset expectations, the level of unmet expectations may continue to rise, 
causing disgruntlement on the part of the insider. 

For example, the organization can attempt to lower the level of unmet expecta-
tions regarding system use and job responsibilities by a number of proactive coun-
termeasures: 

• The organization institutes an acceptable use policy, describing the 
employee’s roles and responsibilities when using the organization’s 
information systems.  The policy should be given to each employee as 
part of their orientation to the organization.  As changes to the policy 
occur, employees need to be made aware of the changes and the im-
pact to them.  In addition, the policy should be consistently enforced 
for all employees so that no employees may feel that they are “above 
the rules.” 

• Managers, in conjunction with Human Resources, can clearly define 
job responsibilities for each employee in the organization.  Processes 
such as performance reviews can be used to check and set expecta-
tions periodically.   

4.2 Handling Disgruntlement Through Positive Intervention 

As the organization discovers the behavioral precursors exhibited by the insider, 
they can employ positive intervention strategies to lower the disgruntlement of the 
insider.  While the intent of employee sanctioning may be to reduce undesirable 
behaviors, it may backfire in some cases.  Disgruntlement increases, leading to 
more disruptive behavior.  Fig. 6 describes the influence positive intervention 
strategies might have on the disgruntlement of the insider.  When positive inter-
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vention is used, the disgruntlement might be reduced, eliminating additional be-
havioral precursors, as well as the escalation to technical precursor behaviors (see 
Fig. 3). 

One positive intervention strategy is an Employee Assistance Program (EAP).  
EAPs are sometimes offered by organizations as an employee benefit, to assist 
employees in dealing with personal or work-related issues that may affect job per-
formance, health, and general well-being.  EAPs can include counseling services 
for employees and/or their family members.   
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Fig.  6: Handling Disgruntlement through Positive Intervention 

4.3 Targeted Monitoring 

It is usually not practical for an organization to monitor every behavioral and 
technical action taken by each employee.  However, a reasonable level of proac-
tive logging of online activity across the organization’s network provides data that 
can be monitored or audited for suspicious activity proactively, or targeted to 
monitor people who have raised the suspicions of their managers.  Based on find-
ings from the Insider Threat Study, for example, periodic account audits could be 
effective in detecting backdoor accounts that could be used for malicious insider 
activity.   

Fig. 7 describes the relationship between the perceived risk of an insider attack 
and the amount of technical and behavioral monitoring organizations institute.  As 
the perceived risk of an insider attack increases, due to detection of behavioral or 
technical precursors, the amount of technical and behavioral monitoring should 
also increase.  Enhanced monitoring could lead to discovery of precursor activity, 
enabling the organization to identify individuals at a higher risk for malicious be-
havior and implement more targeted individual monitoring.   

If a manager notices an employee progressing through the pattern of behavior 
described in the above, he might consider an audit of that employee’s online activ-
ity, and, if the actions are extreme enough, perhaps escalate the level of logging of 
that employee’s online activity.  Note that policies should be in place in advance 
of such targeted monitoring; an organization should not perform these actions 
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without consulting with their legal department in advance.  Band et al. [2] identi-
fies specific observable behaviors that should impact an organization’s trust level.  
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Fig.  7: Targeted Monitoring 

4.4 Eliminating Unknown Access Paths 

An organization’s full awareness of access paths available to an insider is critical 
to being able to disable those access paths when needed.  Fig. 8 reflects the rela-
tionship between two variables: Insider access paths unknown to org and Insider 
access paths known to org.  Important relationships between the two variables in-
clude 

• forgetting paths: Management or the IT staff may forget about known 
paths, making them unknown.  The forgetting paths variable repre-
sents the rate at which access paths move from the known to the un-
known category.  For example, a manager might authorize a software 
developer’s request for the system administrator password during a 
time of heavy development.  Therefore, the system administrator 
password is an access path known to the organization at that point in 
time.  If a formal list of employees with access to that password is not 
maintained, the manager could forget that decision over time.  The 
manager may also simply resign from the organization, leaving no 
“organizational memory” of the decision to share the system adminis-
trator password.  In either case, the system administrator password has 
now become an access path unknown to the organization.   

• discovering paths: The discovering paths variable represents the rate 
at which management or the IT staff discover unknown paths, making 
them known.  Access paths can be discovered by monitoring network 
traffic or by computer system account auditing, for example.  Moni-
toring network traffic allows discovering suspicious network traffic 
for further investigation.  Account auditing allows discovering unau-
thorized accounts directly. 
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Insiders can acquire new access paths unknown to the organization (through the 
acquiring unknown paths variable in the figure) by, for example, installing a 
backdoor account or stealing passwords.  Finally, organizations can disable access 
paths that it knows about (through the disabling known paths variable in the fig-
ure) by, for example, removing backdoor accounts or changing shared passwords.  
The critical concept is that an organization may not know about all of the access 
paths each of their employees has to its critical systems.   
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Fig.  8: Access Paths Available to Insider 

Access paths unknown to the organization provide a mechanism that can be 
used by the insider to facilitate a future attack, even following termination.  For 
example, organizations often did not know about (or did not think about) insiders’ 
access to shared accounts like system administrator or database administrator ac-
counts; overlooking such accounts during an insider’s termination process often 
allowed an insider’s attack following termination.  In addition, unknown access 
paths can make it more difficult for the organization to attribute the attack to the 
insider.  If the organization is unaware of the paths that can be used by an insider 
for attacks, the task of protecting itself is significantly more complex.   

Fig. 9 emphasizes the importance of diligent tracking and management of ac-
cess paths into the organization’s system and networks.  As tracking increases, the 
likelihood an organization will forget about the existence of specific access paths 
and who has access to them decreases.  If precursor technical activity is detected, 
unknown access paths can be discovered and disabled, further reducing the num-
ber of unknown access paths available to the insider.  As the number of unknown 
access paths decreases, the ability to conceal malicious activity by the insider de-
creases.  As the ability to conceal decreases, the discovery of technical precursors 
increases.  This makes it more and more difficult for the insider to conceal unau-
thorized or malicious online activity.  Conversely however, if technical precursors 
are not discovered, the insider can accumulate unknown access paths, making it 
easier for him to conceal his actions.   
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Fig.  9: Eliminating Unknown Access Paths 

In the cases we examined, accounts that were secretly created by the insider or 
shared with other coworkers were access paths often used by the insider but un-
known by management.  In addition, lack of tracking led to unknown access paths 
for the insider that were overlooked in the termination process, and later used by 
the insider to attack.  Therefore, an important practice for tracking access paths 
and reducing the occurrence of unknown access paths is ongoing and thorough ac-
count management.  Account management is a complex task, encompassing veri-
fication of new accounts, changes to account authorization levels, tracking who 
has access to shared accounts, and decommissioning of old accounts.  Unfortu-
nately, it takes a significant amount of time and resources for an organization to 
recover from obsolete account management practices.   

4.5 Measures Upon Demotion or Termination 

Termination or demotion was the final precipitating event in many cases we exam-
ined.  It is important that organizations recognize that such precipitating events 
may cause the insider to take technical actions to set up and carry out the attack 
possibly using previously acquired unknown access paths.  A clearly-defined 
process for demotions and terminations in combination with proactive IT best 
practices for detecting unknown access paths and eliminating unauthorized access 
paths can reduce the insider’s ability and/or desire to attack the organization. 

Fig. 10 reflects the steps that the organization can take to mitigate the insider IT 
sabotage risk following demotion and termination.  Prior to the demotion or termi-
nation, the organization should be certain about what access paths are available to 
the insider.  If the insider is to be terminated, the organization must disable all ac-
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cess paths prior to notifying the insider of the action.  It is important to understand 
that if the organization has been lax in tracking and managing access paths, it 
could be too late to confidently demote or terminate an employee without fear of 
retribution.   
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Fig.  10: Measures Upon Demotion or Termination 

When a demotion occurs, the organization should analyze the roles and respon-
sibilities of the new position and update authorization levels and access controls, 
including role-based access.  Some organizations in the cases we analyzed over-
looked the change in privileges, allowing the employee to retain privileges from 
their previous position, giving them access to information beyond that needed for 
their new position. 

Expectation setting during a demotion or termination can be a deterrent against 
future attacks.  The employee should be clearly told what the acceptable use pol-
icy is regarding their new position, what their roles and responsibilities are in their 
new role, what their performance improvement plan is (if one exists), and that fu-
ture monitoring and auditing will be implemented to measure job performance 
against individual and organizational goals and objectives.   

5 A Workshop on Insider IT Sabotage  

Our insider IT sabotage workshop has the following structure: 

• Insider Threat Study overview 
• Interactive discussion of an instructional case of insider IT sabotage 
• General observations from the insider IT sabotage cases  
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• System Dynamics model: problem, prevention, and mitigation 
• Recommendations for countering the threat 

We introduce domain concepts during the Insider Threat Study overview and in 
the interactive instructional case discussion, which is described below.  By the 
time we introduce the model, participants are very familiar with the primitive do-
main concepts.  The model then serves to bring into sharper focus the concepts 
previously described, with an emphasis on the dynamic interrelationship of those 
concepts.  This approach helps ensure that workshop participants are not over-
whelmed with too many new concepts, both modeling and domain, at the same 
time.  The rest of this section provides an overview of our instructional case and 
general observations about insider IT sabotage.  We present this material to illus-
trate how domain concepts are presented prior to presenting the model.8 

5.1 The Instructional Case  

A concrete case example helps to clearly illustrate the relationship between the as-
pects of the insider threat and the effectiveness of various measures to counter the 
threat.  However, the sensitivity of actual Insider Threat Study case data precludes 
the use of actual cases for training.  We, therefore, developed a fictional case sce-
nario that is representative of a preponderance of actual cases of insider IT sabo-
tage from the Insider Threat Study.  The fictional organization is called iAssem-
ble, Inc.9 The full text of the iAssemble case example provided in Appendix B is a 
substantial revision of a previously published version [3] based on specific guide-
lines in the area [9].  Moore et al. [8] provides guidelines for using the instruc-
tional case in a classroom setting.   

We believe that the iAssemble case provides a coherent and well-grounded ba-
sis for training on the important issues relevant to insider IT sabotage and is repre-
sentative in character (but not necessarily detail) of many of the actual cases that 
we have seen.  This fictional case deals with the events surrounding an insider IT 
sabotage case at iAssemble.  Ian was hired during the company startup as a com-
puter specialist and technical assistant to the original founders.  With hard work 
and dedication, he became the sole system administrator at iAssemble, a position 
he held for four years.  He was also responsible for building the software that ran 
the company’s computer systems.  With the increase in sales at iAssemble and its 
focus on making profits and meeting deadlines, iAssemble began hiring new peo-
ple.   

                                                           
8 Anyone interested in attending CERT’s insider threat workshop can contact them at insider-
threat-feedback@cert.org 
9 The iAssemble organization and case example are completely fictional; any resemblance to a 
real organization or insider threat case is unintentional.  
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After being passed over for the new lead system administrator position, Ian be-
gan acting out in the workplace.  In the next few months, Ian’s disruptions to iAs-
semble operations grew to the point that iAssemble managers decided they had no 
choice but to let him go.  On the day he was fired, Ian installed a malicious soft-
ware program, which is generically referred to as a logic bomb, on iAssemble’s 
central server.  The logic bomb, which detonated one week after Ian’s dismissal, 
deleted all of the programs supporting iAssemble’s mission critical processes that 
Ian himself had developed.  The instructional case describes in more detail the 
motive behind the attack, the (non)-technical actions taken by the insider and the 
organization, and the impact of those actions on iAssemble. 

The following four questions are used to focus the workshop participant’s at-
tention on the issues and concepts central to understanding insider IT sabotage.  
They focus on  

• identifying behavioral and technical precursors exhibited by the in-
sider. 

• understanding how Ian’s personal predispositions and unmet expecta-
tions caused an escalation of disgruntlement that was triggered by a 
precipitating event. 

• technical discussions regarding the access paths into the organiza-
tion’s systems that are available to the insider.   

5.1.1 Question 1: Why did Ian attack iAssemble? 

The concepts of unmet expectation and personal predisposition are critical to un-
derstanding why Ian attacked iAssemble.  The root cause of Ian’s disgruntlement 
was his unmet expectation – his expectation for recognition and for control of the 
system.  Ian enjoyed four years at iAssemble in which he had total control over the 
design and evolution of the company’s systems and networks.  During that time, 
his expectation of continued control and prominence within the organization grew 
and became firmly entrenched.  Ian’s personal predispositions exacerbated his 
sense of entitlement.  Personal risk factors included Ian’s arrogant behavior in the 
workplace and his alcohol addiction problem.  Ian was also under great personal 
stress due to family issues, which further amplified his disgruntlement at work. 

5.1.2 Question 2: Why was Ian able to harm iAssemble after firing? 

Discussion about this question typically focuses on how Ian accessed the system.  
Also relevant is the organization’s focus, prior to the attack, almost exclusively on 
the growth of the company with little or no recognition of the risks associated with 
that growth or with Ian’s actions in particular.  Another key question is why iAs-
semble fired Ian before cutting off all access.  This naturally leads to the definition 
of an access path, and the fact that Ian had access paths into the computer net-
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works about which the organization did not know.  For example, Ian was able to 
use his coworker’s account to plant the logic bomb because they had shared pass-
words months earlier.  In addition, the logic bomb itself can be viewed as an (un-
known) access path in that it allows the insider to take action within the organiza-
tion’s network even when all of his direct connections have been severed. 

5.1.3 Question 3: What could iAssemble have done to prevent the attack? 

One focus of this question is to understand the importance of actions or events that 
occurred, or conditions that existed, prior to the insider’s attack.  Precursors may 
be both technical and behavioral in nature.  For example, the sharing of passwords 
between Ian and a coworker facilitated the attack.  The password sharing also 
opened an access path to the insider that the organization did not know about.  In 
this case, the organization may have closed this avenue of attack by 

• prohibiting password sharing by policy, reinforced through periodic 
security awareness training. 

• instituting regular password changes, including administrator or other 
group accounts.   

• requiring all employees to change their passwords when Ian was fired. 

Another focus of this question is to discuss how the organization could have 
used the knowledge of precursors to prevent the insider attack or otherwise miti-
gate the risk of attack.  While some precursors can be prevented with minimal 
cost, others are better detected and responded to on a case-by-case basis.  Behav-
ioral precursors are often one of the first indicators of employee disgruntlement.  
If an organization is successful in identifying these precursors and taking measures 
to address them in a timely fashion, they might be successful in preventing attacks.  
This depends on perceptive management and targeted behavioral monitoring. 

Technical precursors to an attack are even more serious and usually follow but 
may come in parallel with behavioral precursors.  They may, by themselves, cause 
disruption in the organization’s systems.  They often indicate steps taken to set up 
a future attack on the organization’s systems, possibly unbeknownst to the organi-
zation, such as creation of malicious code.  Other technical precursors simply en-
able the insider to conceal his malicious acts.  For instance, insiders often create 
fictitious (backdoor) accounts for their surreptitious entry to the system at a later 
date.  This is an example of an access path that is not known by management.  The 
organization needs to have technical monitoring in place to be able to detect such 
precursors at an early stage and they must take appropriate actions.  While behav-
ioral precursors, by themselves, are indicative of insider threat risk, the combina-
tion of technical and behavioral precursors indicates an even greater risk of insider 
attack. 

38 Insider Attack and Cyber Security 



 

5.1.4 Question 4: What should iAssemble do in the future? 

This question requires that participants take a step back from the details of the par-
ticular scenario to describe what iAssemble should do in the future to ensure that 
the risk of insider IT sabotage is acceptably mitigated.  Effective risk mitigation 
strategies should focus as much on understanding and reducing the impact of pos-
sible attacks as it does on preventing them in the first place.  Organizational focus 
should be on those malicious acts with the largest potential impact to the organiza-
tion. 

Of course, organizations cannot prevent all malicious acts.  They cannot even 
always monitor for all precursors equally.  Difficult decisions must be made, espe-
cially regarding monitoring for technical precursors, due to their associated costs.  
Resources used to audit and monitor technical accounts and activities may divert 
effort from project deliverables.  Comprehensive monitoring of all employees is 
often not cost effective.  Organizations can, however, implement proactive moni-
toring and logging of all staff for a key set of precursors.  When circumstances 
dictate an increased risk, they should engage in more detailed, targeted monitor-
ing. 

There are also difficult questions regarding which measures should be used to 
mitigate risks.  Should the organization use technical measures like restricting ac-
cess to curtail the risk of insider attack? Should it use non-technical measures like 
a warning or reprimand for concerning behaviors? An organization needs to take 
into account the effect of these technical measures on morale and productivity as 
well as risk.  The organization also needs to be aware of access paths available to 
the insider, including indirect access paths like malicious code.   

If choosing non-technical measures to reduce risk, the organization needs to 
consider positive intervention, such as constructive dialogue with employees or 
Employee Assistance Program (EAP) referrals, in addition to punitive techniques, 
such as reprimands or sanctions.  For certain insiders, punitive techniques may in-
crease the insider’s disgruntlement to the point that they have little regard for fu-
ture repercussions.  Excessive or unreasonable monitoring within the workplace 
may make employees feel like they are being watched by “big brother.” Low lev-
els of trust within the workplace can discourage employees, creating an environ-
ment of low morale and low productivity.  Of course different workplace cultures 
accept different levels of monitoring.  Organizational management has to find the 
right balance between providing a trusting workplace environment and managing 
risks associated with insider IT sabotage.   

6 Conclusion 

This paper describes how we have used the empirical data, in combination with 
our library of insider threat cases, to create materials for raising awareness on in-
sider threat and risk mitigation.  We describe our use of System Dynamics model-
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ing to better communicate the nature of the insider IT sabotage problem and po-
tential leverage points for its mitigation.  The MERIT model effectively combines 
psychological and technical findings from the joint CERT/U.S. Secret Service In-
sider Threat Study with other insider threat expertise from participating research-
ers.  MERIT has greatly enhanced our ability to lead facilitated training on the risk 
of insider IT sabotage.  This section describes the value of System Dynamics 
modeling toward our better understanding of the insider IT sabotage problem, and 
the directions for our ongoing and future work. 

6.1 Value of Modeling for Insight  

We found that the System Dynamics approach helped to structure and focus the 
team’s discussion.  This was important since members of the team, by necessity, 
came from the different disciplines of psychology and information security.   

By identifying the primary variables of interest, the influences between these 
variables, and the feedback loops that are so important for understanding complex 
behavior, the team found itself able to communicate much more effectively.  The 
group modeling process enabled the team to step back and consider the “big pic-
ture” at times and focus on individual concepts at other times.  The rigorous nota-
tion helped identify commonalities to simplify the models and prevent misunder-
standings that could have hindered progress otherwise.  In addition, it was im-
mensely valuable for each team member to be able to come away with the models 
that we developed after our group sessions and devote individual thought to each.  
It not only documented our progress but helped us pick up from where we left off 
after a period of downtime and reflection on what we had accomplished.  The 
models also provided a concrete target for validation through mapping to observ-
ables exhibited by the real-world cases. 

Significant methodological and data challenges must be overcome before re-
search on insider activity can be soundly prescriptive for mitigation policies, prac-
tices, and technology.  However, we cannot overestimate the importance of look-
ing at the total context of adverse insider behavior for understanding why these 
events happened and how they might be prevented in the future.  By using the 
System Dynamics approach we attempt to assess the weight and interrelatedness 
of personal, organizational, social, and technical factors as well as the effective-
ness of deterrent measures in the workplace.  Prospective studies of these phe-
nomena will always be challenging because of low base rates.  In the meantime, 
System Dynamics modeling using available empirical data can bridge this meth-
odological gap and translate the best available data into implications for policies, 
practices, and technologies to mitigate insider threat. 
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6.2 Related CERT Research  

Ongoing and future research into insider threat at CERT includes three areas:  

• a broader study of insider threat 
• the development of an insider threat risk diagnostic 
• the development of a training simulation for improved insider threat 

risk education, awareness, and mitigation 

This section summarizes each of these areas of work. 

6.2.1 Broader Study of Insider Threats 

The library of assets produced by the MERIT project provides a collection of tools 
that have been very effective in transitioning our knowledge of insider IT sabotage 
to an international audience of security experts, IT practitioners, all levels of gov-
ernment and business managers, and law enforcement.  Insider threat workshop 
participants appreciate the interactive nature of the initial discussions and the use 
of the model to interrelate important, but complex, insider IT sabotage domain 
concepts.  They have one primary complaint – they need to understand insider 
fraud and theft of confidential or sensitive information in the same depth that the 
workshop provides for insider IT sabotage.  Results of the Insider Threat Study 
show that insider fraud using IT is a significant problem in industry, especially in 
the banking and finance sector [Randazzo 04].  Likewise, theft of information us-
ing IT, including crimes like identity theft and corporate espionage, is a significant 
problem in today’s privacy-conscious and competitive corporate world.  Case data 
collected on these two crimes bolsters this need by showing their significant dif-
ference as compared to IT sabotage crimes, especially in insider motivation, in-
sider characteristics and the technical nature of the malicious activity [4]. 

The primary objective of our broader study is to extend MERIT to include a 
comprehensive pattern analysis and transition mechanism for all types of insider 
threat, including fraud, theft of confidential or sensitive information, and IT sabo-
tage.  Outputs of this project will include a complete package of empirically-based 
insider threat System Dynamics models, as well as a full day insider threat work-
shop that includes in-depth analysis and interactive discussion of the behavioral 
and technical aspects of insider fraud, theft of confidential or sensitive informa-
tion, and IT sabotage.  We expect that participation in the workshop will empower 
corporate and government personnel to develop comprehensive, efficient, and jus-
tifiable defenses to insider threats along with the organizational understanding and 
support needed to maintain a strong security posture over time. 

In addition to looking in detail at insider fraud and theft of information cases, 
we are now collecting and analyzing insider compromises that have occurred since 
2002.  This extends the terms of analysis of the original Insider Threat Study, 
which analyzed insider compromises against U.S. critical infrastructure sectors 
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occurring from 1996 to 2002.  A focus of this broader analysis will be to deter-
mine how the insider threat is evolving as well as to generate a larger dataset on 
which to base findings.  We plan to update our common sense guide to insider 
threat prevention and detection based on the results of this work [4]. 

6.2.2 Insider Threat Risk Diagnostic Instrument  

The objective of this project is to build a comprehensive diagnostic instrument 
which is empirically based on all of our prior insider threat research that can be 
used by organizations to self-assess their insider threat risk, with the ultimate goal 
of improving the resiliency and survivability of the organization.  The insider 
threat risk assessment diagnostic will enable organizations to gain a better under-
standing of current insider threat activity and an enhanced ability to assess and 
manage associated risks.  It will merge technical, organizational, personnel, and 
business security and process issues into a single, actionable framework.  As in 
our past projects, our project team includes psychological and technical expertise.  
The instrument will be structured to encompass all stakeholders in the fight 
against insider threat: management, information technology, human resources, and 
physical security.   

We will build a pilot instrument based on over 200 insider threat cases in the 
CERT case library, and will continue to expand our library with recent cases for 
inclusion in this research.  We welcome collaboration with external organizations 
on this project.  Collaboration opportunities range from review of the instrument 
to confidential sharing of insider case and/or best practice information for inclu-
sion in the instrument.  In return for participation, we will offer those organiza-
tions opportunities to pilot the insider threat risk assessment diagnostic.  Follow-
ing each pilot, we will provide them with a confidential report on the findings of 
the pilot, and suggestions for their improvement.  As with all of our insider threat 
research, all collaborations will remain confidential and no references will ever be 
made to any organizations and/or individuals.   

6.2.3 Training Simulation for Insider Threat  

A project that started in September 2006, called MERIT-Interactive, builds upon 
the MERIT foundation to develop a stand-alone tool that can be used for more ef-
fective widespread training on insider threat risk education, awareness, and miti-
gation.  In collaboration with Carnegie Mellon’s Entertainment Technology Cen-
ter, we used state of the art multi-media technologies to develop a compelling 
training simulation (which we call MERIT-Interactive, or MERITIA for short) that 
immerses players in a realistic business setting from which they first make deci-
sions regarding how to prevent, detect, and respond to insider actions and then see 
the impacts of their decisions in terms of key performance metrics.   

The MERIT-Interactive proof of concept provides  
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• a stand-alone, multi-media training simulation for interactive and 
independent hands-on analysis of the effects of decisions regarding 
policies, practices, and technology on malicious insider activity based 
on the MERIT model for IT sabotage. 

• an effective means to communicate insider threat risks and tradeoffs, 
useful for both technical and non-technical personnel, from system 
administrators to corporate CEOs. 

• the state of the practice information regarding insider threats and 
effective countermeasures. 

We finished the proof of concept and now seek funding to develop a production 
version of the tool.  We believe that MERITIA will ultimately help decision-makers 
better understand risk from insider threat and the role their decisions play in pro-
moting or mitigating that risk.   

Acknowledgments    

CERT would like to thank the Army Research Office and Carnegie Mellon 
University’s CyLab for funding this project.   

CERT would also like to thank the following individuals for their collaboration 
on the MERIT model. 

• Dr.  Eric D.  Shaw - Consulting & Clinical Psychology, Ltd., and a 
visiting scientist at CERT 

• Dr.  Stephen R.  Band - Counterintelligence Field Activity – 
Behavioral Science Directorate 

• Dr.  Lynn F.  Fischer – U.S. Department of Defense Personnel 
Security Research Center 

• Dr.  Elise A.  Weaver – jointly as faculty at Worcester Polytechnic 
Institute and visiting scientist at CERT 

Their expertise and experience in the psychological and social sciences areas have 
enabled a much richer treatment of the insider threat problem than would have 
otherwise been possible.   

CERT also appreciates the work and dedication of the Insider Threat Study 
team members from CERT and the U.S. Secret Service, National Threat Assess-
ment Center; without the study none of our follow-on insider threat research 
would have been possible.   

Finally, Christopher Nguyen - a student at the Information Networking Institute 
of Carnegie Mellon University, Eric Hayes – our CERT technical editor, and the 
anonymous reviewers for the 2007 International Conference of the System Dy-
namics Society provided many comments which improved both the content and 
presentation of this paper. 

 

43 The “Big Picture” of Insider IT Sabotage Across U.S. Critical Infrastructures  



 

References 

[1] Anderson, D.F.; Cappelli, D.M.; Gonzalez, J.J.; Mojtahedzadeh, M.; Moore, A.P.; Rich, E.; 
Sarriegui, J.M.; Shimeall,   T.J.; Stanton, J.M.; Weaver, E.; and Zagonel, A. 2004. Prelimi-
nary System Dynamics Maps of the Insider Cyber-Threat Problem. Proceedings of the 22nd 
International Conference of the System Dynamics Society, July 2004. Available at 
http://www.cert.org/archive/pdf/InsiderThreatSystemDynamics.pdf. 

[2] Band, S.R.; Cappelli, D. M.; Fischer, L.F.; Moore, A. P.; Shaw, E.D.; and Trzeciak, R.F 
2006. “Comparing Insider IT Sabotage and Espionage: A Model-Based Analysis” Software 
Engineering Institute Technical Report CMU/SEI-2006-TR-026, Carnegie Mellon University, 
December 2006. http://www.cert.org/archive/pdf/06tr026.pdf. 

[3] Cappelli, D. M.; Desai, A. G.; Moore, A. P.; Shimeall, T. J.; Weaver, E. A.; and Willke, B. J. 
2006a. “Management and Education of the Risk of Insider Threat (MERIT): Mitigating the 
Risk of Sabotage to Employers’ Information, Systems, or Networks.” Proceedings of the 24th 
International System Dynamics Conference. Nijmegen, Netherlands, July 2006. 
http://www.albany.edu/cpr/sds/conf2006/proceed/proceed.pdf. 

[4] Cappelli, D.M.; Moore, A.P.; Shimeall, T.J.; and Trzeciak, R.J. 2006b. “Common Sense 
Guide to Prevention and Detection of Insider Threats: Version 2.1,” Report of Carnegie Mel-
lon University, CyLab, and the Internet Security Alliance, July 2006 (update of the April 2005 
Version 1.0). http://www.cert.org/archive/pdf/CommonSenseInsiderThreatsV2.1-1-
070118.pdf 

[5] Keeney, M.M.; Kowalski, E.F.; Cappelli, D.M.; Moore, A.P.; Shimeall, T.J.; and Rogers, 
S.N. 2005. Insider Threat Study: Computer System Sabotage in Critical Infrastructure Sec-
tors. Joint SEI and U.S. Secret Service Report, May 2005. Available at 
http://www.cert.org/archive/pdf/insidercross051105.pdf. 

[6] Meadows, D. L.; Behrens, W. W.; Meadows D. H.; Naill, R. F.; Randers, J.; and Zahn,  
E. K. O. 1974. Dynamics of Growth in a Finite World. Cambridge, MA: Wright-Allen Press, 
Inc.. 

[7] Melara, C.; Sarriegui, J.M.; Gonzalez, J.J.; Sawicka, A.; and Cooke, D.L. 2003. A System 
Dynamics Model of an Insider Attack on an Information System. Proceedings of the 21st In-
ternational Conference of the System Dynamics Society July 20-24, New York, NY, USA.  

[8] Moore, A.P.; Joseph, H.G.; Trzeciak, R.F.; Cappelli, D.M. 2007. Instructional Case of Insider 
IT Sabotage: An Instructor’s Manual, in preparation. 

[9] Naumes, W.; and Naumes, M.J. 1999. The Art & Craft of Case Writing. Thousand Oaks, 
California: SAGE Publications. 

[10] Rich, E.; Martinez-Moyano, I.J.; Conrad, S.; Cappelli, D.M.; Moore, A.P.; Shimeall, T.J.; 
Andersen, D.F.; Gonzalez, J.J.; Ellison, R.J.; Lipson, H.F.; Mundie, D.A.; Sarriegui, J.M.; 
Sawicka, A.; Stewart, T.R.; Torres, J.M.; Weaver, E.A.; and Wiik, J. 2005. Simulating Insider 
Cyber-Threat Risks: A Model-Based Case and a Case-Based Model. Proceedings of the 23rd 
International Conference of the System Dynamics Society, July 2005. 

[11] Sterman, J.D. 2000. Business Dynamics: Systems Thinking and Modeling for a Complex 
World. New York, NY: McGraw-Hill. 

[12] Yin, R.K. (2003). Case Study Research. (3 ed.) Thousand Oaks: Sage Publications. 

44 Insider Attack and Cyber Security 



 

Appendix A: System Dynamics Background 

System Dynamics is a method for modeling and analyzing the holistic behavior of 
complex problems as they evolve over time.  System Dynamics has been used to 
gain insight into some of the most challenging strategy questions facing businesses 
and government for several decades.  System Dynamics provides particularly use-
ful insight into difficult management situations in which the best efforts to solve a 
problem actually make it worse.  Examples of these apparently paradoxical effects 
include the following [11]. 

• Low-nicotine cigarettes, supposedly introduced to the benefit of 
smokers’ health, that only result in people smoking more cigarettes 
and taking longer, deeper drags to meet their nicotine needs 

• Levees and dams constructed to control floods that only produce more 
severe flooding by preventing the natural dissipation of excess water 
in flood plains 

The Insider Threat Study found that intuitive solutions to problems with em-
ployees often reduce the problem in the short term but make it much worse in the 
long term.  For example, employee termination might solve an immediate prob-
lem, but it may also lead to long-term problems for the organization if the insider 
has the technical means to attack the system following termination.  System Dy-
namics is a valuable analysis tool for gaining insight into long-term solutions and 
for demonstrating their benefits. 

A powerful tenet of System Dynamics is that the dynamic complexity of prob-
lematic behavior is captured by the underlying feedback structure of that behavior.  
We decompose the causal structure of the problematic behavior into its feedback 
loops to understand which loop is strongest (i.e., which loop’s influence on behav-
ior dominates all others) at particular points through time.  We can then thor-
oughly understand and communicate the nature of the problematic behavior and 
the benefits of alternative mitigations.   

System Dynamics model boundaries are drawn so that all the enterprise ele-
ments necessary to generate and understand problematic behavior are contained 
within them.  This approach encourages the inclusion of soft (as well as hard) fac-
tors in the model, such as policy-related, procedural, administrative, or cultural 
factors.  The exclusion of soft factors in other modeling techniques essentially 
treats their influence as negligible, which is often not the case.  This endogenous 
viewpoint helps show the benefits of mitigations to the problematic behavior that 
are often overlooked, partly due to a narrow focus in resolving problems.   

In this project we rely on System Dynamics as a tool to help understand and 
communicate contributing factors to insider IT sabotage and espionage threats and 
implications for various mitigation strategies and tactics.  It is tempting to use the 
simulation of the model to help predict the effect of mitigation strategies, but what 
is the nature of the types of predictions that System Dynamics facilitates? Dennis 
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Meadows offers a concise answer by categorizing outputs from models as follows 
[6]. 

1. Absolute and precise predictions (Exactly when and where will the 
next cyber attack take place?) 

2. Conditional precise predictions (How much will it cost my organiza-
tion if a cyber-attack occurs?) 

3. Conditional imprecise projections of dynamic behavior modes (If a 
bank mandates background checks for all new employees, will its 
damages from insider fraud be less than they would have been other-
wise?) 

4. Current trends that may influence future behavior (What effect will 
current trends in espionage have on national security in five years?) 

5. Philosophical explorations of the consequences of a set of assump-
tions, without regard for the real-world accuracy or usefulness of those 
assumptions (If a foreign country succeeds in human cloning, how 
would this affect the United State’s risk of espionage?)  

Our models and System Dynamics models, in general, provide information of 
the third sort.  Meadows explains further that “this level of knowledge is less satis-
factory than a perfect, precise prediction would be, but it is still a significant ad-
vance over the level of understanding permitted by current mental models.” 

As described in the main body of this paper, we have modified the System Dy-
namics causal loop diagram notation to be more suitable for the expected partici-
pants of our workshop.  Arrows still represent the pair-wise influence of the vari-
able at the source of the arrow on the variable at the target of the arrow, but their 
look indicates how they should be interpreted: 

• Roughly, a solid arrow indicates a positive influence - that the value of 
the source and target variables moves in the same direction.10 

• Roughly, a dashed arrow indicates a negative influence - that the 
value of the source and target variables moves in the opposite 
direction.11 

As mentioned, dynamically complex problems can often be best understood in 
terms of the feedback loops underlying those problems.  There are two types of 
feedback loops: balancing and reinforcing.   

                                                           
10 More formally, a solid arrow indicates that if the value of the source variable increases, then 
the value of the target variable increases above what it would otherwise have been, all other 
things being equal. And, if the value of the source variable decreases, then the value of the target 
variable decreases below what it would otherwise have been, all other things being equal.  
11 More formally, a dashed arrow indicates that if the value of the source variable increases, then 
the value of the target variable decreases below what it would otherwise have been, all other 
things being equal. And, if the value of the source variable decreases, then the value of the target 
variable increases above what it would otherwise have been, all other things being equal. 
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• Balancing loops (labeled B# in the figures) describe the system 
aspects that oppose change, tending to drive organizational variables 
to some goal state.  In other words, balancing loops tend to move the 
system to an equilibrium state even in the face of change.  The 
behavior of a thermostat is an example of a balancing loop.  It 
continually changes the air flow into a room based on the temperature 
of the room, with the goal of maintaining an equilibrium temperature.   

• Reinforcing loops (labeled R# in the figures) describe the system 
aspects that tend to drive variable values consistently upward or 
consistently downward.  In other words, reinforcing loops can “spiral 
out of control.” A flu epidemic is an example of a reinforcing loop.  It 
spirals out of control as more and more people contract the flu.   

The type of a feedback loop is determined by counting the number of negative 
influences along the path of the loop.  An odd number of negative influences indi-
cates a balancing loop, and an even (or zero) number of negative influences indi-
cates a reinforcing loop. 

System Dynamics models are described as a sequence of feedback loops that 
characterize how the problem unfolds over time.  Each feedback loop describes a 
single aspect of the problem.  Multiple feedback loops interact to capture the com-
plexities of the problem domain. 
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Appendix B: The Insider IT Sabotage Training Case12 

1 Introduction 

Chris, president of the computer systems sales company iAssemble, felt like he 
had just been hit by a Mack truck.   

A partner in the company, Caroline, explained to him that something had just 
wiped out their system configuration and assembly programs.  “And to top it off,” 
she continued, “the only backups were given to Ian before he was fired and we 
haven’t seen them since.  Given the circumstances of Ian’s departure, we suspect 
that he might be responsible.”  

“I just can’t believe that Ian would do something like that,” said Chris.  “He’s 
been with the company since the beginning; he wrote most of those programs him-
self, for crying out loud!” 

Chris paused and looked back at Caroline, “What the heck do we do now?” 

1.1 Background 

iAssemble sold computer systems directly to customers, building each system 
made-to-order and offering competitive prices.  iAssemble had been doing ex-
tremely well and conducted an initial public offering (IPO) in 2001, after which its 
stock doubled.   

Chris started the company in 1997 with his friend Caroline, who is now the 
Chief Technology Officer (CTO).  The company has had success hiring experi-
enced managers and employees since the beginning.   

Ian was among the few employees who had been with iAssemble since its es-
tablishment.  Ian started out as computer specialist and technical assistant to the 
two original founders, Chris and Caroline.  When hired, Ian held certifications in 
personal computer (PC) hardware maintenance and operating system administra-
tion.  Although he did not possess a college degree, with hard work and dedica-
tion, he became the sole system administrator at iAssemble, a position he held for 
four years.  He also built the software that ran the computer system assembly ma-
chinery pretty much from the ground up.  This software was the foundation for 
automating the PC assembly processes that allowed iAssemble’s rapid growth.   

iAssemble grew at an increasing rate.  Recognizing the need for qualified per-
sonnel, Chris and Caroline began to hire experienced system administrators who 
could also function as project managers.  Lance was hired as lead system adminis-

                                                           
12 The iAssemble organization and case example are completely fictional, any unintentional re-
semblance to a real organization or insider threat case is unintentional.  
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trator because of his education and experience, and, James was hired as a junior 
system administrator to share Ian’s growing systems administration workload and 
responsibilities. 

Ian was assigned to mentor James and ensure his smooth assimilation within 
the company.  Ian and James worked on several projects together.  Ian respected 
James’s abilities, finding him to be nearly as technically competent as himself.  
The two of them got along fine, but James began to notice that Ian was becoming 
increasingly short-tempered over a period of several months. 

One day after Ian’s moodiness started annoying him, James decided to find out 
what the problem was.  “Hey, what’s bugging you Ian?” inquired James. 

As if he had been waiting for someone to ask that question, he dumped on 
James.  “James, I can’t take it any longer.  That idiot Lance thinks he knows how 
to run these networks better than me.  I know these systems inside and out.  The 
changes that he is suggesting will bring the network to its knees.  They’ve got me 
on these piddly projects while they are destroying the foundations that I laid for 
iAssemble.” 

“You should be managing these networks, Ian,” suggested James.  “Why didn’t 
they make you lead admin?” 

“I have no idea, but who wants to be pushing papers all day long, anyway” Ian 
interrupted.  “Lance is perfectly suited to that, but he doesn’t know the first thing 
about running these networks.  They simply don’t appreciate what I do around 
here and some day they may just regret it.” 

Ian’s disgruntlement grew and it became obvious in his hostile dealings with 
coworkers.  He even bottlenecked projects on purpose on several occasions, stall-
ing his work to ensure Lance and the team missed project milestones.  Ian received 
a written warning from Caroline after several coworkers formally complained.  
Enraged by this, he had a heated argument with a team member who quit the very 
next day, citing Ian as the reason for his resignation.  Caroline sent Ian a letter of 
final warning that put him on probation for his conduct – any more such problems 
would result in his immediate termination from iAssemble. 

This seemed to resolve the situation, at least for a while.  During the subsequent 
months, iAssemble continued to thrive.  With a whopping 68 percent growth in 
sales over the previous quarter, iAssemble was forced to hire additional people.  
The staff adopted a “do whatever it takes” attitude to their job in order to keep up 
with the demands placed on them due to the growth.  One staffer described it as 
follows:  

“We were one lean coding machine in those days.  We had to be to extend the systems to 
support the company’s amazing growth.  Ian thought of and implemented the idea to 
centralize the core software on a central server to coordinate updates more efficiently.  We 
made vast improvements to the flexibility and sophistication of the assembly programs over a 
very short period of time.  And the extensions worked well with very few glitches.  Of 
course, we had to cut some corners, giving people access when and where they needed it to 
make things happen.  If something did not contribute to extending the systems, it just did not 
seem worth doing.  This was how we were able to accomplish as much as we did.” 
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Unbeknownst to management, during these months Ian was busy developing 
and testing a logic bomb that would delete all of the files on the central server.  He 
did the testing and some of the development on his office desktop machine to 
make sure that it would really work.  He also planted a backdoor account, with 
administrator privileges, on the main machinery server that provided him with un-
constrained access from home just in case he needed it. 

Ian tried to get along with his coworkers, knowing that he would eventually get 
even.  But he viewed most of his coworkers as incompetents; he just could not 
help “letting loose” on them every once in a while.  He had already started looking 
for another job, one where his abilities were recognized and valued, so he felt that 
he would not be around iAssemble much longer. 

1.2 The Final Weeks  

Management decided that they needed to deal with Ian’s lingering performance 
problems.  In a meeting with Chris and Caroline, Lance complained, “Ian is an 
arrogant jerk.  He harasses and bullies his coworkers, treating them like they are 
dirt under his feet.  Larry, the new programmer that we hired a few months ago, 
suspects that Ian is messing with the code that he is developing to make him look 
bad.  Most of the staff walks on eggshells around him.  We’ve got to do 
something.” 

“How big a hole is it going to leave in development and operations if we fire 
him?” asked Chris. 

“Virtually none,” replied Caroline, “with all of our hiring and aggressive train-
ing programs over the past few months, the rest of the staff is well up to speed on 
how things run and the directions that we are going.  Both James and I think that 
we’d be a whole lot better off without him.” 

“OK,” replied Chris, “Caroline, you take care of this yourself.  Make sure to 
coordinate with James to be darned sure you cut off his access before you let Ian 
know.  I feel bad about this – Ian has been with us since the beginning, but he has 
brought this on himself.  So let’s make it happen.  How soon should we do it?” 

“The sooner the better in my book.” said Caroline, “I’ll schedule to meet with 
him this morning.  Lance, you disable his access while I’m meeting with him, and 
I’ll have security escort him from the building after the meeting.” 

Chris’s comment about disabling Ian’s access had left Lance with concerns.  
Security practices at iAssemble had been less than rigorous lately, with the push to 
get the new software out.  But Lance decided not to voice them at the meeting and 
later that day on July 10, 2001, Ian was fired, his access was disabled, and he was 
escorted from the building just as they had planned.  Passwords for all shared ac-
counts, including the system administrator accounts, were changed while Caroline 
was meeting with Ian. 

Unfortunately, iAssemble managers were not aware that James had shared his 
password with Ian months earlier in order to make the development process easier.  
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Ian went home the night he was fired and successfully logged into James’s ac-
count.  He then used his backdoor account on the machinery server to plant the 
logic bomb.  He set it to go off one week later. 

After the logic bomb detonated, Caroline was in Chris’s office explaining that 
their critical software had been wiped out.  Chris was puzzled as to how that was 
possible in light of the monitoring, policies, and security practices in place at iAs-
semble.  After numerous hours of investigation, the system logs were used to trace 
the access of the machinery server to James’s account.  The evidence pointed to 
James as the saboteur.  James claimed that he was not responsible for the deleted 
software and explained that he had given the password to his computer to Ian 
when they worked together.  According to James, it had been such a long time ago 
that it had slipped his mind.   

Management decided to call in law enforcement.  Forensics analysis revealed 
that James’s account was accessed remotely from Ian’s home.  Analysis of Ian’s 
computer showed that he tested the logic bomb four times over a period of three 
months.  When questioned, Ian continued to maintain his innocence, even though 
the evidence against him was substantial.  Investigation into Ian’s background re-
vealed that his father had been suffering from lung cancer over the last year and 
that he had recently lost his driver’s license due to a conviction for driving under 
the influence of alcohol. 

In a meeting with Caroline and Lance, Chris exploded, “We know who did it, 
but how do we recover from something like this? It will take months to recover 
operations even close to what we had.  When this gets out stockholders are going 
to demand a detailed explanation.”  

Slamming his fist on his desk, Chris demanded, “We must not only understand 
how this happened, but why, and make sure it does not happen again!”  
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Appendix C: Model of the Insider IT Sabotage Problem 
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Appendix D: Insider Sabotage Mitigating Measures 
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Data Theft: A Prototypical Insider Threat 

Michael McCormick, CISSP 

Minneapolis, MN 

Abstract  The author is the lead information security architect at one of the United 
States’ largest banks.  In this paper he assesses the threat of confidential data leak-
age, focusing on its most virulent form -- insider data theft attacks.  Technological 
and procedural controls typically found in enterprise environments are reviewed 
and found inadequate.  Additional controls are proposed, and several areas for ad-
ditional technical research are also suggested. 

1 Introduction 

1.1 Data Theft 

Many potential insider threats lurk in a typical enterprise.  Some pertain to the 
physical realm -- and hence fall largely outside the jurisdiction of information or 
“cyber” security -- such as merchandise theft, property destruction, or cash em-
bezzlement.  Those that do fall in the cyber realm generally involve the misuse of 
data or computational assets.  Examples include theft or destruction of valuable 
data records, so-called logic bombs and software back doors, internal denial of 
service, and inappropriate consumption of computer or network resources. 

Many 21st century enterprises find their most valuable assets shifting from 
physical materiel to cyber resources (atoms to electrons).  The banking industry is 
on the forefront of this trend due to the accelerating digitalization of money.  Les-
sons learned by banks combating insider data theft may serve as an early warning 
to other industries that are earlier in the asset virtualization process. 

Of all insider perpetrated cyber attacks, data leakage has emerged in the last 
several years as one that’s growing particularly fast [12], apparently causing the 
most damage (anecdotally), and certainly the one garnering the most sensational 
publicity.  Such publicity in turn acts as a damage multiplier by triggering retalia-
tory behavior among frightened or angry customers, investors, regulators, and oth-
ers who might not otherwise have known about a particular incident.  Breach dis-
closure letters such as those required under California state law [14] act as a simi-
lar damage multiplier. 

Data theft is a prototypical inside attack, in that it has much in common with 
other insider threats.  The perpetrator profile is a common one (as we shall see in 



 

2.3.1).  Effective preventive or detective controls are difficult to define or imple-
ment.  Since no single control is broadly effective, defense in depth is required, 
ideally spanning both technical and administrative controls in holistic fashion.  
Many of those controls turn out to have applicability to insider threats beyond data 
theft, as we shall see.   

1.2 Data Leakage 

Data theft is also interesting because it’s part of a larger insider threat, data leak-
age, which includes accidental or unintentional data loss in addition to malicious 
theft.  Inadvertent data loss is actually more common than theft.  Many insider 
threats come in both malicious and non-malicious varieties, but security staff 
sometime has a natural tendency to focus on the former, and in doing so may miss 
opportunities to neutralize two birds with one stone. 

A “data leak” generally refers to sensitive customer or corporate information 
electronically leaving the enterprise environment either inadvertently or deliber-
ately.  Hence data theft is a malicious subclass of data leak, and most controls that 
prove effective against data leaks can also mitigate data theft (although the con-
verse isn’t necessarily true). 

Through incidents and observed trends over the past year or longer, it has be-
come clear to many enterprises that they are increasingly vulnerable to a serious 
data leak that could damage them financially, legally, and reputationally.  Confi-
dential data is increasingly found in inappropriate places (both inside and outside 
the enterprise that owns it).  Many private sector companies have embarked on en-
terprise data leak prevention (EDLP) programs to deal with this threat.  A market 
of data loss prevention (DLP) technology vendors has sprung into being to profit 
from this development. 

1.3 Risk 

The level of damage inflicted by a data leak can be catastrophic, particularly a 
large-scale deliberate leak motivated by revenge.  Damages come from customer 
attrition (e.g., closed accounts), subsequent fraud and identity theft committed 
with stolen data, shareholder sell-offs and retaliatory votes, lawsuits from inves-
tors or customers or partners, government investigations and penalties, and loss of 
reputation. 

A typical enterprise is vulnerable to a wide variety of possible leaks, ranging 
from programmers or database analysts stealing customer data from production 
systems to sell on the black market, to managers taking sensitive data out of the 
office on a USB memory stick that gets stolen. 
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1.4 Recommendations 

This paper analyzes current controls in place at a typical corporate enterprise, both 
technical and procedural, and finds them inadequate.  We propose using current 
controls more effectively.  We propose adoption of newer security technologies 
including DLP suites, data discovery/classification tools, content filters, database 
and application security measures, and removable media controls.  We also pro-
pose a variety of procedural controls including policies and standards, clearance 
levels, employee and manager training, database best practices, and rigorous au-
dits.  We also propose several areas for long term research.   

2 Status Quo 

2.1 History 

Several trends converged in 2007 leading to wide recognition that a typical or-
ganization needs a unified enterprise strategy to prevent data leaks: 

• Secret Service [1] and CERT [6] both identified an increasing threat 
from inside attackers. 

• PCI [15] auditors expressed concern about potential credit card infor-
mation leak or loss. 

• Regulators in some federally regulated industries expressed concern 
about handling of customer TIN and SSN data. 

• Sensitive enterprise data was found on peer-to-peer public file sharing 
networks [17]. 

• Highly publicized data theft incidents caused enormous damage at 
CardSystems, TJX, Fidelity, and numerous other companies. 

• In the financial services industry, many companies began implement-
ing data leak prevention programs and systems, according to surveys 
conducted by FS-ISAC [10] and FSTC [11]. 

2.2 Risks & Controls 

To understand both the risks and controls, one must consider the three major 
stages of a data theft and what controls are typically available at each stage: 
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Figure 1- Stages of Data Theft 

In Figure 1 we see the three stages of data leak or theft, along with an example 
involving a malicious Oracle DBA, plus some common security controls applied 
at each stage of the leak.   

2.2.1 Attacker Profile 

The fictitious crooked Oracle DBA of Figure 1 is just one possible example 
among many.  However, studies of malicious leak perpetrators have shown a 
common profile.  Typically the leaker is a trusted insider whose privileges and po-
sition of trust create tempting opportunities for data theft.  Often the leaker is a 
disgruntled IT staffer.  According to Carnegie Mellon CERT [7] the attack is often 
carried out after termination, typically using remote or physical access that hasn’t 
been deprovisioned yet, or in some cases logic bombs left behind in the em-
ployer’s environment. 

Telltale behavior often precedes a malicious leak but coworkers either ignore it 
(until 20-20 hindsight after the fact) or don’t report it.  According to Carnegie 
Mellon, 60% of convicted inside attackers had clear behavioral “red flags” [7].  
Usually some stressor in the perpetrator’s work or personal life acts as a trigger.  
Typical workplace triggers include negative performance reviews, missed raises, 
and loss or perks. 

The leaker’s motive is almost always revenge and/or profit.  The money motive 
leads to data theft alone, but the revenge motive can also lead to data destruction. 

The leaker sometimes has an outside partner.  The partner often has organized 
crime ties.  The partner’s role could be to finance or otherwise facilitate the attack.  
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1. Obtain Access 2. Download Data 3. Share Data

Provisioning team creates account 
on production Oracle server for a 
DBA at manager’s request.

DBA runs query to get a file of 
customer names and credit card 
numbers.  Burns it on a CD.

DBA carries CD home, sells data 
on black market.

Example

•Access policy based on “NTK”
•Quarterly certification
•Background checks

•Access via views (not ad hoc SQL)
•Granular access controls
•Audit logs, reports, & alerts
•Granular encryption
•Data scrubbing & masking

•Restrict removable media
•Endpoint data detection
•Perimeter data detection
•Intranet data scanning
•Internet scanning & intel

Possible Controls

 



 

In some cases the partner may simply be the buyer of stolen data after theft is 
complete. 

It must be mentioned here again that not all data leakage is intentional; in fact 
the majority of it is accidental.  Common examples include disposing of records, 
media, or equipment without following proper data destruction procedures.  In 
such cases the leaker obviously does not fit the profile described here.  In most 
such cases the leaker is simply unaware of correct procedures and policies, or may 
have forgotten that the records, media, or computers in question contain confiden-
tial information.  A comprehensive EDLP strategy can mitigate inadvertent leak-
age as well as intentional data theft. 

2.2.2 Damage Potential 

The level of damage inflicted by a data leak can be catastrophic, particularly a 
large-scale deliberate leak motivated by revenge.  Damages come from customer 
attrition (closed accounts), fraud committed using stolen data, identity theft, 
shareholder sell-offs and retaliatory votes, lawsuits from shareholders or custom-
ers or partners, government investigations and penalties, and loss of reputation. 

If breach disclosure letters must be sent to affected customers, these can act as 
a damage multiplier due to negative PR, increased attrition (even customers not di-
rectly affected may close their accounts), cost of free credit reports, etc.  Breach 
disclosure laws modeled after California SB1386 [14] are now going national.  As 
an industry rule of thumb, a data breach costs about $250 per customer notified. 

An example of the damage a large data theft can cause is TJX, which report-
edly lost at least 45 million credit card numbers to unidentified attackers.  In addi-
tion to a storm of bad publicity, TJX faced congressional hearings, FTC investiga-
tion, probes by several State Attorney Generals, lost customers, a class action law-
suit from customers, drop in stock price, lawsuits from shareholders, and lawsuits 
from banks. 

2.2.3 Current Threat 

The primary risk faced at a typical corporate enterprise today is that insiders & 
others with permission to read files or query databases containing customer data 
could copy this data.  The most damaging misuse case would be large-scale inten-
tional data theft.  However the most common case would be copies made with 
good intentions (e.g., for offline use or backup) that fall into the wrong hands once 
outside the controlled environment. 

Detection would only be likely if this inappropriate use is discovered serendipi-
tously, such as a co-worker overhearing the leaker admit to copying customer 
data, or through law enforcement tying evidence of customer account data leakage 
back to the insider.  Stolen customer data has been known to fall in the hands of 
criminals who use it to launch phishing attacks, commit identity theft, or commit 
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other crimes.  An enterprise may only become aware of data theft for the first time 
at this final stage of the attack, when a subsequent crime is committed outside the 
enterprise. 

Example scenarios: 

• DBA runs a query, export or backup which is then copied to remov-
able media and taken off premises. 

• Finance/Compliance analyst runs a report containing detailed cus-
tomer listing which is then copied to removable media, printed, or en-
crypted and emailed. 

• Fraud analyst runs a report containing detailed customer listing which 
is then copied to removable media, printed, or encrypted and emailed. 

• LAN administrator takes copy of detailed customer listing from au-
thorized individual’s LAN or local storage. 

Of course the threat is not limited to customer data.  Employee, patient, or stu-
dent records, information about suppliers or partners, business secrets (e.g., M&A 
plans), and other types of information assets or intellectual property are all valu-
able targets.  However customer information is the most likely target in many pri-
vate sector enterprises because it’s available in large quantities and there is a 
ready-made black market on which it can be sold easily and anonymously. 

2.2.4 Current Technical Controls 

A variety of technologies are widely deployed which are intended to serve as pre-
ventive or detective controls to mitigate data leakage. 

Data protection starts at the source.  Database access controls are generally 
used on production tables with sensitive data, and ideally should restrict access to 
data based on need.  In some cases database views or column based access con-
trols are in place for more granular security.  For some databases a provisioning 
process (possibly automated) ensures users are only granted access with proper 
approval.  However due to complexities in access levels, approvers may not al-
ways understand what access they are approving.  Certifications, attestations, or 
periodic audits should be performed to validate access. 

Database access logging or audit trails are common on production systems with 
sensitive data, but the extent and quality of logging can be inconsistent.  Different 
database platforms provide varying levels of log effectiveness natively.  Even 
when logs are good, they often may not be reviewed or monitored adequately. 

Database encryption is sometimes available (natively or through third-party so-
lutions) but performance and operational concerns have limited its adoption.  Also 
the effectiveness of database encryption to prevent misuse by authorized users is 
reduced if access is permitted via shared application service accounts. 

Developer access to production databases in theory should be severely limited 
or non-existent.  But in practice, segregation of duties within an application team 
between those who perform development and those who perform production sup-
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port or other operational duties (sys admin, DBA, etc.) is sometimes inadequate.  
On a small application team one individual may be required to wear many hats.  
Even on a larger team it is sometimes necessary to grant production access per-
missions to a developer for troubleshooting purposes, if only temporarily. 

Furthermore, sensitive data sometimes migrates from production environments 
into development or quality assurance environments because the quality and quan-
tity of real production data is generally preferable to artificial data for testing pur-
poses.  Data scrubbing tools should be in place to permit programmers or testers to 
perform their work with sanitized data, eliminating the need to provide them live 
production data.  However adoption and deployment of such tools is far from 
ubiquitous, and maturity of these solutions varies by platform. 

Once data leaves a database, the main defense against theft or leaks is tradi-
tional access controls such as operating system file ACLs.  For example, a file ex-
port or report may sit on a desktop hard drive or network file share, but should 
have an access control list (ACL) that prevents anyone besides its rightful owner 
from reading it.  Unfortunately such an ACL usually allows privileged or “root” 
users with OS administrator rights to access the file. 

2.2.5 Current Administrative Controls 

Personnel (HR) rules and procedures for employees include “soft” administrative 
controls intended to prevent confidential data leakage.  Examples include a corpo-
rate customer privacy policy or employee ethics training. 

Background checks in theory could screen out employees pre-disposed toward 
or with a history of careless or malicious behavior.  However, studies have shown 
that one third of convicted inside attackers had prior arrests [4], throwing the effi-
cacy of background checks into doubt. 

Corporate security or privacy policies may attempt to prescribe correct han-
dling of sensitive information.  However policies that aren’t supported by clear 
procedures, training, and tools are generally doomed to be ineffective or disre-
garded. 

Regulations and laws require confidential customer data must be handled with 
care, thus making data leaks a compliance risk as well as a business risk.  For ex-
ample, PCI [15] requires credit and debit card information be tightly controlled, as 
described in data security standards (DSS) rules that are quite detailed and pre-
scriptive.  As of this writing, the State of Minnesota has legislated PCI DSS rules 
into law, and at least four other states including California are poised to follow 
suit.  Other regulations governing customer data privacy include California 
SB1386 [14] and similar state laws governing breach disclosure, HIPAA, FERPA, 
and the Gramm-Leach-Bliley Act (GLBA). 
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2.2.6 Residual Risk 

Administrative or “soft” controls are necessary, and to some extent do prevent ac-
cidental data leaks by educating the “good” employees about what behaviors are 
expected or disallowed with regard to confidential data handling.  However such 
controls do little or nothing to deter intentionally wrongful behavior among the 
“bad” employees.  Therefore their preventive value is inherently limited (not that 
they shouldn’t be improved where possible).  Even among the “good employees” 
their value is limited.  Many data leaks are not malicious, and were not even seen 
as “leaks” by the perpetrator but rather were intended to serve a business purpose 
and reflect only someone’s ignorance of policies, procedures, and risks.  This 
highlights the inherent weakness of unenforced “soft” controls. 

Let us turn to the prevailing “hard” controls, which tend to focus on database 
security.  Their effectiveness is debatable.  More importantly, no matter how 
strong they are, database centric controls largely miss the boat.  Data compromise 
(both accidental and malicious) doesn’t generally occur on the system of origin.  
The leaked data is generally obtained from secondary sources.  Data leaves a data-
base in many ways – exports, extracts, replication, reports, and backups to name 
but a few.  Once it leaves the controlled environment of the source system it is 
much more vulnerable to mishandling or theft. 

There is no “silver bullet” that can eliminate the data leak risk.  Indeed, any 
single control can likely be subverted: 

• Logging controls could be circumvented by hiding access within le-
gitimate access. 

• Data discovery controls could be circumvented by manipulating the 
data to avoid detection (e.g.  split a stolen SSN into multiple unrelated 
fields). 

• Data leakage controls that inspect data at egress points could be cir-
cumvented by encrypting the data or otherwise manipulating it to 
avoid detection. 

• External storage device controls could be circumvented by using other 
means of extracting data such as email or uploading the file to an 
Internet accessible web server via an SSL connection. 

Nonetheless, a multi-pronged enterprise data leak prevention strategy could 
significantly lower the residual risk.  Reducing the number of individuals with ac-
cess to confidential data, reducing the number of data stores containing unmasked 
customer data, knowing where sensitive data is stored and transmitted, and im-
plementing the additional controls proposed in the next section of this paper would 
reduce the risk of employee data theft by limiting the alternative means and pro-
viding detection deterrents.   
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3 Recommendations 

3.1 Technical Controls 

IT or information security staff should evaluate the following technologies, and 
adopt those that meet their requirements and work in the target environment. 

3.1.1 DLP/ILP Suites 

An emerging category of commercial security tools claim to prevent storage or 
transmission of confidential information in ways that violate security or privacy 
policies defined by the enterprise or by regulations (e.g., PCI DSS).  Those which 
are full suites include modules for: 

1. Data in motion – network perimeter taps, email gateway filters, etc. 
2. Data at rest – hosts that scan databases, file shares, web sites, servers, 

etc. 
3. Data in use – endpoint agents that monitor desktops and removable 

media 

A full feature DLP suite can (configurably) take all of the following actions 
when relevant data is encountered: 

1. Report on it 
2. Trigger immediate alert 
3. Destroy it 
4. Relocate it 
5. Block its transmission 
6. Encrypt it 

Considerable work has been done by Burton Group [2], Gartner [3] and Forres-
ter [4] in categorizing and comparing commercial DLP/ILP vendors. 

3.1.2 Discovery / Classification Tools 

Even an enterprise deploying a robust DLP suite may need to supplement it with 
point solutions designed to discover and classify information in very specific 
niches.  There are dark corners of an enterprise where the DLP tool may not be 
able to reach.  For example, commercial products are on the market which special-
ize in filtering email, scanning web sites, or scanning network file shares. 

All these data discovery and classification niche tools need to be carefully as-
sessed and compared to any DLP suite the enterprise chooses.  Some may prove 

61 Data Theft: A Prototypical Insider Threat 



 

redundant and should be retired.  But others will complement (or add defense in 
depth to) the DLP suite and deserve a place in the enterprise toolkit.   

3.1.3 Database Security 

Much of the current technical control set is database centric, and sound data leak 
prevention should certainly start at the source.  But as we saw in 2.2.4, there is 
much room for improvement.  We can improve database security by activating or 
tightening many controls already available natively in many RDBMS platforms. 

A typical enterprise may need to: 

• Promote the use of database views more aggressively to further limit 
access based on need to know.   

• Where possible, ensure consistent deployment of granular (column 
level if available) access controls in the database to reduce insiders’ 
read access to sensitive customer attributes. 

• Where granular access controls aren’t available, keep sensitive data in 
separate tables with stronger access control. 

• Expand use of granular database encryption (native or external) to re-
duce insiders’ visibility to sensitive attributes. 

• Extend data scrubbing to extracts, replication feeds, and file exports to 
minimize instances of sensitive data. 

• Implement database security monitoring solutions or so-called “data 
firewalls”. 

• Prohibit or restrict data extracts with sensitive data. 
• Use data masking to redact sensitive data values in extracts and re-

ports. 
• Where possible, configure audit logs to capture data access related to 

high risk users (i.e.  individuals with direct access to data stores out-
side of applications that already log access). 

• Keep logs on separate servers where administrators cannot access 
them. 

One other thing to consider with regard to database audit logs is integration 
with an enterprise SIM correlation tool.  This could allow more aggressive central-
ized monitoring of security events at the database layer, and correlation with inci-
dents at other layers of the IT infrastructure such as the network. 

3.1.4 Application Entitlements 

By externalizing policy entitlement decisions and/or enforcement points (“PDP” 
and “PEP” in XACML nomenclature) outside of business applications into sys-
tems managed centrally (or at least separately), we enable separation of duties that 
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can thwart data theft and other insider attacks perpetrated by programmers.  While 
most programmers are completely trustworthy, there is always some temptation to 
include “back door” code in software that will grant the developer special privi-
leges or access rights to production data and accounts.  Pulling entitlement deci-
sion or policy enforcement logic out of applications removes the temptation. 

Various commercial products are available, many based on the XACML indus-
try standard, to perform this type of entitlement enforcement outside of applica-
tions [13].  Some can integrate with provisioning systems which will enable cen-
tral (or delegated) administration of application permissions. 

Of course rigorous code reviews, combined with sound source code control and 
configuration management, are another way to mitigate risks from back doors and 
logic bombs.   

3.1.5 Removable Media 

Some enterprises need to tighten control over removable media, as this is a pri-
mary vector for intentional data theft. 

Physical security staff (facility guards) could subject laptops, thumb drives, etc.  
(especially those belonging to privileged individuals authorized to access sensitive 
data) to random searches.  However this would likely prove costly and controver-
sial.  A technological control would be more pragmatic, even if less effective as a 
psychological deterrent. 

Some DLP suites with endpoint agents offer the ability to enforce removable 
media policies on a targeted as well as enterprise wide basis.  However a couple 
other lighter weight options are also available: 

• Port lockdown products that disable USB/CD/floppy ports on selected 
desktops/laptops, 

• Removable media encryption (RME) products that prevent access to 
encrypted thumb drives when plugged into foreign computers. 

3.1.6 Defensive Search 

The final (albeit forensic, not preventive) technical control available after a data 
theft is to find the stolen data in order to stop its further dissemination and/or iden-
tify the thieves or their partners.  Many enterprises do this on a limited basis today 
through simple (manual) defensive use of Google or other search engines.  For ex-
ample, through “BIN googling” a financial institution can search for its bank iden-
tification number (BIN) on credit cards, debit cards, and employee purchase cards.  
This may turn up find leaked or stolen card numbers on web sites, ftp servers, or 
bulletin boards.  Through other intelligence gathering methods one may also find 
traffickers sharing or discussing stolen data on IRC channels and other anonymous 
communication forums. 
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An enterprise must exercise caution in forensic Googling in order not to inad-
vertently leak the very information they’re searching for.  However it is possible 
to use the Google search API [16] to build tools that discreetly search for private 
data without inadvertently leaking it, in a way that automates the process so that 
more data (both quantity and types) can be searched for.  Some regular expression 
matching capabilities are already available in the Google API to facilitate this. 

3.2 Administrative Controls 

Technology alone cannot prevent data leakage.  As part of a comprehensive EDLP 
strategy, a typical enterprise needs to consider changes to policy, procedures, and 
training. 

3.2.1 Policies 

In too many enterprises, policies and procedures regarding sensitive data handling 
are piecemeal at best.  The foundation of any such policy is a data classification 
scheme (e.g., public / confidential / secret / top secret) accompanied by clear 
guidelines and training on how to classify information.  For people or systems au-
thorized to handle sensitive data, procedures must spell out all requirements re-
garding encryption, transmission, backup, disposal, etc.  for each level of data 
classification. 

Policies should also create “Chinese walls” between internal organizations or 
roles to minimize insider data theft opportunities via segregation of duties.  For 
example, a policy stating developers should not have permanent or unsupervised 
access to production environments. 

3.2.2 Worker Clearances 

Once data classifications are clarified (3.2.1) and a DLP suite is deployed (3.1.1), 
one encounters a new problem.  When sensitive data is found on an insider’s desk-
top, how do we know if it’s allowed to be there? This exposes a larger underlying 
problem, which is most enterprises (outside the military sector) have no authorita-
tive roster of insiders who are authorized to handle data that the general employee 
population may not. 

This problem was solved centuries ago in the military, where a system of clear-
ance levels is used to determine an individual’s data access.  For example, an offi-
cer with Top Secret clearance level can access Top Secret classified data.  This 
simple but effective scheme enables security measures ranging from color-coded 
badges to sophisticated counter intelligence programs to be implemented. 
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The military clearance scheme is in effect a simple kind of role based access 
control (RBAC).  A similar scheme could be adopted in a private sector enterprise 
– hopefully without sacrificing an often free-wheeling (and decidedly un-military) 
company culture.  Such trade-offs between security and culture/morale always de-
serve careful consideration. 

3.2.3 Employee Communication & Training 

Every enterprise should periodically (e.g., annually) launch an internal campaign 
to educate workers and managers about protecting customer privacy and about 
handling other types of sensitive information.  Such training also provides an op-
portunity to communicate new policies.   

3.2.4 HR / Management Procedures & Training 

Information security departments can work with human resource departments on 
procedures to recognize disgruntled employees based on red flag behaviors and 
common triggers such as negative performance reviews or pending termination.  
In such cases an organization usually has a legal right to scan their computer, 
search their belongings, ask questions in an exit interview, etc.  Managers and HR 
specialists need to be trained about signs to watch for and actions to take. 

3.2.5 Database Baselines & Best Practices 

Every enterprise using information technology should define best practices for da-
tabase (and application) design to ensure effective means to track authorized user 
data access, including: 

• correct approach to data scrubbing 
• correct use of faceless application IDs 
• correct implementation of access controls 
• more use of database views 
• guidelines for encryption 

3.2.6 System of Record Audits 

Every enterprise using information technology should audit production databases 
containing sensitive data to verify access controls and certification processes are in 
place and that access is based on need-to-know.  The auditors must be properly 
trained, and should report organizationally through a different chain of command 
than the IT staff. 
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3.3 Areas for Further Research 

3.3.1 Honey Token Operations 

So-called honey token or honeypot technologies could be adapted to catch insider 
data thieves in the act of accessing data inappropriately.  In this case the honey 
data looks like valuable confidential information but is booby trapped to trigger a 
silent alarm if improperly accessed or copied.  For example, a document beacon 
can be attached via a macro to a Microsoft Office document which alerts authori-
ties if the document is opened or copied.  A beaconing document containing 
phony credit card numbers could be placed on a server or sent over the network to 
see who tries to steal its contents. 

Whether operations should be undertaken using such techniques within any 
given enterprise is a matter for debate.  There are obvious ethical, personnel, and 
legal issues to consider.  For now this remains an area of research to determine 
technical feasibility. 

3.3.2 Applicant Screening Systems 

One area of proposed research in the banking industry is a national “bad actor da-
tabase” that could be used to better screen job applicants at US financial institu-
tions.  The database could include biometric fingerprint data so applicants can’t 
misidentify themselves using an alias, and so the screening process can be inte-
grated into existing background checks that also use fingerprints.  (US banks gen-
erally take fingerprints from applicants or new hires as part of federally mandated 
background checks.) Any institution could start such a database unilaterally, but 
its full potential can only be realized if it’s shared by multiple companies, all con-
tributing data about criminals, fraudsters, fired employees, etc. 

3.3.3 Behavior Tracking Systems 

While controversial, systems intended to detect anomalous or suspicious employee 
behavior are an important area of research and development.  Some monitor an of-
fice worker’s actions on his/her computer, catching suspicious actions like large 
data downloads or unusual Intranet search strings.  Some use Bluetooth or RFID 
to track an employee’s physical movements around a building or branch.  Some 
might someday even use lie detector style technology to detect when an employee 
is feeling stressed or anxious. 

Some of this research will bear fruit and some won’t.  Those that lead to com-
mercial technologies may or may not ever be used at a given enterprise.  There are 
obvious privacy, personnel, ethical, and legal issues to consider. 
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4 Conclusions 

Nothing less than a multi-pronged holistic EDLP program can effectively reduce 
the risk of a large or embarrassing “data spill” in most modern automated enter-
prises.  There is no one “silver bullet” to prevent data leaks or theft.  Only a de-
fense in depth approach can succeed, assuming it addresses every dimension of the 
problem and every stage of the attack.  In this paper we have proposed a number 
of ways to improve both technical and administrative controls in a typical enter-
prise, as well as several areas for technical research that could lead to new controls 
in the future. 
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Abstract   This paper surveys proposed solutions for the problem of insider attack 
detection appearing in the computer security research literature.  We distinguish 
between masqueraders and traitors as two distinct cases of insider attack.  After 
describing the challenges of this problem and highlighting current approaches and 
techniques pursued by the research community for insider attack detection, we 
suggest directions for future research. 

1 Introduction 

Recent news articles have reported that the cell phones of prominent Greek legis-
lators were found to be bugged [30].  Rogue software was injected into the opera-
tional systems of the Greek cell phone provider, Vodafone Greece, which con-
trolled a tap for incoming and outgoing calls on selected phones.  The phone used 
by the prime minister and other high ranking officials were apparently targeted.  
This act was eventually traced to a malicious insider who had hacked the Voda-
fone system sometime in 2004 and installed the equivalent of a rootkit on an inter-
nal Ericsson phone switch.  The hack was accidentally discovered through a mis-
configuration of a software update a considerable time after the tapping began.  
The rootkit update accidentally conflicted with other system processes and re-
sulted in alarms being set off in the system.  The complexity of the attack could 
only be attributed to someone with intimate knowledge of the Ericsson switch op-
erating software, which was developed for the last 15 years in Greece. 

External threats to the cyber-infrastructure of an organization are constantly 
evolving.  The greatest threat, however, is the problem of insiders who misuse 
their privileges for malicious purposes.  Insider attack has overtaken viruses and 
worm attacks as the most reported security incident according to a report from the 
US Computer Security Institute (CSI) [12].  The annual Computer Crime and Se-
curity Survey for 2007 surveyed 494 security personnel members from US corpo-
rations and government agencies, finding that insider incidents were cited by 59 
percent of respondents, while only 52 percent said they had encountered a conven-
tional virus in the previous year.   

Much research in computer security has focused on the means of preventing 
unauthorized and illegitimate access to systems and information.  Unfortunately, 
the most damaging malicious activity is the result of internal misuse within an or-



 

ganization, perhaps since far less attention has been focused inward.  Despite clas-
sic internal operating system security mechanisms and the literature on formal 
specification of security and access control policies, including Bell-LaPadula and 
the Clark-Wilson models [1, 3], we still have an extensive insider attack problem.  
Indeed in many cases, formal security policies are incomplete and implicit or they 
are purposely ignored in order to get business goals accomplished.  There seems to 
be little technology available to address the insider threat problem.  The state-of-
the-art seems to be still driven by forensics analysis after an attack, rather than 
technologies that prevent, detect, and deter insider attack. 

The inside attacker has been defined in many different contexts with no stan-
dard definition agreed upon by the research community.  How might one then 
think it is possible to make scientific progress if the problem itself is ill-defined? 
Nevertheless, there are many well known examples of insider attacks familiar to 
most people.   

For our purposes in this paper, we define a malicious insider to be two classes 
of malfeasant users; traitors and masqueraders.  A traitor is a legitimate user 
within an organization who has been granted access to systems and information 
resources, but whose actions are counter to policy, and whose goal is to negatively 
affect confidentially, integrity, or availability of some information asset [25, 40].  
The traitor uses his/her legitimate credentials when perpetrating their malicious 
actions, such as in the Greek Vodafone case mentioned above.   

The most familiar example of an insider is a masquerader; an attacker who suc-
ceeds in stealing a legitimate user’s identity and impersonates another user for ma-
licious purposes.  Credit card fraudsters are perhaps the best example of masque-
raders.  Once a bank customer’s commercial identity is stolen (e.g.  their credit 
card or account information), a masquerader presents those credentials for the ma-
licious purpose of using the victim’s credit line to steal money.   

We may distinguish traitors and masqueraders based upon the amount of 
knowledge each has.  A traitor of course has full knowledge of the systems they 
routinely use and likely the security policies in force.  The masquerader may have 
far less knowledge than the traitor.  Furthermore, an insider attack may be due to 
an innocent mistake by a legitimate user.  Hence, insider attack may also be dis-
tinguished by intent of the user’s actions.  Traitors and masqueraders are two sides 
of what we consider to be the insider threat.  The distinction is not entirely satis-
factory.  After all, a disgruntled insider employee may act as a traitor and a mas-
querader after stealing the identity of a coworker.  But for our present purposes, 
the distinction is clear enough to consider the general themes of past research in 
insider attack detection.   

An extensive literature exists reporting on approaches that profile user behavior 
as a means of detecting insider attack, and identity theft in particular.  A traitor is 
presumed to have full knowledge of the internal systems of an organization to 
which they belong.  They use their own credentials and the access granted by 
those credentials to perform their malicious deeds.  A traitor may exhibit normal 
behavior and still perpetrate malicious acts.  Profiling user behavior in this case 
may seem less relevant except for identifying subtle but significant changes in a 
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user’s normal behavior.  A masquerader, on the other hand, has stolen someone’s 
credentials, and is unlikely to know the behavior of their victim.  Thus, even 
though they control the victim’s credentials that grant access to whatever the vic-
tim is authorized to use, the masquerader is likely to perform actions inconsistent 
with the victim’s typical behavior.   

Behavior is not something that can be easily stolen.  Stealing someone’s credit 
card information does not reveal the amount and frequency of what the victim 
typically buys and from whom.  Hence, if one profiles the typical buying patterns 
of a customer (and keeps this historical information secret) an identity thief, a 
masquerader, has a relatively low probability of misusing the stolen quarry in a 
manner consistent with the victim's behavior that will go unnoticed.  Fraudulent 
transactions are thus fairly easy to detect even given proper credentials and credit 
availability.  It is this observation that the credit card companies recognized a cou-
ple of decades ago when designing early fraud warning systems, and this idea has 
largely been the driving theme for much subsequent research on masquerade de-
tection.   

On the other hand, a traitor is presumably behaving normally and hence profil-
ing a user to detect significant change as a means of detecting malicious actions 
may not be the best strategy for detecting this class of insider attack.  The intelli-
gence and military communities are challenged with detecting traitors and have 
devised a host of means of using decoys and trap-based defenses to entice and 
trick users into revealing their nefarious actions.  Far less work has been reported 
in the computer security literature on developing decoy network defenses beyond 
early work on honeypots and general ideas on the use of honeytokens of various 
forms.  The detection of traitors is an area ripe with challenges begging for new 
research.   

In the following sections, we provide a general overview of the literature on the 
insider problem driven primarily by various methods of profiling user actions and 
the systems they use.  Much of the work reports on studies describing various au-
dit sources and algorithms to profile users that are tested on simulated masquerade 
attack data.  Researchers have also distinguished between network-level and host-
level detection systems.  Most of this work is specific to masquerade attack detec-
tion, although some work is reported on trap-based defenses aimed to the traitor 
detection problem using honeypots and honeytokens.  We conclude with a view of 
what we see as the state-of-the-art of the insider attack detection problem, and we 
provide recommendations on future research directions. 
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2 Insider Attacks 

In order to understand how to detect malicious insider actions, we have to under-
stand the many forms of attack that have been reported [29].  For example:  

• Unauthorized extraction, duplication, or exfiltration of data 
• Tampering with data (unauthorized changes of data or records) 
• Destruction and deletion of critical assets 
• Downloading from unauthorized sources or use of pirated software 

which might contain backdoors or malicious code 
• Eavesdropping and packet sniffing 
• Spoofing and impersonating other users 
• Social engineering attacks 
• Misuse of resources for non-business related or unauthorized activities 
• Purposefully installing malicious software  

Each of these actions can be considered malicious, but not every one of them 
may leave an audit trail which can be easily accessed.  Several of these actions do 
leave some trail in some log file which can be linked to the actions of a user after 
the fact.  Hence, when a malfeasance is detected, there is some hope forensics 
could lead to the perpetrator.  Log analysis remains the state-of-the-art in insider 
attack detection, after a breach has been discovered.  Naturally, sophisticated at-
tackers may expend much effort trying to cover their tracks and attacking the log-
ging or auditing sources to remain stealthy.  If an organization is not actively 
monitoring their systems (and users) with sufficient controls preventing tampering 
with monitor logs, an inside attacker will undoubtedly rarely be detected.   

In an insider threat study in the banking and finance sector, Randazzo et al. [31] 
list the characteristics of insider attacks.  Their analysis of validated cases of in-
sider attack indicated that: 

• Most incidents required little technical sophistication 
• Actions were planned 
• Motivation was financial gain 
• Acts were committed while on the job 
• Incidents were usually detected by non-security personnel 
• Incidents were usually detected through manual procedures 

These observations should motivate any organization to field monitoring sys-
tems to have any hope of automatically and reliably detecting, and deterring, in-
sider attack.  We note from this study that most insider attacks on hosts seem to 
occur at the application level and not at the network-level and hence host-based 
monitoring is not a desiderata, it is a requirement. 

When monitoring systems to mitigate the insider threat one can collect audit 
data at either host level activity, network level activity, and or a combination of 
the two.  The main consideration is scalability versus coverage.  Hosts sensors are 
hard to deploy, network sensors are relatively easy to install.  Many of the insider 
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problems do not even touch the network level.  Schultz pointed out that not one 
approach will work but solutions need to be based on multiple sensors to be able 
to find any combination of features to detect insiders [30].  Models to detect in-
sider threats will only be as good as the data collected.   

3 Detecting Insider Attacks  

3.1 Host-based User Profiling 

Understanding the intent of some user action is important to mitigate the insider 
attack problem.  Once an attack has taken place, an investigator needs to recon-
struct the intent of the attacker from the audit source.  This is a slow and manual 
process which cannot be easily generalized to pre-attack analysis.  Rules might be 
able to be crafted to cover known attacks, but sophisticated attackers will find new 
ways and new attack methods to fly under the radar.  In addition, the task of keep-
ing rules or profiles updated to the latest threat is a significant challenge to using a 
host-based protection scheme. 

One approach reported in the literature is to profile users by the commands they 
issue (among the first is [7]).  In the general case of computer user profiling, the 
entire audit source can include information from a variety of sources:  

• Command line calls issued by users 
• System call monitoring for unusual application use/events 
• Database/file access monitoring 
• Organization policy management rules and compliance logs 

The type of analysis used is primarily the modeling of statistical features, such 
as the frequency of events, the duration of events, the co-occurrence of multiple 
events combined through logical operators, and the sequence or transition of 
events.  However, most of this work failed to reveal or clarify the user’s intent 
when issuing commands.  The focus is primarily on accurately detecting change or 
unusual command sequences.  We begin with a survey of a collection of papers 
whose primary focus is command sequence analysis. 

3.1.1 Modeling Unix Shell Commands  

A hybrid high-order Markov chain model was introduced by Ju and Vardi [15].  A 
Markov chain is a discrete-time stochastic process.  The goal of the work is to 
identify a “signature behavior” for a particular user based on the command se-
quences that the user executed.  In order to overcome the high-dimensionality, in-
herent in high-order Markov chains, a “mixture transition distribution” (MTD) ap-
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proach is used to model the transition probabilities.  When the test data contains 
many commands unobserved in the training data, a Markov model is not usable.  
Here, a simple independence model with probabilities estimated from a contin-
gency table of users versus commands may be more appropriate.  The authors 
used a method that automatically toggled between a Markov model and an inde-
pendence model generated from a multinomial random distribution as needed, de-
pending on whether the test data were “usual” (i.e.  the commands have been pre-
viously seen), or “unusual” ( i.e.  Never-Before-Seen Commands or NBSCs).   

Schonlau et al. applied six masquerade detection methods to a data set of 
“truncated” UNIX shell commands for 70 users [7] collected using the UNIX acct 
auditing mechanism.  Each user had 15,000 commands collected over a period of 
time ranging between a few days and several months.  50 users were randomly 
chosen to serve as intrusion targets.  The other 20 users were used as simulated 
masqueraders.  The first 5000 commands for each of the 50 users were left intact 
or “clean”, the next 10,000 commands were randomly injected with 100-
command blocks issued by the 20 masquerade users.  When commands are 
grouped into blocks of 100 commands each, the block is either “clean”, or “dirty”, 
that is all 100 commands were originated by a masquerader.  The complete data 
set and more information about it can be found at http://www.schonlau.net.  The 
objective was to accurately detect the “dirty” blocks and classify them as masque-
rader blocks.  This data set was widely used by several authors that investigated 
different detection methods and has served as the standard benchmark dataset for 
this line of research. 

One detection method explored by Schonlau, called “uniqueness” relies on the 
fact that half of the commands in the training data are unique (i.e used by one user 
only), and many more are unpopular amongst the users ,(i.e used only by a few 
users).  The second method investigated was the Bayes one-step Markov ap-
proach.  It was based on one step transitions from one command to the next.  The 
approach, due to DuMouchel [8], uses a Bayes factor statistic to test the null hy-
pothesis that the observed one-step command transition probabilities were consis-
tent with the historical transition matrix.  The two hypotheses modeled were the 
null hypothesis, which assumed that the observed transitions probabilities stem 
from the historical transition matrix, and the alternative hypothesis which as-
sumed that they were generated from a Dirichlet distribution. 

A hybrid multi-step Markov method similar to the one introduced by Ju and 
Vardi [17] is also used.  The fourth method used, called the compression method, 
was based on the premise that test data appended to historical training data com-
pressed more readily when the test data stemmed from the very same user rather 
than from a masquerader, and was implemented through the UNIX tool “com-
press” which implements a modified Lempel-Ziv algorithm. 

IPAM (Incremental Probabilistic Action Modeling), another method applied 
on the same dataset, and introduced by Davidson and Hirsch [7] was also based 
on one-step command transition probabilities estimated from the training data.  
The probabilities were continuously updated following an exponential decay 
scheme with the arrival of a new command.   
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The sequence-match approach was presented by Lane and Brodley [18].  For 
each new command, a similarity measure is computed between the 10 most  re-
cent commands and a user’s historical profile.  A user’s profile consisted of com-
mand sequences of length 10 that the user had previously used.  The similarity 
measure was a count of the number of matches in a command-by-command com-
parison of 2 command sequences with a greater weight assigned to adjacent 
matches.  This similarity measure was computed for the test data sequence paired 
with each command sequence in the profile.   

Maxion and Townsend applied a naïve Bayes classifier, which had been 
widely used in text classification tasks, to the same data set [22].  Maxion pro-
vided a thorough and detailed investigation of classification errors of the classifier 
in a separate paper [24], highlighting why some masquerade victims were more 
vulnerable than others, and why some masqueraders were more successful than 
others.  Killourhy and Maxion also investigated a shortcoming of the naïve Bayes 
classifier when dealing with NBSCs [16]. 

The semi-global alignment method presented by Coull et al. [5] is a modifica-
tion of the Smith-Waterman local alignment algorithm.  It uses a scoring system 
that rewards the alignment of commands in a test segment, but does not necessar-
ily penalize the misalignment of large portions of the signature of the user. 

Another approach called a self-consistent naïve Bayes classifier is proposed by 
Yung [43] and applied on the same data set.  This method was a combination of 
the naïve Bayes classifier and the EM-algorithm.  The self-consistent naïve Bayes 
classifier is not forced to make a binary decision for each new block of com-
mands, i.e.  a decision whether the block is a masquerader block or not.  Rather, it 
assigns a score that indicates the probability that the block is a masquerader block.  
Moreover, this classifier can change scores of earlier blocks as well as later blocks 
of commands. 

Oka et al. had the intuition that the dynamic behavior of a user appearing in a 
sequence could be captured by correlating not only connected events, but also 
events that were not adjacent to each other, while appearing within a certain dis-
tance (non-connected events).  With that intuition they developed the layered net-
works approach based on the Eigen Co-occurrence Matrix (ECM) [27, 28].  The 
ECM method extracts the causal relationships embedded in sequences of com-
mands, where a co-occurrence means the relationship between every two com-
mands within an interval of sequences of data.  This type of relationship cannot be 
represented by frequency histograms nor through n-grams. 

Table 1 presents the estimated accuracy of the classification methods which are 
all based on a two-class supervised training methodology whereby data is labeled 
as self or non-self.  The Schonlau data used is a mixture of command sequences 
from different users.  The classifiers produced in these studies essentially identify 
a specific user from a set of known users who provided training data.  Further-
more, mixing data from multiple users to train classifiers to detect masqueraders 
is complicated and fraught with problems.  Besides potential privacy threats, re-
quiring the mixture of data from multiple users requires substantial retraining of 
classifiers as users join and leave an organization. 
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Method False Alarms (%) Missing Alarms (%) 

Uniqueness 1.4 60.6 
Bayes one-step Markov 6.7 30.7 

Hybrid multi-step Markov 3.2 50.7 
Compression 5.0 65.8 

Sequence Match 3.7 63.2 
IPAM 2.7 58.9 

Naïve Bayes (Updating) 1.3 38.5 
Naïve Bayes (No Updating) 4.6 33.8 

Semi-Global Alignment 7.7 24.2 
Eigen Co-occurrence Matrix 3.0 28.0 

Naïve Bayes + EM 1.3 25.0 

Table 1. Summary of accuracy performance of Two-Class Based AnomalyDetectors Using the 
Schonlau Data Set 

In a real-word setting it is probably more appropriate to use a one-class, 
anomaly detection-based training approach.  Wang and Stolfo experimented with 
one-class training methods in [24] using a naïve Bayes classifier and a Support 
Vector Machine (SVM) model of user commands to detect masqueraders.  The 
authors have also investigated SVMs using binary features and frequency-based 
features.  The one-class SVM algorithm using binary features was the best per-
forming classifier among four one-class training algorithms that were analyzed.  It 
also performed better than most of the two-class algorithms listed above, except 
the two-class multinomial Naïve Bayes algorithm with updating.  In summary, 
Wang and Stolfo’s experiment confirmed that, for masquerade detection, one-
class training is as effective as two-class training.   

Szymanski and Zhang [38] proposed recursively mining the sequence of 
commands by finding frequent patterns, encoding them with unique symbols, and 
rewriting the sequence using this new coding.  A signature was then generated for 
each user using the first 5000 commands.  The process stopped when no new 
dominant patterns in the transformed input could be discovered.  They used a one-
class SVM classifier for masquerade detection.  Although they presented a 
weighting prediction scheme for author identification, we will limit our focus here 
to the masquerade detection application of their approach.  The authors used an 
individual intrusion detection approach with 4 features (the number of dominant 
patterns in levels 1 and 2, and the number of distinct dominant patterns in levels 1 
and 2), as well as a “communal” intrusion detection approach, where they added 
new features, such as the number of users sharing each dominant pattern in a 
block.  Again, such an approach demands mixing user data and may not be ideal 
or easily implemented in a real-world setting. 

Dash et al [6] created user profiles from groups of commands called se-
quences.  13 temporal features are used to check the consistency of patterns of 
commands within a given temporal sequence.  Probabilities are calculated for 
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movements of commands within a sequence in a predefined reordering between 
commands.  They achieve high accuracy but also high false positive rates on their 
experiments. 

Seo and Cha [33] experimented with combinations of SVM kernels with some 
success.  They managed to increase the accuracy at the expense of somewhat 
higher false positives. 

Tan and Maxion investigated which detector window size would enable the 
best detection results [39].  They uncovered that the best detector window size 
was dependent on the size of the minimal foreign sequence in test data, which is 
not determinable a priori.  A foreign sequence is one that is not contained in the 
alphabet set of the training data, but each of its individual symbols is, whereas a 
minimal foreign sequence is a foreign sequence that contains within it no smaller 
foreign sequences. 

It has been shown that the Schonlau data set was not appropriate for the mas-
querade detection task.  Maxion lists several reasons [24].  First, the data was 
gathered over varied periods for different users (from several days to several 
months), and the number of login sessions varied by user.  Second, the source of 
data is not clear.  We do not know whether the users perform the same jobs or are 
widely spread across different job functions.  Moreover, in acct, the audit mecha-
nism used to collect the data, commands are not logged in the order in which they 
are typed, but rather when the application ends.  Hence the methods applied that 
focus on strict sequence analysis may be faulty.   

In order to alleviate some of the problems encountered with the Schonlau data 
set, Maxion applied naïve Bayes classifier to the Greenberg data set, a user com-
mand data set enriched with flags and arguments in [23].  He compared the per-
formance of the classifier on the Greenberg data set by using enriched commands 
and truncated commands.  The hit rate achieved using the enriched command data 
was more than 15% higher than with the truncated data.  However, the false posi-
tives rate was approximately 21% higher as well.  Nevertheless, when plotting the 
ROC curves for both data sets, the one for enriched data runs above the ROC 
curve for truncated data, showing that a better detection performance can be 
achieved using the user commands enriched with flags and arguments. 

As noted, several types of attributes and statistical features can be used for 
modeling a user’s actions.  Ye et al. studied the attributes of data for intrusion de-
tection [42].  The attributes studied included the occurrence of individual events 
(audit events, system calls, user commands), the frequency of individual events 
(e.g.  number of consecutive password failures), the duration of individual events 
(CPU time of a command, duration of a connection), and combinations of events, 
as well as the frequency histograms or distributions of multiple events, and the se-
quence or transition of events.  The goal was to find out whether the frequency 
property was sufficient for masquerader detection, and if so whether there was a 
single event at a given time sufficient for detecting a masquerader.  Five probabil-
istic techniques were investigated on system call data: a decision tree, Hotelling's 
T2 test, the chi-square test, the multivariate test, and the Markov chain.  The data 
set used was made up of 250 auditable security-relevant events collected by the 
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Solaris Basic Security Module (BSM) and 15 simulated intrusions on the back-
ground of normal activities.  The investigation confirmed the importance of both 
the frequency property, and the ordering property of events.   

3.1.2 User Profiling in Windows Environments 

Less research work has been applied to Windows environments compared to work 
directed for the Unix environment.  Much of the difference lies in the auditing 
methods available on each platform.  Linux apparently has cleaner auditing 
mechanisms (acct, BSM, etc.) whereas Windows has a plethora of system actions 
that can be captured by various monitoring subsystems.   

Shavlik et al. presented a prototype anomaly detection system that creates sta-
tistical profiles of users running Windows 2000 [34].  Their algorithm measures 
more than two-hundred Windows 2000 properties every second, and creates about 
1500 features from the measurements.  The system assigns weights to the 1500 
features in order to accurately characterize the particular behavior of each user – 
each user thus is assigned his or her own set of feature weights as their unique sig-
nature.  Following training, each second all of the features “vote” as to whether or 
not it seems likely that an intrusion has occurred.  The weighted votes “for” and 
“against” an intrusion are compared, and if there is enough evidence, an alarm is 
raised. 

Nguyen, Reiher & Kuenning propose detecting insider threats by monitoring 
system call activity [26].  Instead of building profiles on system call traces, they 
analyze relationships between users and files, users and processes, and processes 
and files.  They build user-oriented models as well as process-oriented models us-
ing file system and process-related system calls exploiting the regularity in the 
patterns of file accesses and process-calling by programs and users.  They focus 
on building a Buffer-overflow Detection System (BDS), which is able to detect 
buffer overflows in many cases, but only if they occur in a set of programs that 
have a fixed list of children, i.e.  only 92% of programs.  The authors’ approach, 
as they point out, was not suitable for detecting malicious insider activity on lap-
tops, because the traces collected on laptops are very dynamic and users do not 
have a fixed pattern of working time which could be used to define an adequate 
time window for analysis. 

Jha et al. present a statistical anomaly detection algorithm that has the potential 
of handling mixtures of traces from several users (this will occur when several us-
ers are colluding) by using mixtures of Markov chains.  The technique which has 
an unobserved or hidden component can be compared to Hidden Markov Models 
(HMMs).  The training algorithm for HMMs runs in time O(n*m2)), where n is the 
number of states in the HMM and m is the size of the trace, whereas, the training 
time for Markov chains is O(m).  So the authors’ approach was less computation-
ally-expensive than HMMs. 

Li and Manikopoulos [20] explored modeling user profiles with SVMs using a 
audit data from a Windows environment gathered over a year.  They model the se-
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quence of windows and processes over time in a manner similar to what a process 
sensor would see.  They simulate attack data by mixing data between legitimate 
user sessions.  They reported some success at modeling the user profiles, but suf-
fer with high false positive rates.   

In most of the approaches surveyed above, either user command data or system 
calls data were used.  User command data fail to capture window behavior and do 
not include commands executed inside a script, whereas system call data are not 
particularly human-readable, nor easily attributed to direct user action.  On the 
other hand, process table data includes window behavior and anything running in a 
script, and can be easily interpreted when read by a human.  Moreover, window 
tracing provides information at a level of granularity somewhere between the lev-
els of a command line and a system call, while most of the system noise can be fil-
tered out (a formidable challenge when tracing Windows), which makes it a good 
candidate for user profiling. 

Goldring collected user data consisting of successive window titles with proc-
ess information (from the process table) for a group of users over 2 years [11].  
The combination of data sources allowed use of the process tree structure to filter 
out system noise.  However it complicated the feature selection task.  The system 
reduces the stream of data to a single feature vector that consists of a mixture of 
different feature types per session.  A record is generated each time a new window 
is opened including information about the window title, and all contents in a win-
dow title’s bar (a wealth of new information, e.g.  subject lines of emails, names of 
web pages, files and directories).  Besides that, the window’s process and parent 
process ID’s are saved.  The window titles’ data allows one to distinguish between 
the operating system’s programs such as Control Panel and find Files, which 
would not be distinguishable from inspecting the process table alone.  Goldring 
reported no performance results, but rather presented a proof-of-concept system.  
Even if detailed accuracy results were reported, the datasets used bear little resem-
blance to other data used by researchers.  This highlights another important meth-
odological weakness of this line of research where a paucity of data makes it diffi-
cult to know whether advances have been made.   

3.1.3 User Profiling in Web Environments 

There is a vast literature on data mining methods applied to web user “click” data 
for marketing analytics that goes well beyond the scope of this paper.  However, 
some work has been done focusing on web profiling for security problems.  Kim, 
Cho, Seo, Lee, and Cha studied the problem of masquerade detection in a web en-
vironment.  They focused on “anomalous web requests generated by insiders who 
attempted to violate existing security policies given by the specific organization” 
[17].  They applied SVMs to web server logs and used two different kernels: Ti-
nySVM (an implementation of SVM for pattern recognition) and the Radial Basis 
Function (RBF) kernel.  Only simple features were used, i.e.  neither session fea-
tures, nor temporal features were included.  Simple features are those related to a 
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single web sever request such as the IP address, the hour of the day, the HTTP 
method (get, post, put, delete, options, head, and trace), the requested page ID, the 
request status code, the number of transferred bytes, etc.  The results showed that 
SVMs achieved near-perfect classification rates using simple features only.  How-
ever, the method used did not handle concept drift well, and failed to generalize 
the model for two users due to changes in user behavior. 

3.1.4 Program Profiling Approaches 

Besides user issued commands, inside attackers may inject programs or infect host 
systems causing changes in underlying system configurations and program behav-
iors.  Hence, approaches to profiling environments and program executions may 
have relevance to the insider attack detection problem.  Much work in this area is 
devoted to detection of code injection attacks, too broad a topic to describe here.  
A few characteristic works are described in the following.   

Forrest et al. proposed a real-time on-line anomaly detection system [8] that 
mimicked the mechanisms used by the natural immune systems.  This is done by 
monitoring system calls of running privileged processes (profiles were built using 
normal runs of such programs).  The modeling is limited to privileged root proc-
esses since they have more access to computer resources than user processes, and 
they have a limited range of behavior that is quite stable and predictable.  A sepa-
rate database of normal behavior is built for each privileged process.  The database 
was specific to a particular architecture, software version and configuration, local 
administrative policies, and usage patterns, providing a unique definition of “self”. 

 The underlying assumptions are that the sequences of system calls executed 
by a program are locally consistent during normal operation, and that if a security 
hole in a program is exploited, then abnormal sequences of system calls will oc-
cur.  A number of experiments were performed using the normal traces of the 
sendmail and lpr processes as examples.  The results obtained showed that the be-
havior of different processes was easily distinguishable using the sequence infor-
mation alone for these two system programs.  Several attacks on the sendmail 
process were tested, such as the sunsendmailcp script, the syslog attack, the lprcp 
attack script, the decode attack, and the lpr attack.  Other sources of anomalous 
behavior tested included unsuccessful intrusion attempts, such as remote attack 
scripts, called sm565a and sm5x, and error conditions.  The results have shown 
that short sequences of system calls could indeed define a unique and stable signa-
ture, which allows for the detection of common sources of anomalous behavior. 

 The method proposed is computationally efficient and has very low storage 
requirements.  Many aspects of process behavior are ignored (e.g.  parameter val-
ues passed to system calls, timing information, and instruction sequences between 
system calls).  Although the approach could enable the detection of several scenar-
ios, such as when a program moves to an unusual error state during an attempted 
break-in, when an intruder replaces code inside a running program, and when new 
processes are forked., it would not detect race conditions or masqueraders using 
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another user’s account.  This work led to a number of derivative ideas explored by 
the computer security community.   

Stolfo et al. [37] present the modeling of accesses to the Windows Registry by 
exploiting regularity in process accesses to the Windows registry.  Malicious code 
often misuses Registry keys in various ways that are detectable as anomalous que-
ries.  They introduced a general purpose anomaly detection algorithm, the Prob-
abilistic Anomaly Detection (PAD) algorithm, that assumes anomalies are statisti-
cal outliers and hence are a minority of the training data.  PAD was applied to 
model Registry queries and was compared with the One-Class Support Vector 
Machine (OCSVM) algorithm using several different kernels.  PAD showed better 
performance, both in accuracy, and in computational complexity, achieving a 
100% detection rate of anomalies with a 5% false positives rate for the particular 
test sets available for the study. 

3.2 Network-Based Sensors 

3.2.1 Network Observable User Actions 

ARDA (recently renamed IARPA) sponsored a Cyber Indications and Warning 
workshop dealing with the insider threat.  One of the lessons learned was that in 
many cases insider threats have authorization to access information but may ac-
cess information they do not have a “need to know”.  When an insider accesses in-
formation that they do not need to know, one may have good evidence of an in-
sider attack.  A system for detecting insiders who violate need-to-know, called 
ELICIT, was developed by Maloof and Stephens [21].  The focus of their work 
was on detecting activities, such as searching, browsing, downloading, and print-
ing, by monitoring the use of sensitive search terms, printing to a non-local 
printer, anomalous browsing activity, and retrieving documents outside of one’s 
social network.  Five malicious insider scenarios were tested, that represented 
need-to-know violations.  Contextual information about the user identity, past ac-
tivity, and the activity of peers in the organization or in a social network were in-
corporated when building the models.  HTTP, SMB, SMTP, and FTP traffic was 
collected from within a corporate intranet network for over 13 months, but no in-
bound or outbound traffic was gathered.  In order to identify the information 
deemed outside the scope of an insider’s duties, a social network was computed 
for each insider based on the people in their department, whom they e-mailed, and 
with whom they worked on projects.  A Bayesian network for ranking the insider 
threats was developed using 76 detectors.  Subject-matter experts defined the 
thresholds for these detectors, at which an alarm is set.  A single threat score is 
computed for each user based on the alerts from these detectors.   

Identifying specific users from observable network events consumed consider-
able effort.  Event attribution proved to be a major challenge: 83% of events ini-
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tially had no attribution, and 28.6% of them remained un-attributed, even after the 
use of two off-line methods to determine the originator of a particular event.  The 
evaluation of the system used scenarios that were executed over a short period of 
time, less than one day.  However, attacks by insiders who violate need-to-know 
usually occur over days, months, and even decades, such as in the case of Robert 
Hanssen.  Therefore, it is important to evaluate the ELICIT system using other 
scenarios that occur over longer periods of time.  In any event, although interest-
ing, the focus of this system is limited to environments and organizations that have 
a formal policy restricting access to information on a need-to-know-basis.  It is 
rare that such controls are easily discernible in most organizations.   

3.2.2 Honeypots 

Honeypots are information system resources designed to attract malicious users.  
Honeypots have been widely deployed in De-Militarized Zones (DMZ) to trap at-
tempts by external attackers to penetrate an organization’s network.  Their typical 
use is for early warning and slowing down or stopping automated attacks from ex-
ternal sources, and for capturing new exploits and gathering information on new 
threats emerging from outside the organization.  These trap-based defenses are 
also useful for the insider threat.   

Spitzner presented several ways to adapt the use of honeypots to the insider at-
tack detection problem [36].  Since insiders probably know what information they 
are after, and in many cases, where that information is to be found, and possibly 
how to access it, he recommends implanting honeytokens with perceived value in 
the network or in the intranet search engine.  A honeytoken is “information that 
the user is not authorized to have or information that is inappropriate” [36].  This 
information can then direct the insider to the more advanced honeypot that can be 
used to discern whether the insider intention was malicious or not, a decision that 
may be determined by inspecting the insider’s interaction with the honeypot.  In 
order to reach such interaction that will be used to gather information, it is impor-
tant to ensure that the honeypot looks realistic to the insider.  Humans have a keen 
sense of suspicion, and hence the grand challenge for honeypots or any trap-based 
defense is believability, while preventing poisoning of operational systems.   

Honeypots suffer from some shortcomings.  First, the inside attacker may not 
ever use or interact with the honeypot or honeytoken, especially if their identity is 
known or discovered by the insider.  Moreover, if an attacker discovers a honey-
pot, he/she can possibly inject bogus or false information to complicate detection.   

3.3 Integrated Approaches 

Among the first integrated systems devised for the malicious insider detection 
problem was the one presented by Maybury et al. in [25].  The integrated system 
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used honeypots, network-level sensors for traffic profiling to monitor scanning, 
downloads, and inside connections, and Structured Analysis, a real-time and top-
down structural analysis that uses the models of insiders and pre-attack indicators 
to infer the malicious intent of an insider.  Moreover, several data sources were 
used in addition to auditing of cyber assets.  Physical security logs, such as em-
ployee badge readers, were also integrated to keep track of the location of a user.  
The program funding this effort apparently ended prematurely.  Insufficient test 
and evaluations were performed on an approach that seemed quite promising.   

3.4 Summary 

By way of summary, the papers surveyed report the use of heterogeneous audit 
sources.  Most user profiling techniques designed for use in the Unix or Linux en-
vironment used the Schonlau data set, a data set made up of truncated sequences 
of user commands.  We have surveyed all two-class based methods and the few 
one-class based methods applied to this data set.  Other approaches using other 
data sets, such as the Greenberg data set that includes command flags and argu-
ments, were presented.  User commands in Unix and Linux environments are eas-
ily captured in and are directly observable user actions.  The Schonlau datasets 
serve as a general benchmark dataset and hence most of the literature has been fo-
cused on masquerade detection using Unix commands. 

In the Windows operating system environment, a variety of audit sources 
can be exploited.  The range of data available inclues system calls, registry ac-
cesses [37] which occur when users execute applications, and a combination of 
process and windows data (window title, how long a window has been open, etc.).   

On the network level, the observables are more distant from a distinct user.  
Attributing of a network level event to a distinct user is a hard.  Detecting masque-
raders from network level data alone remains a challenge.  However network level 
events are valuable in detecting malicious or unusual activities such as massive 
downloading of information that the insider does not have a need to know, or the 
dissemination of information outside the organization's network.   

In the reports appearing in the research literature it appears that the data used 
for training is real data acquired from real sources.  However, for testing of pro-
posed detection methods, most authors had to resort to simulated attacks.  For in-
stance, Maloof and Stephens asked a red team to perform some attacks based on 
pre-defined scenarios, and Schonlau used normal user data injected into a different 
user’s data set to serve as a simulated masquerade data.  That is hardly a real mas-
querade attack.   

The approaches used also depend on the type of insider problem tackled.  
For masquerade detection the approach of choice was host-based user profiling, 
whereas for traitor detection other approaches, such as host-based program profil-
ing using systems calls or registry access data, were used to detect the malicious 
activity on a system.  Network-level sensors were used for traitor detection by 
Maybury et al. and by Maloof and Stephens, whose approach seems promising for 
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the detection of need-to-know violations.  There have been a limited number of 
reports on trap-based, or honeypot-based, detection methods for the insider prob-
lem.   

Of particular note is the difficulty of comparatively evaluating competing 
methods and approaches.  This is primarily due to the lack of a uniform test data 
with known ground truth.  Although, the Schonlau data set has been widely used 
by many authors, it has been shown that it is far from being suitable for an objec-
tive evaluation of the insider attack detection algorithms.   

Table 2 represents a general summary of specific audit sources used by re-
searchers to detect masqueraders or traitors gleaned from the surveyed research 
papers.  Each cell of the table represents our opinion about how well a specific ap-
proach may be suitable as an audit source to detect masqueraders or traitors, ex-
pressed on a simple scale from Low to High.  For example, researchers conjecture 
that a masquerader is more likely to trigger anomaly behavior models by execut-
ing commands that are unusual for the victim whose credentials they have stolen.  
Consequently, it is assumed that user command auditing has a high chance of suc-
cessfully detecting masqueraders.  That assumption has driven a considerable 
amount of research activity as described in section 3.  Network-level audit sources 
are assumed helpful in detecting violations of “need to know” policies, such as ex-
filtration of data and hence have a high chance of successfully identifying traitors.  
Honeypots and related decoy technologies are proposed as suitable technologies 
for traitor detection, as well as masquerader detection.  Alternatively, it is unclear 
how well an insider attack may be detected from Unix System Call anomalies, and 
hence we rate the utility of this audit source as low.  We are unaware of any for-
mal study of each audit source validating or refuting these assumptions.  This table 
may serve as a guide for future research in monitoring technologies for insider at-
tack detection. 
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 Masquerader  Internal Traitor 
Two-Class Classifiers:  
Unix Command Se-
quences 

High – Unfamiliar with 
local environment and 
user behavior 

Medium – Can possibly 
mimic another normal 
user or train the classi-
fier 

One-Class: 
Unix Command se-
quences 

High – Unfamiliar with 
local environment and 
user behavior 

Medium – Can possibly 
mimic another normal 
user or train the classi-
fier 

Unix Audit Events Medium – Given proper 
credentials and might 
not trigger alerts 

Low – Application level 
malicious acts may not 
manifest as unusual 
events 

Unix System Calls Medium – Might not 
violate system call pro-
file 

Low – Application level 
malicious acts may not 
manifest as unusual 
events 

Window Usage Events Medium – Given proper 
credentials and might 
not trigger alerts 

Low – Application level 
malicious acts may not 
manifest as unusual 
events 

Windows Registry ac-
cess 

Medium – unless mali-
cious programs access 
Registry 

Medium – unless mali-
cious programs access 
Registry 

Network Activity Audit Medium – If attack uses 
network and attribution 
is possible 

High – If attack uses 
network  and attribution 
is possible 

Honeypots and Decoy 
Technologies 

High – Unfamiliar with 
local information and 
likely to interact with 
honeypot 

Medium – Unlikely to 
interact if aware of the 
location of honeypots 

Table 2. Summary of Insider Approaches and Suitability of Audit Mechanisms. 

4 Future Research Directions 

User profiling as a means of identifying abnormal user behavior is well estab-
lished as a primary methodology for masquerader attack detection.  As we have 
noted, a masquerader impersonates another persona and it is unlikely the victim’s 
behavior will be easily mimicked.  Hence, abnormal behavior is a good indicator 
of a potential masquerade attack as a consequence of identity theft.  User profiling 
may also be useful in detecting a traitor, if subtle but significant changes in a 
user’s behavior indicate a malicious activity.  We believe that it will be important 
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to derive user profile models that reveal user intent in order to hone in on insider 
actions that are suspicious and likely malicious.  It may not be enough to know of 
a malicious act merely from knowing that a user has issued an abnormal command 
sequence unless that sequence could violate a security policy.  For example, we 
conjecture that modeling a user’s search behavior may be one way of capturing a 
user’s intent to seek information for malicious purposes, something that a masque-
rader, and possibly a traitor, is likely to do early in their attack behavior.  Too 
much searching, or searching in abnormal directories or locations, seems more 
than odd, it may seem sinister in intent.   

A major challenge of insider attack detection research is the lack of real data in 
order to study and measure general solutions and models.  It is hard, if not impos-
sible, to collect data from normal users in many different environments.  It is es-
pecially hard to acquire real data from a masquerader or traitor while performing 
their malicious actions.  It is hard to obtain real intrusions for ground truth test and 
evaluation for a number of reasons: 

• Researchers generally do not have direct access to real attacks 
• Attacks may be undetected and thus unavailable for study 
• Organizations do not admit that they were attacked and hence shy 

away from cooperating with researchers 
• Attacks might be mistaken for incompetence 

Even if such data were available, it is more likely to be out of reach and con-
trolled under the rules of evidence, rather than being a source of valuable informa-
tion for research purposes.  Because of the scarcity of real data, Chinchani et al. 
created RACOON [2], a system for generating user command data for anomaly 
detection from customizable templates representing particular user profiles.  How-
ever, the system is likely to suffer from the same shortcomings of most simulated 
data.  Even though noise is introduced into the simulated data, that noise still fol-
lowed a predictable distribution and is unlikely to follow a real empirical distribu-
tion from a particular real world setting.   

Given these challenges, devising capture the flag exercises to generate insider 
attack datasets that are realistic in nature may provide a means of advancing the 
state-of-the-art in understanding and solving the insider threat.   

It is generally unknown what types of audit sources are most discriminatory to 
reliably detect insider malicious behavior.  Moreover, it is not obvious what 
amount of data is needed for modeling, nor how long the training or data collec-
tion period should be. 

We posit that malicious insider actions on computer systems are likely to occur 
at the application level.  For instance, a customer service employee in a call center 
may access more customer records on one particular day than he/she typically ac-
cesses on other days, possibly to commit a crime to sell confidential information.  
Detecting such unusual events can only occur at the business application level, and 
application-level knowledge is needed to understand the user’s intent and confirm 
whether the intent of user actions is possibly malicious.  This may be detectable 
using host-based sensors and audit sources, and possibly through network-based 
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sensors if the application is accessed remotely and the content flow on the network 
were exposed for analysis. 

The most vexing problem for researchers is to devise detection methods that 
accurately distinguish between the cases where an insider attack is verified with 
high confidence versus cases where an insider attack is inferred from partial 
knowledge of possibly suspicious actions.  Distinguishing false positives from true 
positives in the presence of uncertainty is particularly challenging when people’s 
reputations are at stake.  Hence, we also believe that any technologies developed 
to detect insider attack have to include strong privacy-preserving guarantees to 
avoid making false claims that could harm the reputation of individuals whenever 
errors occur.   

Another important topic for research is the investigation of alternative mitiga-
tion strategies.  For instance, how does a monitoring or detection system challenge 
a user when the system detects what it believes are malicious activities? How 
might a system alert a supervisor of a possible attack without disclosing an em-
ployee’s true identity unless and until an attack has been validated?  

Beyond the significant challenges in computing accurate user profiles, consid-
erable effort is needed on developing techniques for trapping traitor behaviors.  
We believe a major challenge will be to develop and inject bogus data and infor-
mation that is believable to sophisticated humans with full knowledge of an or-
ganization’s internal systems without negatively impacting operations.  How does 
one develop a trap for those who are aware that such technology is in use and do 
so without poisoning the legitimate operations of the organization’s systems and 
functions? 

5 Conclusion 

Insider threat detection is a nascent research field ripe with opportunities for new 
approaches and new research methodologies.  A plethora of machine learning and 
modeling algorithms are available as well as a wealth of audit sources that can be 
acquired effectively.  However, building effective and highly accurate automated 
monitoring and analysis systems for detecting insider attacks remains an open 
challenge.   

The lack of ground truth data limits the potential value of various proposed so-
lutions since the accuracy of any proposed method is hard to measure and validate.  
Even so, much work has been published using “simulated” masquerade attack 
data.  We surveyed the different machine learning and modeling algorithms ap-
plied to masquerader attack detection using host-based and network-based audit 
sources.  There has been a modest amount of work in the area.  However, the best 
audit sources and most discriminating features one might use in automated sys-
tems to detect masquerader are still unknown.  The experimental methodology has 
been generally weak sue to the lack of suitable realistic data.  Although, there have 
been many methods proposed, their utility is uncertain, and none of them is clearly 
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superior to all others.  Although one dataset, the Schonlau dataset, has been useful 
for a community of researchers to use in comparative evaluations, that dataset it-
self is insufficient to conduct realistic evaluations.  The data set is limited in scope 
of information it provides, and does not contain true insider attack command se-
quences.  At best, the dataset may be useful to compare computational perform-
ance between competing algorithms, but accuracy is not measurable in a meaning-
ful way. 

A number of other approaches have been studied only partially and remain the 
subject of considerable future research.  Trap-based technologies and use of de-
coys and honeypots of various types have only been partially explored, and offer 
numerous challenges to be effective methods of detecting sophisticated human in-
sider attacks.   

By way of summary, new methods of detecting insider attack, whether by trai-
tor or masquerader, remains an open and active area of research, and we expect it 
to be so for some time to come. 

88 Insider Attack and Cyber Security 



 

References 

[1] Bell D E, LaPadula L J, Secure Computer Systems: Mathematical Foundations. MITRE Cor-
poration, 1973. 

[2] Chinchani R, Muthukrishnan A, Chandrasekaran M, Upadhyaya S, RACOON: Rapidly Gen-
erating User Command Data for Anomaly Detection from Customizable Templates. Com-
puter Security Applications Conference, 2004. 20th Annual Volume, Issue, 6-10 Dec, 2004. 

[3] Clark D, Wilson D R, A Comparison of Commercial and Military Computer Security Poli-
cies. IEEE Symposium on Security and Privacy, 1987. 

[4] Costa P C G, Laskey K B, Revankar M, Mirza S, Alghamdi G, Barbara D, Shackelford T, 
Wright E J, DTB Project: A Behavioral Model for Detecting insider Threats. International 
Conference on Intelligence Analysis. McLean, VA, 2005. 

[5] Coull S, Branch J, Szymanski B, Breimer E, Intrusion Detection: A Bioinformatics Ap-
proach. Proceedings of the 19th Annual Computer Security Applications Conference, 2003. 

[6] Dash S K, Rawat S, Vijaya Kumari G, Pujari A K, Masquarade Detection Using IA Network. 
Computer Security Applications Conference, 2005. 

[7] Davison B D, Hirsh H, Predicting Sequences of User Actions. AAAI-98/ICML-98 Workshop 
:5-12, 1998. 

[8] DuMouchel W, Computer Intrusion Detection Based on Bayes Factors for Comparing Com-
mand Transition Probabilities. Technical Report TR91: National Institute of Statistical Sci-
ences, 1999. 

[9] Forrest S, Hofmeyer S A, Somayaji A, Longstaff T A, A Sense of Self for Unix Processes. 
IEEE Symposium on Research in Security and Privacy :120-128, 1996. 

[10] Ghosh A K, Schwartzbard A,  Schatz M, Learning Program Behavior Profiles for Intrusion 
Detection. USENIX Workshop on Intrusion Detection and Network Monitoring, 1999. 

[11] Goldring T, User Profiling for Intrusion Detection in Windows NT. 35th Symposium on the 
Interface, 2003. 

[12] Gordon L A, Loeb M P, Lucyshyn W,  Richardson R, CSI/FBI Computer Crime and Secu-
rity Survey, 2006. 

[13] Jha S, Kruger L, Kurtz T, Lee Y, Smith A, A Filtering Approach To Anomaly and Masquer-
ade Detection, 2004. http://www.people.fas.harvard.edu/~lee48/research/IDS.pdf 

[14] Jones A K, Sielken R S, Computer System Intrusion Detection: A Survey, University of 
Virginia, Computer Science Technical Report, 2000.  

[15] Ju W-H, Vardi Y, A Hybrid High-Order Markov Chain Model For Computer Intrusion De-
tection, Technical Report Number 92, National Institute of Statistical Sciences, 1999. 

[16] Killourhy K, Maxion R, Investigating a Possible Flaw in a Masquerade Detection System, 
Technical Reports of the University Newcastle University, Number 869, 2004. 

[17] Kim H S, Cho S, Lee Y, Cha S, Use of Support Vector Machine (SVM) In Detecting 
Anomalous Web Usage Patterns, Symposium on Information and Communications Technol-
ogy, 2004. 

[18] Lane T, Brodley C, Sequence Matching and Learning in Anomaly Detection for Computer 
Security. AAAI-97 Workshop on AI Approaches to Fraud Detection and Risk Management 
:43-49, 1997 

[19] Laskey K, Alghamdi G, Wang X, Barabara D, Shackelford T, Wright E, Fitgerald J,  Detect-
ing Threatening Behavior Using Bayesian Networks, Proceedings of the Conference on Be-
havioral Representation in Modeling and Simulation, 2004. 

[20] Li L, Manikopoulos C N, Windows NT one-class masquerade detection. Information Assur-
ance Workshop, Proceedings from the Fifth Annual IEEE SMC :82-87, 2004. 

[21] Maloof M, Stephens G D, ELICIT: A System for Detecting Insiders Who Violate Need-to-
know. Recent Advances in Intrusion Detection (RAID), 2007. 

[22] Maxion R A, Townsend T N, Masquerade Detection Using Truncated Command Lines. In-
ternational Conference on Dependable Systems and Networks :219-228, 2002. 

89 A Survey of Insider Attack Detection Research 



 

[23] Maxion R A, Masquerade Detection Using Enriched Command Lines. International Confer-
ence on Dependable Systems & Networks, 2003. 

[24] Maxion R A, Townsend T N, Masquerade Detection Augmented with Error Analysis. IEEE 
Transactions on Reliability 53, 2004. 

[25] Maybury M, Chase P, Cheikes B, Brackney D, Matzner S, Hetheringston T, Wood, B, 
Sibley C, Martin J, Longstaff T, Spitzner L, Haile J, Copeland J, Lewandowski S, Analysis 
and Detection of Malicious Insiders, International Conference on Intelligence Analysis, 2005. 

[26] Nguyen N T, Reiher P L, Kuenning G, Detecting Insider Threats by Monitoring System Call 
Activity. IEEE Workshop on Information Assurance :45-52, 2003. 

[27] Oka M, Oyama Y, Kato K, Eigen Co-occurrence Matrix Method for Masquerade Detection, 
2004 http://spa.jssst.or.jp/2004/pub/papers/04016.pdf. 

[28] Oka M, Oyama Y, Abe H, Kato K, Anomaly Detection Using Layered Networks Based on 
Eigen Co-occurrence Matrix, RAID 2004, 223-237. 

[29] Phyo A H, Furnell S M, A Detection-Oriented Classification of Insider IT Misuse. Proceed-
ings of the 3rd Security Conference, 2004. 

[30] Prevelakis V, Spinellis D, The Athens Affair. IEEE Spectrum, 44:7:26-33, 2007. 
[31] Randazzo M R, Keeney M, Kowalski E, Cappelli D, Moore A, Insider Threat Study: Illicit 

Cyber Activity in the Banking and Finance Sector, 2004. 
[32] Schonlau M, DuMouchel W, Ju W-H, Karr A F, Theus M, Vardi Y, Computer Intrusion: 

Detecting Masquerades. Statistical Science 16:1:58-74, 2001. 
[33] Seo J, Cha S,  Masquerade Detection based on SVM and sequence-based user commands 

profile. ACM Symposium On Information, Computer And Communications Security. :398-
400, 2007. 

[34] Shavlik J, Shavlik M, Selection, Combination, and Evaluation of Effective Software Sensors 
for Detecting Abnormal Computer Usage, Pentagon Reports, 2004. 

[35] Schultz E E, A Framework For Understanding And Predicting Insider Attacks. Journal of 
Computers and Security 21:526-531, 2002. 

[36] Spitzner L, Honeypots: Catching the Insider Threat. Computer Security Applications Con-
ference, 2003. 

[37] Stolfo S, Apap F,  Eskin E, Heller K, Hershkop S, Honig A, Svore K, A Comparative 
Evaluation of Two Algorithms for Windows Registry Anomaly Detection. Journal of Com-
pauter Security 13:4, 2005. 

[38] Szymanski B K, Zhang Y, Recursive Data Mining for Masquerade Detection and Author 
Identification. Information Assurance Workshop :424-431,2004. 

[39] Tan K, Maxion R A, “Why 6” Defining the Operational Limits of stide, and Anomaly-Based 
Intrusion Detector. IEEE Symposium on Security and Privacy, 2002. 

[40] Tuglular T, Spafford E H, A Framework for Characterization of Insider Computer Misuse. 
Unpublished paper, Purdue University, 1997. 

[41] Wang K, Stolfo S., One-class Training for Masquerade Detection. ICDM Workshop on Data 
Mining for Computer Security (DMSEC), 2003 

[42] Ye N, Li X, Chen Q, Emran S M, Xu M, Probabilistic Techniques for Intrusion Detection 
Based on Computer Audit Data. Systems, Man and Cybernetics, Part A 31:4:266-274, 2001. 

[43] Yung K H, Using Self-Consistent Naïve-Bayes to Detect Masqueraders, Stanford Electrical 
Engineering and Computer Science Research Journal, 2004. 

90 Insider Attack and Cyber Security 



 

Naive Bayes as a Masquerade Detector: 
Addressing a Chronic Failure 
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Abstract   Masquerade detection undertakes to determine whether or not one 
computer user has impersonated another, typically by detecting significant anoma-
lies in the victim’s normal behavior, as represented by a user profile formed from 
system audit data, command histories, and other information characteristic of in-
dividual users.  Among the many intrusion/masquerade-detection algorithms in 
use today is the naive Bayes classifier, which has been observed to perform imper-
fectly from time to time, as will any detector.  This paper investigates the prospect 
of a naive Bayes flaw that prevents detection of attacks conducted by so-called 
“super-masqueraders” whose incursions are consistently undetected across an en-
tire range of victims.  It is shown in this paper, through controlled experimentation 
and a rigorous mathematical exposition, that a weakness in the detector causes it 
to miss attacks under certain conditions.  Furthermore, meeting those conditions – 
and crafting an undetectable attack – is often entirely within the control of the at-
tacker. This paper also demonstrates, however, that such attacks can be overcome 
by fortifying the algorithm with a diverse detection capability.  The “fortified” de-
tector improves detection and, more significantly, removes the threat of the super-
masquerader, virtually eliminating the impact of the algorithm’s defect. 

1 Introduction 

Colloquially, the masquerade problem can be illustrated with the following sce-
nario [8].  A legitimate user takes a coffee break, leaving his/her terminal open 
and logged in.  During the user’s brief absence, an interloper assumes control of 
the keyboard, and enters commands, taking advantage of the legitimate user’s 
privileges and access to programs and data. The interloper’s commands may com-
prise read or write access to private data, acquisition of system privileges, installa-
tion of malicious software, etc. Because the interloper is impersonating a legiti-
mate user, he or she is commonly known as a masquerader. The term may also be 
extended to encompass the case of abuse of legitimate privileges, that is, the case 
in which a user “masquerades” as him or herself to act maliciously. 

The assumption underlying the common approach to detection of such illegiti-
mate activity is that the masquerader’s behavior (including the illegitimate behav-
ior of a legitimate user) will deviate from the historical behavior of the legitimate 



 

user. Profiles of normal user activity can be constructed from system, accounting, 
or other log data that contain information such as time of login, physical location 
of login, duration of user session, cumulative CPU time, particular programs or 
commands executed, names of files accessed, and so forth [4].  Illegitimate activ-
ity will appear anomalous with respect to the user profile and, when detected, will 
indicate likely masquerade activity. 

It is natural to assume that no masquerade detector will be perfect; some mas-
querade attacks will go undetected, and some alarms will be raised even when 
there is no masquerader present.  Moreover, it would not be unexpected to observe 
that a particular masquerader is successful at compromising some users without 
being detected, and unsuccessful at compromising others. It would be surprising, 
however, to discover that some masqueraders are able to escape detection no mat-
ter who their victim is – and it is exactly this peculiarity that was observed in ear-
lier work by our lab, a phenomenon here termed the “super-masquerader” [6].1  
Specifically, we define a super-masquerader to be a masquerader who is able to 
compromise any user's account without being detected.  In the earlier work, two 
super-masqueraders were found, whose commands always evaded detection. 

That work suggested [p.12] that this super-masquerader phenomenon might be 
due to the use of commands that had never before been seen by the detector, but 
the issue was not pursued (because potential confounds prevented the necessary 
causal analysis). It would be alarming to find that such commands are the cause of 
the super-masquerader phenomenon since an attacker could use uncommon com-
mands to reduce the chance of detection. The present work takes that suggestion 
as a point of departure, explores the reason behind the super-masquerader phe-
nomenon, and shows how it might be negated.   

This work is a departure from most earlier work in masquerade detection in 
which little effort had gone into understanding why a detector failed, and instead, 
most effort was spent searching for newer, better detection algorithms.  Our alter-
native strategy is to understand the shortcomings of a detector and, by fortifying it, 
to improve it. 

2 Related Work 

There have been several attempts to tackle the problem of detecting masqueraders.  
A nice collection of such work, in which a number of masquerade-detection tech-
niques were applied to the same data set, was developed by Schonlau and his col-
leagues [12].  They compared the performance of six masquerade-detection algo-
rithms (some new, others drawn from the computer science literature), targeting a 
false alarm rate of 1%. All methods had relatively low hit rates (39.4% - 69.3%) 
and high false alarm rates (1.4% - 6.7%).  The results were compared using both 

                                                           
1  In that work, columns 7 and 24 of Table 6 show no + or * symbols, either of which would in-
dicate a detection; none of the masquerader attacks were detected. 
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cluster analysis and ROC curves, revealing that no single method completely 
dominated any other. 

In terms of minimizing false alarms, the best result achieved in the Schonlau et 
al. work used a metric based on the uniqueness of commands to a user, obtaining a 
39.4% hit rate with a corresponding 1.4% false alarm rate. In terms of detecting 
masqueraders, the best results reported in the Schonlau et al. work were for a 
Bayes one-step Markov model, with a 69.3% hit rate and a 6.7% false alarm rate. 

In previous work [7], our lab reasoned that masquerade detection bore similari-
ties to text classification, and experimented with a new detector based on the naive 
Bayes classifier (which will be described in detail in Sections 3, 5 and 6).  The 
Bayes classifier had performed well in text classification tasks [9], and it was ex-
pected that it would perform well as a masquerade detector, too.  This intuition 
was borne out when we applied the detector to the same dataset used by Schonlau 
et al.; the naive Bayes classifier achieved a 61.5% hit rate with a corresponding 
1.3% false alarm rate, for an improvement of 55.78% over Schonlau’s best detec-
tor (uniqueness) when the cost of misses and false alarms are assumed to be equal.  
Our lab later conducted an extensive study of masquerade detection accompanied 
with error analysis, providing insight into the causes of masquerader success and 
failure [8].  

All of the above work used data in the form of truncated command lines, mean-
ing that the data comprised user-level commands issued at the command line of a 
Unix shell, but with no command-line arguments, flags or grammar. In a subse-
quent approach, our lab [6] used the naive Bayes detector on a data set of enriched 
command lines (including arguments, flags, etc.), anticipating improvements due 
to the extra information on the command lines. A hit rate of 82.1% was achieved, 
accompanied by a false alarm rate of 5.7%, concomitantly reducing the cost of er-
ror by 30.02%. It was in this study that the super-masquerader phenomenon was 
discovered: super-masqueraders are able to escape detection no matter who their 
victim is. 

Observation of a phenomenon like the super-masquerader leads one to wonder 
if there is some unanticipated interaction between the detection algorithm and the 
characteristics of the data on which it operates.  Although other researchers seem 
not to have observed the super-masquerader, they have investigated some aspects 
of the relationship between data characteristics and naive Bayes performance.  
Mitchell [10], for example, provides a standard reference for the naive Bayes clas-
sifier. He discusses the mechanism – called an m-estimate or pseudocount – by 
which the classifier avoids the undue influence of certain features of the data on 
the decision procedure.  As the current work will elucidate, the pseudocount plays 
a previously unanticipated role in the super-masquerader phenomenon. 

Domingos and Pazzani [1] examined the degree to which the independence of 
features in a data set affect naive Bayes' performance, and whether violations of 
naive Bayes' “independence assumption” hurt performance. They showed that in 
many cases where this assumption is violated, naive Bayes can still perform well 
as a classifier.  The probability estimations may be incorrect, but they still lead to 
the correct choice of class.  Indeed, spam filters using naive Bayes are successful 
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in practice.  Rish et al. [11] studied the performance of naive Bayes when the in-
dependence assumption is grossly violated, e.g., when all other features are one-
to-one functions of a particular feature.  They found that naive Bayes performs 
very well under such conditions, and determined that the entropy of the probability 
distribution of a feature (conditioned on the class of the data point) is a better pre-
dictor of naive Bayes performance than measures of the independence of features 
(e.g., mutual information). 

3 Background on Naive Bayes 

Naive Bayes classifiers are simple, probabilistic classifiers known for their inher-
ent robustness to noise and their fast learning time. The classifier works as follows 
when applied to the problem of user profiling at the Unix command line [7]. Se-
quences of commands from a potential victim (designated as the self user) and se-
quences of commands from all other legitimate users (designated as nonself users) 
are used to train the classifier. A set of self training data consisting of a sequence 
of commands generated by the self user is used to build a model of normal behav-
ior (self).  A set of nonself training data consisting of sequences of commands 
generated by nonself users is used to build a model of abnormal behavior (non-
self). 

The self model is used to estimate the probability that a new test block of com-
mands was generated by the self user. This probability is called the self probabil-
ity.  Likewise, the nonself model is used to estimate the probability that the block 
was generated by a nonself user. This probability is called the nonself probability.  
With the self and nonself probabilities, naive Bayes computes an anomaly score 
for the test block. If the anomaly score is greater than a threshold, naive Bayes de-
cides that a masquerader is present and raises an alarm. The threshold is calculated 
using cross-validation; the procedure used by naive Bayes to estimate probabilities 
and calculate the anomaly score is described and analyzed more fully in the sec-
tions below. 

4 Objective and Approach 

The objective of the present research is to understand the phenomenon of the su-
per-masquerader and to determine whether or not there are measures available to 
counteract it. 

Never-before-seen commands (NBSCs) are commands which are new to naive 
Bayes, having never appeared in the self or nonself training data.  Starting with the 
aforementioned observation that these NBSCs might cause the super-masquerader 
phenomenon, it is hypothesized that NBSCs tend to lower the naive Bayes anom-
aly score such that it drops below the threshold.  Such a low anomaly score causes 
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the algorithm to inappropriately favor the victim instead of the masquerader, with 
the consequence that the detector cannot recognize the attack.  It may seem sur-
prising that NBSCs could cause the anomaly score to drop, but the fact that 
NBSCs are used by neither the self user nor the nonself users makes it less clear 
whether they raise or lower anomaly scores. 

This paper explores the hypothesis in three stages.  First, to ascertain whether 
the hypothesis is reasonable, an empirical investigation with synthetic data will 
measure the effects of NBSCs, controlling for confounding variables in the envi-
ronment. Second, a rigorous mathematical analysis will reveal the algorithmic ba-
sis for the findings of the empirical investigation. Finally, with the adverse effect 
of NBSCs confirmed, a strategy to fortify naive Bayes against this phenomenon 
will be composed and evaluated.   

5 Experiment With Synthetic Data 

It was suggested previously that NBSCs caused the super-masquerader phenome-
non after observing their prevalence in the test blocks of super-masqueraders [6].  
However, since that study did not control for confounding variables (e.g., other 
features of the test blocks that might explain the phenomenon), nothing more than 
the observed association between NBSCs and super-masqueraders could be in-
ferred. 

In this section, the confounding variables are identified and controlled in order 
to ascertain whether the use of NBSCs could cause an attack to be missed. Con-
founding variables include the behavior of the victims as well as the behavior of 
the masquerader (beyond the use of NBSCs). These other variables of the data 
were controlled and manipulated in an experimental study in order to isolate the 
effect of NBSCs on naive Bayes. 

In this experiment, naive Bayes is treated as a “black box” that calculates an 
anomaly score when provided with a data set consisting of self and nonself train-
ing data and a test block. A series of synthetic data sets was used to measure the 
effect of NBSCs on the naive Bayes detector across a wide range of conditions, 
including those that are common and those that are rare in practice. This section 
provides details of the methods and data used in the experiments as well as the ex-
perimental results.  The following are addressed: (1) selection of confounding 
variables to control; (2) format of the data sets; (3) experiment control for the gen-
eration of data sets; and (4) procedure for running naive Bayes on each data set.  

5.1 Variable Selection 

The first step in conducting the experiment is to identify the independent variables 
of interest. Since the purpose of this experiment is to observe the effect that 
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NBSCs have on naive Bayes’ anomaly score, the most important variable to con-
trol and manipulate is the number of NBSCs in the test block (denoted k).  In this 
experiment, the test block will contain 10 commands, and so k can range from 0 to 
10. 

However, other variables of the data set affect the anomaly score, and may 
even alter the effect of NBSCs.  Controlling for the effects of confounding vari-
ables allows their influence to be isolated, which in turn allows the effects of 
NBSCs to be measured independently.  

There are infinitely many ways to characterize a test block and self and nonself 
training data, each of which could be considered a variable to control. However, 
not all of these potential variables influence the anomaly score.  For instance, na-
ive Bayes ignores the order of the commands in the test block; as a consequence, 
variables describing the order of commands in a block would have no effect on the 
anomaly score. 

Three potential confounding variables were selected to be controlled because of 
their effects on the anomaly score.  These three variables, according to the theory 
on which the naive Bayes detector is based, were judged to have the largest effect.  
They are described below, and the next section shows how they are controlled and 
used when constructing a data set. 

The first confounding variable is the number of users in the nonself training 
data, denoted m. This variable can affect the “prior probabilities” that naive Bayes 
estimates from the training data.  Since such estimates are inaccurate in the do-
main of masquerade detection, our lab previously [7] reduced the influence of this 
variable (by altering the way the naive Bayes detector calculates prior probabili-
ties), but did not eliminate its influence completely.  In this experiment, the effect 
of m over the range of 1 to 10 users will be considered. 

The second confounding variable is the number of times the commands in the 
test block also appear in the self training data. For each command ci in the test 
block, the relative frequency of that command in the self training data affects the 
way naive Bayes calculates the self probability.  (The subscript i indicates the or-
der of the command ci in the test block.)  The number of times command ci ap-
pears in the self training data is denoted s[ci], and in this experiment s[ci] will 
range from 0 to 10 commands. 

The third confounding variable is the number of times the commands in the test 
block appear in the nonself training data. The reason parallels that of the second 
variable, specifically, the effect on the nonself probability calculation. The nonself 
training data may include data from one or more users (depending on the value of 
the first confounding variable m). The number of times command ci appears in any 
one user’s data from the nonself training data is denoted n[ci], and in this experi-
ment n[ci] will range from 0 to 10 commands. 

Four variables have been selected for control: one variable of interest (k) and 
three potential confounding variables (m, s[ci], and n[ci]).  In the remainder of this 
section, these four variables will be arranged into a 4-element vector (k, m, s[ci], 
n[ci]).  This vector will guide the generation of synthetic data and the evaluation of 
naive Bayes under the conditions set forth. 
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5.2 Synthetic Data 

There are three types of data in each data set: the self training data (for building 
the model of normal behavior), the nonself training data (for building the model of 
abnormal behavior), and the test block (commands generated by the potential 
masquerader). The generation of each synthetic data set can be viewed as a proce-
dure that takes as input a particular value for each of the four variables in the vec-
tor (k, m, s[ci], n[ci]), and constructs self and nonself training data sets, plus a test 
block.  These data are constructed as follows. 

Self training data   The self training data comprise 1000 commands.  Since the 
experimental objective is to examine the effect of commands that are novel to the 
naive Bayes classifier (NBSCs), and these novel commands are always outside the 
scope of the self data, there is no need for the self data ever to change.  Therefore, 
this data set remains static throughout the experiment; i.e., there is only one self 
data set.  The length of 1000 was chosen to be consistent with previous work done 
in masquerade detection (e.g., [6, 7]), as well as its convenience as a multiple of 
10. 

The self training data was populated with commands2 selected from the 11 11×  
matrix in Table 1 so that the distinct elements in the data set would range widely 
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1 2 3 4 5 6 7 8 9 10 11

1 01 02 03 04 05 06 07 08 09 10 11

2 12 13 14 15 16 17 18 19 20 21 22

3 23 24 25 26 27 28 29 30 31 32 33

4 34 35 36 37 38 39 40 41 42 43 44

5 45 46 47 48 49 50 51 51 53 54 55

6 56 57 58 59 60 61 62 63 64 65 66

7 67 68 69 70 71 72 73 74 75 76 77

8 78 79 80 81 82 83 84 85 86 87 88

9 89 90 91 92 93 94 95 96 97 98 99

10 100 101 102 103 104 105 106 107 108 109 110

11 111 112 113 114 115 116 117 118 119 120 121

 
 

Table 1.  Matrix of commands used to populate the self and nonself training data with commands 
that range in relative frequency. 

                                                           
2  The commands shown here are numeric for convenience, but are treated as being categorical in 
the detection experiments. 
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in relative frequency. Naive Bayes calculates a higher self or nonself probability 
for commands with higher relative frequencies in each respective training set.  
Consequently, it is possible to populate the self training data with commands that 
range in relative frequency (from .001 to .01), by taking commands with increas-
ing repetition from each row of the command matrix.  605 of the 1000 commands 
in the self data are chosen from the cells of Table 1 (with replacement). Each of 
the 11 commands in row 1 of the table appears once in the data (11 commands); 
each of the 11 commands in row 2 appears twice (22 commands); each from row 3 
appears three times (33 commands), and so on up to the 11 commands in row 10 
which appear 10 times each (110 commands). The commands in row 11 do not 
appear in the self data. The commands from rows 1 through 10 of Table 1 are 605 
of the 1000 commands in the data. The remaining commands comprise 395 repeti-
tions of a 111th command, and are used to pad out the data set to 1000 commands 
(“122” is the symbol used for the 111th command, because 122 is outside the 
scope of the table). 

Although the naive Bayes algorithm is not influenced by the order in which 
these commands are arranged in the data, the commands were distributed as 
evenly as possible across five blocks of 200. For example, the first 11 commands 
would be arranged so that two commands are placed in each of the five blocks (to-
taling 10) and the 11th either remaining in the last block, or overflowing to the first 
block.  Of the second set of 11 commands, the first two would appear twice each 
in the first block, and so on through the 5th block, with similar treatment of over-
flow.  This method of distributing the commands evenly throughout the 1000 
commands ensured that the results of the 5-fold cross-validation step (in learning 
the decision threshold between self and nonself) would not be biased by a prepon-
derance of one group of commands in any of the five blocks of 200 commands. 

Nonself training data.  The nonself training data set comprises 1000 commands 
for each of m users (for a total of 1000m commands), where m is the second of the 
four variables that act as input parameters to the data synthesis procedure. Each of 
the m users’ data sets are constructed similarly to the self training data, except that 
the columns of the command-matrix in Table 1 are used, not the rows. Commands 
in column 1 appear once in each nonself user’s training data, commands in column 
2 appear twice, and so forth, through column 10, which is used ten times. Com-
mands in column 11 do not appear in the nonself training data. 

Test block.  The test block (10 commands) is populated with the appropriate pro-
portion of seen-before commands (SBCs) and never-before-seen commands 
(NBSCs) as directed by the input parameters. Specifically, the input parameter k, 
which ranges from 0 to 10, specifies the number of NBSCs in the test block.  Note 
that command “121” in row 11, column 11 of Table 1 appears in neither self nor 
nonself training data; it is the designated NBSC.  This NBSC is replicated as many 
times as required by the parameter value k, and the remainder of the test block is 
padded out with SBCs, chosen as follows.  The input parameter s[ci], which ranges 
from 0 to 10, is used to select a row from the command-matrix in Table 1. (If s[ci] 
is zero, denoting a command that never appears in the self training data, row 11 is 
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selected.)  Likewise, the input parameter n[ci] is used to select a column from the 
command-matrix.  The command ci in the selected row and column of the com-
mand-matrix is chosen as the SBC for the test block.  The chosen SBC is repli-
cated as many times as required to pad out the test block to 10 commands.   

5.3 Experiment Control 

The generation of data sets was controlled by stepping through the combinations 
of values for the variables in the 4-element vector: (k, m, s[ci], n[ci]). The vector 
encodes particular values for each of the four parameters that describe features of 
the data set to be generated.  For example, the parameter vector (6, 5, 3, 4) corre-
sponds to a situation in which the test block has six never-before-seen commands 
(k = 6); there are five users in the nonself training data (m = 5); the seen-before 
command in the test block appears three times in the self training data (s[ci] = 3) 
and four times in each of the nonself user’s training data (n[ci] = 4). Note that the 
particular command is “26” as drawn from row 3 and column 4 of Table 1. The 
data set described by this parameter vector can be constructed using the procedure 
outlined in the previous section. 

The parameter vector’s starting state is (0, 1, 1, 0).  The second parameter (m) 
starts at 1 because the number of nonself users must be greater than zero. The third 
parameter (s[ci] ) starts at 1 to avoid selection of the NBSC as a seen-before com-
mand.  The other two parameters begin at zero.  Ten was chosen as an upper 
bound on the range of all the parameters, so the parameter vector’s final state is 
10,10,10,10〈 〉 . 

There are 10 possible values for the first parameter, and 11 for each of the other 
parameters, giving a total of 10 11 11 11 13310× × × =  different combinations. How-
ever, the combinations where the NBSC would be selected as the seen-before 
command are excluded.  When s[ci]  and n[ci]  are both zero, there are still 10 val-
ues for the first parameter and 11 values for the fourth parameter, which gives 
10 11 110× = combinations that must be excluded. Each of the 
13310 110 13200− = distinct parameter vectors was used to generate 13200 data 
sets, and naive Bayes was run on each. 

5.4 Procedure 

Naive Bayes operates by learning a model of normal behavior (legitimate user) 
from self training data and a model of abnormal behavior (masquerader) from 
nonself training data.  It uses these models to calculate an anomaly score on test  
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data (in this case, a single block of test data), and uses that score to decide whether 
to raise an alarm.  For each synthetic data set, the steps in the procedure for run-
ning naive Bayes were as follows. 

1. Configure naive Bayes.  Set the naive Bayes “pseudocount” parame-
ter to 0.01 (for consistency with prior work [8]). Set the block size to 
10, and the alphabet size to 122 (for consistency with the data set). 

2. Train on self and nonself data.  Train the naive Bayes classifier on 
self data; establish a model of normal behavior.  Train on the nonself 
data to establish a model of abnormal behavior. 

3. Compute anomaly threshold.  Compute the anomaly threshold by 5-
fold cross validation.  Details of how cross validation works can be 
found in an earlier paper [8]. 

4. Score the test block.  Run the detector on the test block, and observe 
the anomaly score that naive Bayes assigns to the block. 

5. Decision.  Decide whether or not the test block was detected by com-
paring the anomaly score with the threshold. 

5.5 Results and Analysis 

The principal result of this experiment is that NBSCs do cause naive Bayes to 
miss masquerade attacks.  The effect of NBSCs can be seen in Figure 1, where the 
number of NBSCs in a test block is compared to the percentage of runs where the 

 

 

 
Fig. 1. Percentage of synthetic data sets in which the test block is detected (hit rate), broken 

down by the number of NBSCs in the block. 
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test block is detected as a masquerader, i.e., the hit rate. The number of NBSCs 
ranges from 0 to 10 (i.e., the range of the variable k) across the 13200 data sets.  
The hit rate for a specified number of NBSCs is calculated as the percentage of 
synthetic data sets with that number of NBSCs in which naive Bayes was able to 
detect the test block as a masquerader.  (Note that 100% detection is not expected 
here since at least half of the test cases driven by the 4-element control vector in 
Section 5.3 were expected to have a higher self probability than nonself probabil-
ity.)  With no NBSCs, 36.28% of the test blocks are able to be detected. With only 
a single NBSC in the test block, that percentage drops to 28.59%.  As the number 
of NBSCs increases, the hit rate falls.  When the test block consists of eight or 
more NBSCs, the percentage of detected blocks drops to zero.3 This result offers 
strong support for the hypothesis that NBSCs lower the anomaly score and cause 
naive Bayes to miss masqueraders, regardless of potential confounding factors. 

6 Naive Bayes Mathematical Formulation 

It is natural to wonder why NBSCs seem to have a strong influence on the results 
of naive Bayes  This section formulates a mathematical description of naive Bayes 
to help answer this question.  The naive Bayes decision procedure is expressed as 
an equation, and manipulated algebraically to pinpoint when and why NBSCs 
cause the anomaly score to decrease (thereby missing a masquerade activity). 

6.1 Calculating the Anomaly Score 

As described in Section 4, naive Bayes uses the self and nonself training data to 
build self and nonself models. It calculates a self and nonself probability for each 
test block, and then combines them into an anomaly score that it uses to decide 
whether or not to raise an alarm.  When estimating probabilities, naive Bayes as-
sumes that a test block was generated either by the self user (denoted S) or the 
nonself user (denoted N).  Both users are assumed to generate a sequence of com-
mands, with every command occurring with some fixed probability based on its 
relative frequency in the training data.  The probability that a given command ap-
pears is assumed to be independent of the presence of other commands in the 
block.  (This assumption is what makes this kind of Bayesian classifier “naive.”).  

                                                           
3 The range of values selected for each of the parameters in the data generation process (e.g., s[ci] and 
n[ci]) did not take into account the non-linear nature of the anomaly score (which will be shown in the 
next section). Consequently, the scores fall in clumps.  The flat spot in Figure 1, where the hit rate is 
unchanged between NBSC values 5 and 6, is an artifact of the range of values considered.  Had this 
range been extended, or the values been chosen differently, the value at 6 would be lower and the 
downward trend would be maintained.  

101 Naive Bayes as a Masquerade Detector: Addressing a Chronic Failure 



 

Consequently, the conditional probability of a command ci generated by the self 
user is estimated as in Equation 1. 

The parameter p is a pseudocount, and α is the number of distinct commands in 
the data (i.e., the alphabet).  The pseudocount can be any real number larger than 
zero (0.01 in this study as in earlier ones [6, 7]), and is included in the calculation 
to ensure that every command (even those not appearing in the training data) has a 
non-zero probability estimate. In a Bayesian framework, the pseudocount can be 
interpreted as the prior probability that each command was generated by the user. 

 
 

[ ]( | ) i
i

t

s c pP c S
s pα

+=
+                                           (1) 

 ci: a command (e.g., ci = ‘ls’) 
 S: the self model 
 s[ci]: the number of times ci is in the self training data 
 st: the total size of the self training data 
 p: naive Bayes pseudocount 
 α :  alphabet size 

 
The conditional probability P (ci | N) of a command ci generated by a nonself 

user is estimated in a similar fashion, except that s[ci] is replaced by nm [ci], the 
number of times ci is in the nonself training data; and st replaced by nt, the number 
of commands in the nonself training data.  Whereas n[ci] denotes the number of 
appearances of ci in one nonself user’s training data, nm [ci] denotes the number of 
appearances across all of the nonself training data (comprising m users). 

To calculate the conditional probability of a test block of b commands gener-
ated by the self user (where c1, c2,  . . ., cb denote the commands), naive Bayes uses 
two simplifying assumptions. The first is the independence assumption just de-
scribed: the conditional probability of each command is considered independent of 
the conditional probabilities of the other commands in the test block.  The second 
assumption is that a sequence of commands in the test block is just a “bag of 
words.”  That is, the order of the commands does not matter; only their frequency 
matters.  Because of these assumptions, the conditional probability that a block of 
commands was generated by the legitimate user (in other words, the commands 
belong to the self set) is the product of the conditional probabilities that each indi-
vidual command in the block was generated by that user.  The conditional prob-
ability that the test block was generated by a masquerader is similarly calculated 
from the respective probabilities of its component words.  For ease of computa-
tion, the logarithm of these products is calculated, rather than the products them-
selves. 

In traditional Bayesian statistics, these conditional probabilities would be mul-
tiplied by “prior” probabilities (denoted P(S) and P(N)) to calculate the “posterior” 
self and nonself probabilities using Bayes’ theorem. However, in the domain of 
masquerade detection, estimating P(S) and P(N) is akin to estimating the probabil-
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ity of a masquerader attacking at any given moment—something hard to calculate 
at all, much less with precision.  Consequently, prior work [7] skirted the issue and 
assumed uniform priors (P(S) = P(N) = 1/2), which cancel each other out in the 
calculation of the anomaly score. 

The anomaly score of the test block is defined as the ratio of the self log-
probability of the test block to the nonself log-probability of the test block, as 
shown in Equation 2.  Logarithms are used to mitigate the errors in numerical ac-
curacy that accumulate when running calculations with small numbers (e.g., prob-
ability estimates).  The ratio of the logarithms is calculated in order to convert the 
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 b: number of commands in the test block 
  ci: a particular command in the test block 
  s[ci]: number of cis in self training data 
  nm[ci]: number of cis in nonself training data 
  st: the total size of the self training data 
  nt: total size of nonself training data 
  p: naive Bayes pseudocount 

 α :  alphabet size 

self and nonself probabilities into a single value that can range from 0 to infinity, 
with higher values as indicators of masqueraders.  If the anomaly score is greater 
than the configured threshold, the naive Bayes detector raises an alarm.  The 
threshold value can be set by hand or can be automatically determined using the 
self and nonself training data in a cross-validation experiment [7].  

6.2 Manipulating the Anomaly Score 

Given the formula for calculating the anomaly score (shown in Equation 2), it can 
be algebraically manipulated to make the influence of NBSCs clear.  In this sec-
tion, the equation is thus rewritten to express the number of NBSCs as a parameter 
in the decision procedure, and to analyze their influence on the score. 

In Equation 2, since both log(st + α p) and log(nt + α p) are constant with re-
spect to the summations, they can be factored out.  Further, since naive Bayes 
trains on equal amounts of command data for each user, the amount of nonself 
training data (denoted nt) is simply the amount of self training data (st) multiplied 
by the number of nonself users (i.e., those whose command data went into making 
the nonself training set). The number of nonself users is denoted m; thus, nt = mst . 
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Next, a simplifying assumption is made that commands appear with the same 
frequency across all nonself users. (The naive Bayes detector pools the data of all 
the nonself users, so nothing is lost by making this assumption. It does make the 
forthcoming analysis clearer, however.)  Since nm[ci] is the number of times ci ap-
pears in all the nonself training data, and ci appears the same number of times in 
each nonself user’s training data, if n[ci] denotes the number of appearances in one 
user’s data, it follows that nm[ci] = mn[ci].  By substituting mst for nt and mn[ci] for 
nm[ci] in Equation 2 and factoring out the denominators within each of the summa-
tions, the effect of the number of nonself users (m) can be separated from the 
summation. 

Finally, the role NBSCs play in the calculation of the anomaly score can be 
formulated.  Since the order of the commands in the test block does not matter, we 
assume, (without loss of generality) that any NBSCs in the test block occur in the 
first k commands.  I.e., c1 , . . ., ck are NBSCs while ck+1, . . ., cb have been seen 
before in at least one of the self or nonself sets of training data.  More formally, if 
ci is a NBSC (i.e., i k≤ ), then s[ci] = n[ci] = 0.  Consequently, the effect of these 
commands can be factored out from the rest of the summation in both the numera-
tor and the denominator.  Equation 3 shows the final expression of the anomaly 
score after the denominators and NBSCs have been separated from the summa-
tions. 
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 b: the number of commands in the test block 
 k: number of NBSCs in the test block 
 ci: a particular command in the test block 
 s[ci]: number of cis in self training data 
 n[ci]: number of ci s in a nonself user’s training data 
 st:  total size of self training data 
 m: the number of nonself training users 
  p: naive Bayes pseudocount 
 α : alphabet size 

 
The labeled parts of Equation 3 attempt to demarcate various influences on the 

anomaly score: Part A represents never-before-seen commands (NBSCs); Part B 
represents training data size; and, Part C represents the similarity of the seen-
before commands in the test block to the self and nonself training data. 
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6.3 Effect of NBSCs 

Both the numerator and the denominator in Equation 3 are negative numbers 
(since they are sums of the logarithms of probability estimates between zero and 
one).  Consequently, if the numerator is more negative than the denominator, the 
score will be high, whereas if the denominator is more negative, the score will be 
low.  

Both the numerator and the denominator of the anomaly score calculation can 
be effectively divided into three regions.  The first region, labeled Part A, indi-
cates the influence of the number of NBSCs.  In both the numerator and the de-
nominator, the Part-A region has the same value.  This region is unbiased in that it 
has the same effect on both the numerator and the denominator and does not influ-
ence the score toward low self-like values or high nonself-like values. 

The second region, labeled Part B, indicates the influence of the size of the self 
training data (st) and the number of users in the nonself training data (m).  If the 
number of nonself users is 1 (i.e., m = 1), then Part B of the numerator and Part B 
of the denominator are equal, and this region has no effect on the anomaly score.  
However, if the number of nonself users is greater than 1 (i.e., m > 1), which has 
been the case in practice, then Part B of the numerator will be a small positive 
number and Part B of the denominator will be a large positive number.  Since Part 
B is subtracted from the rest of the summation, the overall result will be to make 
the denominator more negative than the numerator, which results in a lower 
anomaly score (indicative of legitimate or self-like behavior). 

The third region, labeled Part C, indicates the remaining influence of seen-
before commands. This region can be unbiased, biased toward self, or biased to-
ward nonself, depending on how often these seen-before commands appear in the 
self and nonself training data.  It is important to note that of the three regions, this 
is the only one that can have a nonself bias.  (Part A is unbiased, and Part B is ei-
ther unbiased or biased toward self.)  If a test block causes naive Bayes to compute 
a high anomaly score, it is because of a nonself bias from the seen-before com-
mands in this region. 

Notice that if an individual seen-before command were to become an NBSC, 
the overall influence of Part C would diminish, and the influence of Part A would 
increase.  In other words, if the anomaly score were high (due only to the influ-
ence of seen-before commands), changing a seen-before command (with its non-
self bias) to an NBSC (with its lack of bias) would diminish the anomaly score. 
Coupled with a self bias exerted by Part B (which is stronger if the number of non-
self users is larger), the replacement of seen-before commands with NBSCs will 
clearly lower an initially-high anomaly score. 

The cause of a bias in Part B is somewhat subtle, but it is rooted in the effect of 
the pseudocount parameter on the calculation.  Again, this term slightly adjusts the 
probability of each command so that NBSCs are not assigned a zero conditional 
probability. However, the discrepancy between the numerator and denominator of 
Part B shows that this adjustment is larger for small training-data sets than for big 
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training-data sets.  Consequently, NBSCs are considered to be generated with 
higher probability from the self user (consisting of a smaller training-data set) than 
from the nonself user (a larger training-data set).  This difference between the nu-
merator and denominator produces a low anomaly score. 

This analysis explains the mechanism by which NBSCs cause masqueraders to 
be missed.  Specifically, in the data set where super-masqueraders were observed 
[6], there were 49 nonself users in the training data.  The Part B region for such a 
data set would have a very strong bias toward self.  NBSCs in the masquerade 
blocks do not directly lower the anomaly score, but they allow the underlying bias 
toward self (from the number of nonself users) to exert itself. 

7 Exploiting NBSCs to Cloak Attacks 

The experimental results and analysis of the previous sections have shown that 
NBSCs do cause naive Bayes to fail and to misclassify attacks.  This section 
shows that such failures are not of purely academic interest, but actually represent 
a vulnerability of this classifier that can be practically exploited by a masquerader.  
A masquerader who tailors his or her attack so that the majority of commands 
typed are NBSCs stands a good chance of getting away undetected.  In this do-
main, where the commands are typed at the Unix command line, there are several 
ways a masquerader can introduce NBSCs to cloak an attack.4  

1. Type nonsense.  If the detector looks at every command typed at the 
command line, regardless of whether it results in a program being run, 
a masquerader can easily introduce NBSCs with nonsense commands.  
For instance, if the masquerader types nonsense such as “alksf,” the 
command-line interface will simply print an error message, but naive 
Bayes will treat the nonsense command as an NBSC.5 

2. Use aliases.  A masquerader can create never-before-seen aliases to 
commands that he or she wants to run.  For instance, if a masquerader 
issues the command “alias alksf 'rm -rf'” (using C-shell 
syntax), it is then possible to remove files with the command 
“alksf.” 

                                                           
4 To cloak an attack is to modify it to take advantage of weak spots in a detector’s coverage, and 
hence go undetected.  See [14] for an example. 
5 There is an interesting correspondence between a masquerader injecting nonsense commands 
and a spammer padding email messages with unusual words to avoid detection by Bayesian fil-
ters.  Recently, the unusual-word padding strategy seems to have been abandoned by spammers 
in favor of padding spam messages with very common words.  Nonetheless, the correspondence 
suggests a potentially fruitful exchange of ideas between these fields (insider-threat and spam de-
tection). 
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3. Create symlinks.  Similarly, a masquerader could create a symlink to 
rm with the command “ln -s /bin/rm alksf” and then use 
./alksf to remove files.  Unlike the use of aliases, this technique 
would work even if the detector is fed the name of the program exe-
cuted rather than what was typed by the user on the command line. 

8 Naive Bayes Fortification 

Since masqueraders might use NBSCs to turn themselves into super-
masqueraders, the aforementioned vulnerability in naive Bayes must be addressed.  
In this section, a strategy for mitigating the effect of NBSCs is proposed and 
evaluated.  By fortifying the naive Bayes detector with an additional “NBSC de-
tector,” and using this second detector to compensate for a weakness in the first, a 
new detector is constructed that performs better than regular naive Bayes on a 
masquerader data set containing super-masqueraders. 

8.1 The Fortified Detector 

Fortification is simply a matter of identifying the weakness in naive Bayes, and 
building an auxiliary detector that is strong where naive Bayes is weak.6  The pre-
vious sections have shown naive Bayes to be susceptible to evasion via NBSCs. 
However, NBSCs are nothing more than foreign symbols, i.e., commands that 
never appear in the training data.  Any detector that can detect foreign symbols 
would act as suitable fortification.  For instance, stide [3] has been shown able to 
detect foreign symbols [15], and the PHAD/PAD algorithm [5, 13] could also be 
adapted to serve this role. However, these detectors do not limit themselves to de-
tecting only foreign symbols, and so they are more complex than what is needed 
here.  A simple foreign-symbol detector was created, called the NBSC detector. 

This novel, but simple, NBSC detector uses a standard look-up table to track 
NBSCs.  There are two phases: training and testing.  During training, the NBSC 
detector uses all of the data from all of the users (both self and nonself) to populate 
a look-up table.  During testing, the NBSC detector counts how many NBSCs ap-
pear in a given test block, as follows.  First, a counter (of NBSCs) is initialized to 
zero.  Then, each command in the test block is sought in the look-up table.  If the 
command cannot be found, the counter is incremented (since the command is an 
NBSC).  Finally, the counter is compared to a threshold, and if the count exceeds 
the threshold, the NBSC detector generates an alarm.  In our experiments, the 

                                                           
6 Other fortification strategies exist, e.g., normalizing the pseudocount to scale with the size of the 
training data, or refining naive Bayes to estimate the conditional probability of NBSCs from the train-
ing data.  The current strategy was chosen because it was simple and likely to work. 
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threshold is set so that an alarm is generated if the majority of the commands in 
the test block are NBSCs.  

A fortified detector was created by combining the naive Bayes detector with the 
NBSC detector.  During training, each block of self and nonself data is passed to 
both the naive Bayes and the NBSC detector.  During testing, the test block is 
evaluated by both detectors.  If either detector generates an alarm, then the forti-
fied detector also raises an alarm. 

While this simple form of fortification may appear brittle, evaluation shows 
that it is quite effective.  In many environments, a burst of truly unique commands 
that have never been used before by any users of the system (i.e., NBSCs), should 
raise alarms, and such is the behavior of the fortified detector.  

8.2 Evaluation Methodology 

The fortified detector is evaluated using the masquerader data set with which the 
super-masquerader phenomenon was first observed, consisting of Unix command-
line data enriched with arguments, flags, etc. The data set contains 2000 com-
mands of self data for each of 50 users, and blocks of 10 commands from each of 
30 different masqueraders. The first 1000 commands of each user’s data constitute 
the training data.  The remaining 1000 commands are divided into blocks of 10 
and interspersed with the blocks of masquerader data to constitute the test data. 
Note that whereas our synthetic data sets contained a test block that was known to 
be a masquerader, this data set contains both the legitimate user’s test blocks and 
masquerader test blocks (and so can be used to measure the tradeoff between de-
tecting masqueraders who use NBSCs and an increase in false alarms caused by 
users who legitimately use NBSCs).  The data set is described fully in an earlier 
publication [6]. 

Following the same procedure that was used to evaluate the original naive 
Bayes detector, a separate fortified detector was built for each of the 50 users.  The 
fortified detector for a user was trained using the first 1000 commands of that 
user’s data as self training data and the first 1000 commands of the other 49 users 
as nonself training data.  The naive Bayes detector’s anomaly-score threshold was 
computed using 5-fold cross-validation as in the original experiment.  The NBSC 
detector’s NBSC count threshold was set to 5.  Since a block is only 10 commands 
long, the NBSC detector was configured to generate an alarm if the majority of 
commands in the block (i.e., more than 5) are NBSCs. 

For each of the 50 users, the fortified detector was used to classify each of the 
100 blocks of self test data and the 30 blocks of masquerader data.  For each block 
of test data, the following observations are made: (1) the anomaly score calculated 
by naive Bayes, (2) the NBSC count calculated by the NBSC detector, and (3) 
whether or not the fortified detector raised an alarm. 
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8.3 Evaluation Results and Analysis 

Table 2 compares the overall performance of the unfortified naive Bayes detector 
to that of the fortified detector.  The upper portion of the table shows that naive 
Bayes detected 1232 of the 1500 masquerader test blocks, giving it a hit rate of 
82.1%, and it alarmed 286 times on 5000 normal blocks, giving it a false alarm 
rate of 5.7%.  The lower portion of the table shows that the fortified detector de-
tects 1332 of the 1500 masqueraders, 100 more than regular naive Bayes, giving it 
a hit rate of 88.8%.  At the same time, it alarms on 313 of the 500 normal blocks, 
giving a false alarm rate of 6.3%.  Using a standard measure of cost, calculated by 
adding the miss rate and the false alarm rate, the unfortified naive Bayes detector 
has a cost of 0.236, while the fortified detector has a cost of 0.175, an improve-
ment of 34.7%. 

 
 Original naive Bayes detector 

 No Alarm Alarm Total 

No Masq. 4714 (94.3%) 286 (5.7%) 5000 

Masq. 268 (17.9%) 1232 (82.1%) 1500 

 
 Fortified naive Bayes detector 

 No Alarm Alarm Total 

No Masq. 4687 (93.7%) 313 (6.26%) 5000 

Masq. 168 (11.2%) 1332 (88.8%) 1500 

Table 2. A comparison of the performance of the original naive Bayes detector and the fortified 
naive Bayes detector.  Each table displays the number of blocks broken down by whether the test 
block was a masquerader or not, and whether the detector alarmed or not.  The numbers in paren-

theses indicate the corresponding percentage of the total (5000 self test blocks and 1500  
masquerader blocks). 

From the NBSC counts collected in this experiment, the number of NBSCs in 
each masquerade block can be calculated.  Figure 2 shows how NBSCs are dis-
tributed across the masquerade blocks in the data set.  There are thirty distinct 
masquerade blocks (because the same masquerader block was injected into every 
user's test data).  Twelve of these use no NBSCs, seven use exactly one NBSC, 
and the remaining 11 masqueraders use between two and eight.  The masquerade 
blocks that use the most NBSCs correspond to the two super-masqueraders.  One 
uses 6 and the other uses 8.  Both are detected by the NBSC detector with its 
threshold set to 5. 
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Fig. 2. Distribution (frequency) of NBSCs across the masquerade blocks.  There are 30 distinct 
masquerade blocks; the number of NBSCs ranges from 0 to 10. 

The super-masquerader phenomenon is not observed in the results from the for-
tified detector.  Whereas the two super-masquerader blocks are missed 100% of 
the time by the unfortified naive Bayes detector, no masquerade block is missed 
more than 34% of the time by the fortified detector.  This result indicates that no 
masquerader has better than a 34% chance of evading detection without specifi-
cally tailoring the attack to resemble a particular user's behavior (while no such 
user-specific tailoring is necessary to evade the naive Bayes detector with 
NBSCs). 

9 Discussion 

In the experiments with synthetic data, the super-masquerader phenomenon was 
found to be caused by NBSCs.  In a mathematical analysis, the cause was traced to 
a subtle weakness in the naive Bayes classifier that was aggravated by a feature of 
the masquerade detection domain.  Specifically, naive Bayes uses a pseudocount 
to adjust the probability of every command, because it would otherwise be unable 
to cope with previously unseen commands.  However, this adjustment varies de-
pending on the relative sizes of the self and nonself training data, and in masquer-
ade detection, there is usually a much greater supply of nonself training data than 
self training data.  As such, naive Bayes remains unable to cope with previously 
unseen commands (i.e., NBSCs), resulting in missed attacks.  It was shown that 
masqueraders can take advantage of this weakness in the detector to intentionally 

110 Insider Attack and Cyber Security 



 

modify an attack to evade detection.  One significant lesson to be learned from this 
discovery is that weaknesses of a classifier that appear to be merely of theoretical 
interest can become vectors of attack when those classifiers are operating in ad-
versarial environments such as computer security. 

Once the cause of the super-masquerader phenomenon was discovered empiri-
cally, and verified mathematically, a simple fortification technique was able to 
remove the vulnerability.  Between 1998 and 2001, Schonlau and others [2, 7, 12] 
had investigated a number of extraordinarily different techniques for detecting 
masqueraders.  Analogous to the situation with naive Bayes, the alternative detec-
tion strategies yielded mixed results.  Some masqueraders were detectable, and 
others were not.  Some users’ data generated many false alarms; others few. While 
considerable effort had been expended to find a detector that would detect mas-
queraders without failure, little effort had gone into determining how and why the 
existing detectors fail, and whether anything could be done to prevent those fail-
ures.  An alternative strategy – the one pursued here – makes progress by identify-
ing and addressing the problems with existing detectors.  By specifically address-
ing the cause of failure, efforts to improve detectors can be more fruitful. 

10 Conclusion 

In this work, a chronic failure of the naive Bayes masquerade detector – detecting 
masqueraders who use NBSCs to evade detection – has been explored and miti-
gated.  First, the injurious effect of NBSCs was confirmed in a controlled experi-
ment with synthetic data.  Then, the cause of this failure was identified through 
mathematical analysis.  Finally, a strategy for fortifying the detector and prevent-
ing the failure was formed and evaluated.  This paper shows how weaknesses of 
classifiers can themselves become vectors for cloaking attacks, and also demon-
strates how a fault can be eliminated once its cause is known. 
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Towards a Virtualization-enabled Framework 
for Information Traceability (VFIT) 
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Abstract   Automated and targeted attacks to steal sensitive information from 
computers are increasing in frequency along with the stealthiness of these attacks.  
Tools for generating attacks on existing Information Technology infrastructure are 
readily available.  These attacks can easily evade detection from today’s counter-
measures.  Information theft is thus an important threat vector for networked 
communities where sensitive information is exchanged with partners in different 
administrative domains, with dissimilar security policies and configurations.  The 
combination of disparately managed networks, ability to store information off-
line, and remote access functionality complicate the enforcement of information 
security policies. 
 
We tackle the issue of protecting sensitive information by applying a system-
integrity and information-auditing perspective.  We believe this is the first step 
towards mitigating insider abuse of data-use privileges.  We present a Virtualiza-
tion-enabled Framework for Information Traceability (VFIT) to prevent unauthor-
ized handling of sensitive information.  We show that this hardware platform on 
which information is created, transformed and stored is a key enforcement point to 
provide accountable information flow.  We describe the application of our previ-
ous work on Virtualization-enabled Integrity Service (VIS) to implement VFIT.  
Our approach is data-centric and provides a mechanism that can deterministically 
audit use of information while it is in use in volatile or non-volatile memory.  Us-
ing this mechanism, we describe how existing network security mechanisms and 
our proposed framework can be applied to applications to provide traceability for 
sensitive information in a distributed system. 

                                                           
1 © Copyright Intel Corp. All rights reserved.  Other Brands and Names are the property of their 
respective owners. 



 

1. Introduction 

The recent Computer Security Institute (CSI) report [1] has indicated an in-
crease in targeted attacks and stealth methods attacks being used for stealing sensi-
tive information.  The top 3 causes of financial loss have been identified as the fol-
lowing: 1) financial fraud, 2) loss of information, and 3) insider abuse.  In this pa-
per, we focus on the audit (monitoring) and protection of information, with the 
eventual goal of mitigating insider abuse of information.  To be able to success-
fully audit information handled by existing software, we need to be able to apply 
access-control policies on existing software.  Our approach uses hardware virtual-
ization to interpose memory access control on general purpose OSes and applica-
tions.  Our goal is to minimize the changes imposed on the application and OS.  
The usage scenarios that VFIT is useful for are auditing information use on a com-
puter platform and across a computer network. 

Our contributions in this paper are the following:  

1. 1.  A hardware-enforced Information Traceability framework to effi-
ciently enforce access-control for (and thus trace) memory containing 
sensitive data in a general purpose OS, even if the OS state is not 
trusted.   

2. 2.  A hardware-enforced approach to allow the traced information to 
securely propagate between applications within a virtual machine and 
in a network of such virtual machines.   

We apply our previous work in Virtualization-enabled Integrity Service [2] as a 
building block in this paper. 

The rest of the paper is structured as follows.  Section 2 lists our design goals.  
In section 3, we provide some background for tools used in our paper.  Section 4 
of this paper covers our system architecture.  Section 5 describes an implementa-
tion of our framework.  Section 6 discusses performance overheads and threats 
mitigated.  Section 7 describes related work in this space.  Section 8 presents our 
conclusions and thoughts on future work. 

2. Threat Model and Requirements 

Trust means having confidence not just in the people and systems in your organi-
zation (insiders) that handle sensitive data, but in anyone you communicate with 
electronically.  Business systems communicating across the Internet is analogous 
to trusting strangers at a distance.  How can companies trust that a partner com-
pany is handling information in a safe manner? As transactions increasingly go 
online, knowing who and what you're interacting with becomes very important.  
These extended enterprises are insiders from an information perspective.  There is 
no such thing as 100 percent security, but there are some steps companies can take 
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or avoid, to increase the level of trust on information shared across systems – 
however manually enforcing these steps is not practical.  This paper discusses 
mechanisms to answer the question - is the party I am sharing my data with, able 
to handle this data in a safe manner? We describe an approach to strengthen moni-
toring of information usage on a computer, with the ability to enforce information 
usage if the policy dictates.  In essence, this system allows creation of policies re-
garding how information can and cannot be used in a computer network proposes 
technology mechanisms that helps enforce those policies. 

The threats we want to address via this VFIT are as follows.  The primary 
threat is access of data by malicious or unauthorized code.  Unauthorized code is 
any code module that may not have the necessary credentials or permissions to ac-
cess data on the same platform.  This class of attacks includes automated attacks 
that can access data from memory or disk.  This class of attacks also includes run-
time attacks such as via stealth software like root-kits, or via inadvertent access 
due to software bugs.  The second threat is tamper of critical data.  This class of 
attacks attempts to modify data to the attackers liking.  For example, malicious 
browser plug-ins can modify data submitted in a form [3].  The third threat we aim 
to address is malicious leakage of information.  This class of attacks is a subset of 
unauthorized access, but is listed separately since we want to separately address 
covert channels and control flow based vectors for leaking information [4].  Spe-
cifically, we want to address malicious leakage of information via software at-
tacks.  Finally, the fourth threat we want to address is unauthorized transmittal of 
data.  Most applications today are networked and transfer sensitive information, 
albeit over encrypted sessions.  However, encryption is a two-sided blade since 
malicious entities can also use encryption thereby defeating interposed inspection.  
This class of attacks transmits data over encrypted or unencrypted channels to re-
mote machines.  For example, Haxdoor [5] sends harvested data to remote servers 
so that attackers can filter data offline. 

The design goals for VFIT are the following.  The first requirement is for the 
system to be applicable to off-the-shelf software.  Our framework should be able 
to enforce information tracing on currently available operating systems, applica-
tions and hardware, with none to minor modifications of applications, but no oper-
ating system and hardware modifications, since these are not under the control of 
an application programmer.  Our second requirement is that the system should im-
pose a low overhead.  We note that the overhead of typical information tracing 
mechanisms will be relative to the operational activity of the application and the 
workload on the overall system.  We want to be able to characterize the CPU utili-
zation of our mechanism and reduce this overhead.  Our third requirement is to be 
able to protect sensitive information versus just detect information leakage.  VFIT 
should go beyond detection, and should be able to protect against information 
leakage and inadvertent dissemination.  In the inadvertent dissemination case, the 
insider is not malicious; however information misuse is one path by which infor-
mation may leak.  Our fourth requirement is for the system to be flexible enough 
so that data use is not hindered.  The information tracing system should not pre-
vent use and transformation of traced data in an authorized manner and should not 
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require an upheaval of existing infrastructure.  Allowing for information to be 
modified is a key difference of the information tracing problem which differenti-
ates it from other related problems such as Digital Rights Management (DRM) in 
which the digital content created by the publisher is not allowed to be copied or 
modified after initial delivery.  Our final requirement is to be able to enforce ac-
countability with the information traceability system.  The tracing system should 
ensure that traced data is used only on systems that have the capability to audit the 
information usage.  Additionally, the system should be capable to allow the origi-
nator of the data make access decisions on the data.  Finally, the system should be 
able to answer queries such as which user had access to the data.   

3. Background 

3.1. Models of Policy Enforcement 

Existing work on policy enforcement on computer systems has been primarily in 
the following categories: encryption, access control, interposition, and language-
based methods.  End-to-end encryption-based methods rely on trust establishment 
between two parties (local or on a network), using cryptography-based protocols 
such as IPSec [6] and SSL [7].  These methods assume a secure execution envi-
ronment for the communicating end-points so that the keys established for secure 
communication are not exposed.  Interposition-based methods rely on inserting an 
independent inspection layer between two or more interacting entities.  For exam-
ple, most intrusion detection systems hook into the OS system calls thereby inter-
posing their own heuristics engine to analyze system call usage.  Such interposi-
tion layers can be used to apply rules on the information exchanged between two 
or more parties.  In order for strict policy enforcement, the interposition layer must 
itself rely on a protected execution environment.  Interposition-based methods can 
be instantiated using various approaches, for example, hooking privilege OS code; 
executing software on a hardware simulator or in a virtual machine, and operating 
in a physically separate appliance.  All of these interposition methods rely on 
separation of privilege to protect the interposition layer.  Access control enforces 
other models on files and other objects that an entity may access; however current 
methods of access-control are not useful against malicious software that is able to 
circumvent access checks or even worse tamper with access-control lists effec-
tively rendering them insufficient.  Language-based methods [8] specify language 
primitives or extensions to enable verification of information flow when handled 
by the programs using program annotation, compile-time checks and runtime type 
safety checks. 
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3.2. Hardware Virtualization 

Virtualization refers to the technique of partitioning a machine into Virtual Ma-
chines (VMs).  Although its history stretches back decades, virtualization has seen 
resurgence in interest recently---as exemplified by the VT-x technology from In-
tel.  A hypervisor manages VMs by operating at the highest software privilege 
level (VMX-root mode or ring-0p in VT-x).  A control transfer into the hypervisor 
is called a VMExit and transfer of control to a VM is called a VMEntry.  A VM 
can explicitly cause a VMExit by using a VMCall instruction (a hypercall).  A 
guest OS runs in VMX-non-root mode which ensures that critical OS operations 
that can violate the memory separation of the OS or the hypervisor cause a 
VMExit, which allows the hypervisor to enforce access-control rules.  The hyper-
visor manages launch/shutdown of VMs, memory/device isolation, control regis-
ter/MSR accesses, interrupts and instruction virtualization.  Most importantly, the 
hypervisor supervises the use of physical memory.  The hypervisor achieves this 
by managing shadow page tables for each VM running on the platform.  In hard-
ware VM, the OS is not aware of the hypervisor and hence maintains its own page 
tables, called the Guest Page Tables (GPTs).  The shadow page tables are called 
the Active Page Tables (APTs) and are used by the processor for address transla-
tion.  The hypervisor synchronizes APTs with GPTs using a family of algorithms 
called the Virtual Translation Look-aside Buffer (VTLB) algorithms which emu-
late the processor TLB.  The algorithms leverage hardware virtualization to trap 
on page-faults and execution of certain instructions such as INVLPG, MOV CR3 
that are used by an Operating System to manage virtual memory. 

4. System Architecture 

The components of VFIT are described in two sections below – Platform architec-
ture and Network architecture.  The Platform architecture describes the system to 
enforce information tracing on a platform, and the Network architecture describes 
the system to enforce information tracing as it is exchanged over the network.  
Fig.  1 shows a high-level system view of our architecture.  We aim to enforce in-
formation traceability across components running within virtual machines, in a 
distributed system of virtual machines. 
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Fig.  1.  Information tracing enforcement applied to a distributed system.  (Dashed boxes show 

enforcement boundaries within which information use can be monitored or protected) 

4.1. Platform Architecture 

The platform architecture has three layers.  The application layer is the privilege 
level at which the OS and applications execute.  The intent of this work is to use 
as much existing software as possible in this layer.  The next layer is the Informa-
tion Traceability layer - it acts as a middleware that enforces information tracing 
by executing at an elevated privilege level (than the application layer).  The plat-
form creates and manages meta-data for the data that is being traced at this level.  
The hardware layer is the bottom layer of the platform and is used to enforce the 
access-control as setup by the Information Traceability layer.  In this section, we 
describe the four components of the Information Traceability layer in more detail: 
 

 
Fig.  2.  Information Traceability Platform Architecture 

 
The Memory Identification component is used to locate and verify data integ-

rity in physical memory before data tracing is applied to this memory area.  This 
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component also performs sanity checking before admitting data memory into the 
tracing database---for example, checking that during initialization there is a single 
virtual memory mapping of the identified physical memory on the system.  The 
Memory Protection component enforces the access control on the identified mem-
ory.  The model we enforce is to limit access to the traced memory by programs 
that are identified based on their source and integrity.  By source, we mean the 
software should be cryptographically associated with a software vendor and by In-
tegrity, we mean the runtime memory image must not be tampered with.  By vir-
tue of using the program’s image in memory as the only credential required at run-
time, we can ensure the traced data memory is kept inaccessible to other unknown 
programs executing on that system.  This separation of access is enforced by 
hardware and is event driven that reduces the interaction with the Memory Protec-
tion component only in cases when the policy setup is violated.  The Event Han-
dler component handles access events as they occur due to the protection setup by 
the Memory Protection component.  This event handler identifies the context in 
which the access trap occurs, and performs the following activities.  The Event 
Handler first redirects the access to a ghost memory area if the access is to be dis-
allowed.  If the access is to be allowed, the Event Handler drives the Memory pro-
tection component so that either the new page is also tracked from this point on or 
an existing traced page is removed from the tracking database.  In this case, ap-
propriate meta-data is updated in the tracking database.  The Memory Tracker 
component ensures that protected data memory is appropriately associated with 
meta-data and on access events evaluates this meta-data on access events.  This 
component is responsible to propagate meta-data to peer platforms with which the 
protected data is shared.   

4.2. Network Architecture 

For a networked application, data is typically moved from I/O channels into sys-
tem buffers and then application memory.  As the data is used it may also be cop-
ied into the application’s sub-components.  Any resultant/output data follows the 
reverse path into system service buffers and finally into I/O buffers before it is 
serviced.  The goals of the networking subsystem of VFIT are the following.  
First, traced data should not be transmittable by unknown code on the platform.  
This is to protect against transmittal on I/O channels that are not under the pur-
view of the Information Traceability Layer.  Second, traced data transmitted (via 
the permitted I/O channels) from one system to another should be accessible on 
the remote system only if the data can be traced on that system.  An example of 
valid transmittal events that are detected at the network I/O level is when a system 
library references protected data in memory to transfer contents to a packet buffer 
for the network driver.  An example of an invalid transmittal event is a case where 
malicious software snoops data from the system I/O buffers to transmit over an 
un-monitored USB network driver. 
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We achieve our first goal using the platform architecture to ensure that traced 
data is accessible only to code that can prove its source and runtime image integ-
rity.  To achieve our second goal, the application communicating traced data to 
another application must associate the expected credentials with the data so that 
the credentials can be checked on the remote platform that receives the data.  
Hardware support for measured launch using the TPM provides the base to ensure 
that the platform can be attested by a trusted verifier to be running the right soft-
ware.  We use a hardware root of trust for measurement (RTM) and a hardware 
root of trust for reporting to encrypt data with an asymmetric key-pair accessible 
only to the Information Traceability Layer.  We assume that the Information 
Traceability layer is provisioned with a certificate.  The certificate is CA-signed 
public portion of a TPM-derived Aik.  The TPM PCR values contain the meas-
urement of the hypervisor performed by the CPU during launch [9].  TPM quotes 
can be used to cross-attest that the correct Information Traceability Layer is exe-
cuting on the communicating platforms using TPM-based attestation protocols 
such as those documented by the Trusted Computing Group (TCG) [10].   

 

 
Fig.  3.  Information Traceability Network Architecture 

Once the two platforms have authenticated and attested that they are running 
the measured Information Traceability Layer, the communicating platforms can 
transfer the traced data over an encrypted channel.  Note that the traced data ex-
changed is transferred with a cryptographic hash of the Integrity Manifest of the 
program that has the permission to access the traced data.  If the program (identi-
fied by the Integrity Manifest) has been registered and protected on the destination 
platform, the Traceability layer will deposit the decrypted data in its memory and 
continue the trace process on that platform. 

5. Implementation 

We use hardware virtualization [11] to enforce memory access control onto soft-
ware running in the Application layer (including OS in our definition).  In our im-
plementation, the Information Traceability layer is enforced by executing it in a 
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hypervisor which runs at a higher privileged ring (ring 0p) than the OS it virtual-
izes.  For completeness, we provide a brief overview of our previous work on Vir-
tualization-enabled Integrity Services (VIS) [2].  We assume that the hypervisor is 
a small body of code that is measured on launch thereby reducing the attack sur-
face.  We further note that there is hardware support [9] to completely measure 
this layer of code during platform boot and record the measurements in tamper re-
sistant hardware [10] for subsequent reporting. 

5.1. Virtualization-enabled Information Tracing 

We describe the implementation of our Information Traceability layer with refer-
ence to our previous work on Virtualization-enabled Integrity Services (VIS) [2].  
VIS is used to protect software components from runtime tamper, and API cir-
cumvention attacks.  VIS comprises of three components.  The VIS Registration 
Module (VRM) is used to provide a hyper-call interface to software programs 
running in the guest OS.  The Integrity Measurement Module (IMM) performs the 
Memory Identification function.  A program’s code/data is verified at runtime 
based on a signed Integrity Manifest which contains cryptographic hashes (meas-
urements) of the program’s expected state.  The IMM also accounts for relocation 
that the OS loader performs to evaluate the expected state of the program in mem-
ory.  The Memory Protection Module (MPM) component implements the Memory 
Protection function.  It isolates a program’s code and data from other programs.  A 
program in the guest OS requests protection via a registration hypercall to the 
VRM, which uses the APT to identify the physical page locations for the program 
in memory and uses the IMM to verify the integrity of the contents of these pages.  
If the program passes integrity verification, the VRM uses the MPM to overlay 
access-control on the program memory using page-table partitioning.  This process 
is described in more detail in a specific usage scenario below.  Lastly, the Kernel 
Directory Service component is itself protected and is then used to enumerate the 
loaded OS services.  This service identifies each OS service by name and also pro-
vides the address range in which the service is loaded.  This service allows the 
Memory Tracker function implemented in the hypervisor to correlate access 
events with kernel services to make an access-control decision to allow or redirect 
access.  Fig.  4 shows these components pictorially. 
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We apply VIS to implement the Information Tracking layer.  We use the fol-
lowing application scenario to describe the operational aspects.  We assume a 
networked application using Information Tracing is interacting with a remote peer 
application.  For the purposes of this discussion, we assume that the information to 
be traced is explicitly identified by the application.  This approach can also be ap-
plied to trace keyboard/network data. 

Data to be traced is identified by the application or by system policy.  This 
identification is simply provided via hyper-calls.  Additionally to ensure the data 
pages are not shared with other applications, we require minimal modifications of 
the application to use pragma statements to align its data sections on page bounda-
ries, and allocate extra memory for dynamic allocations.  For applications that do 
not provide aligned memory, additional meta-data is captured in the shadow page 
table structures.  An application that requests tracing for a data set must provide 
the virtual address for the data it requests tracing for.  Additionally, the application 
must provide the manifests for the programs it expects to access this data.  The 
application may optionally also provide an integrity measurement for the data area 
in memory.  This is an optional step since the data area may be dynamically allo-
cated memory and hence may not have a static integrity measurement associated 
with it.  If integrity measurement is requested, the Memory Identification compo-
nent verifies that the data being traced matches the signed cryptographic hash pro-
vided.  The Memory Identification component locates the physical memory pages 
that contain the data to be traced. 

Measured Data Pages are isolated from the application and operating system.  
The Memory Protection component marks the data pages in the shadowed Active 
Page Tables as not-present and references the physical pages from the Protected 
Page Table.  The Memory Protection component also records the offset and length 
of the data areas to be protected in the protected physical pages in a Tracker Page 
Table.  This setup is shown in Fig.  5.   
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Fig.  4.  VIS usage for Information Tracing 



 

As applications access the data, a page fault event transfers control via hardware 
into the hypervisor.  The hypervisor uses the processor context and using this con-
text queries the Kernel Directory Service to get additional information about the 
program/service that is accessing the traced data.  A program may optionally itself 
provide an Integrity Manifest that identifies the program.  The Integrity Manifest 
is signed by the vendor to ensure authenticity.  The program image can optionally 
be used to generate an Integrity Manifest to measure the program in memory.  Af-
ter the program has been measured, program code pages can also be moved into 
the Protected Page Table to protect the integrity of the program and to ensure no 
future page-fault events occur.  The hypervisor references the Protected Page table 
in the host CR3 and resumes execution in the measured application so it can ac-
cess the traced data. 

If the protected code tries to move traced data into un-measured pages of mem-
ory (non-present pages in the PPT), those accesses will also be visible as page-
fault events to the hypervisor, and thus can protect against programming errors or 
inadvertent leaks.  When the program completes operating on the traced data, the 
program’s pages are removed from the PPT on unload from the APT as part of the 
VTLB (shadowing) algorithm.  The sequence of events for enforcing or monitor-
ing data tracing between applications is described in Fig. 6. 
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Fig.  5.  Memory Protection setup for tracked data  
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Fig.  6.  Information Trace operation – Monitoring and Enforcement 

6. Analysis 

As described in the implementation, we describe how data tracing can be enforced 
on existing software with minimal modifications and general purpose Operating 
Systems using existing hardware.  Our approach however introduces some limita-
tions in the data usage as described in our model of memory protection.  We have 
applied VFIT to an existing operating system (Windows XP with Service Pack 2) 
and several system applications and drivers (ring-0 intermediate network driver, 
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ring-3 application and sub DLLs).  The hypervisor is developed in-house and pro-
vides VIS functionality.  We had to make minor modifications to the programs we 
used in our implementation, but we did not change the base Operating System or 
hardware.  The expected performance overhead of our system is discussed below 
for the network driver.  We are able to use VFIT to protect information that is 
handled by trusted code and prevent accesses by un-trusted or unknown code.  The 
framework is flexible to allow applications to build a system where the restrictions 
can be adjusted as required.   

6.1. Performance Discussion 

The performance overhead of our system is relative to the activity of the applica-
tion that requests tracing of data, and protection of code that accesses the traced 
data.  Each initial access to the protected data results in a hypervisor round trip2.  
We qualify this access as initial, since depending on the requirement of the appli-
cation, a page may be mapped into the protected page table after the initial access, 
thereby eliminating subsequent faults.  A minimal hypervisor round trip on an In-
tel® Core™ 2 Duo for a page-fault VMExit, where a VM state read and write are 
involved, costs 2219 cycles [12].  These round trips must be minimized in order to 
reduce the performance overhead of the application that is using the proteced data.  
As the hypervisor changes CR3 to reference different shadow page tables, the 
TLB is destroyed on each transition.  We used micro-benchmarks to quantify the 
effects due to TLB shoot-down effects observed when the page-table root to be 8 
cycles/TLB entry.  With the use of address space identifiers (or tagged TLBs), this 
impact will be reduced. 

In our previous paper [2], we reported the measured performance overhead of 
protecting an intermediate network driver using VIS.  We described two methods 
using software and hardware-assist to reduce the overhead of VIS for instruction 
page-faults to 4% CPU utilization.  However, the expected CPU utilization when 
used as described in this paper for data tracing is expected to be higher, since in 
this case, we expect to perform emulation of some instructions which access 
traced data pages to add other data pages into the protected page tables.  Using 
similar heuristics of sharing these traced data pages between verified components, 
we can reduce the impact of these additional faults.  In our future work, we aim to 
analyze this performance overhead for commercial applications using VFIT. 

                                                           
2 VMExit, VMEntry pair due to the page fault event 
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6.2. Threat Mitigation 

We described a framework and implementation to associate protected data to 
measured code and disallow access to unmeasured code.  This addresses auto-
mated attacks that can access data from memory.  We also can associate integrity 
measurements with data once it is protected and traced thereby addressing the 
class of attacks that attempt to modify data to the attackers liking.  We reduce the 
threat vectors for malicious leakage by disallowing access to un-trusted code.  
This does not address all methods of leaking information but addresses malicious 
leakage of information via software attacks.  We disallow unauthorized transmittal 
of data unless the communicating parties can prove using trusted hardware that the 
required enforcement layers are active on the destination platform.   

We show that with minimal program modifications we can address data-flow 
and control-flow oriented leakage by restricting access only to measured (and iso-
lated) programs.  Additionally, data handling by admitted programs is also con-
tained in a hypervisor controlled memory view thereby preventing against mis-
placing data where un-trusted code can access it.  A measured hypervisor can also 
provide additional services for secure handling of the traced data once it is pro-
tected, for example, where the hypervisor ensures clearing out protected memory 
pages when they are returned to the APT.  Additionally, the hypervisor can lever-
age device virtualization hardware to protect against DMA attacks. 

7. Related Work 

Mandatory Access Control (MAC) was prescribed by the U.S.  Department of De-
fense “orange book” [13] for systems handling classified information.  According 
to this definition, the Trusted Computing Base (TCB) enforces a mandatory access 
control policy over all subjects based on sensitivity labels.  The security level of 
the label is then used by the TCB to enforce operations on the objects.  The TCB 
authenticates and checks authorization for the user.  In our approach, the hardware 
platform, the hypervisor and the set of measured applications handling the data are 
in the TCB.  The operating system is explicitly not part of the TCB given the 
number of attacks available against general operating systems. 

The GIFT (General dynamic Information Flow Tracking) framework [14] for 
distributed applications describes language extensions for C programs to allow 
application developers to associate application-specific tags with input data and 
instrument the application to propagate tags to all the other data that are control or 
data-dependent on the GIFT-instrumented programs.  Language oriented methods 
require programmers to create proxy code to handle information flow policies at 
run-time.  In contrast, we are trying to address malicious information flow beyond 
a programs scope – such behavior is not specified at all and hence is not captured 
in the program.  Additionally, we are focusing on existing applications which do 
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not use these custom languages since they have not become as ubiquitous as C, 
C++ and Java.  Java does provide type safety via byte verification, and confidenti-
ality for the data by executing the program in a sandbox from other programs, 
however, it is not restrictive enough in a malicious environment.  Finally, lan-
guage based methods do not provide a system-wide capability to protect data once 
it leaves the language runtime. 

AEGIS [15] is a single-chip processor system to address physical and software 
attacks.  AEGIS assumes that all components external to the processor, such as 
memory, are un-trusted.  This is in contrast with our approach where we cannot 
address physical attacks on memory with the current implementation.  AEGIS 
provides a tamper-evident, authenticated environment for software, which is simi-
lar to our approach but with a larger TCB instead of processor changes, that in-
cludes the hypervisor.  XOM [16] specifies architecture for execute-only memory, 
and uses a modified processor and a XOM Virtual Machine Monitor to create 
compartments where programs can execute in isolation.  Contents of memory 
stored in external memory are encrypted as in AEGIS.   

The ReVirt system [17] performs logging under the operating system by mov-
ing the logging functionality into UMLinux [18].  This allows ReVirt to replay the 
system’s execution before, during, and after an intruder compromises the system.  
ReVirt logs enough information to replay a long-term execution of the virtual ma-
chine instruction-by-instruction.  We utilize a similar approach, with the distinc-
tion that our approach is used to track machine behavior only when memory that is 
protected by our system is accessed by software that is un-protected in the virtual 
machine, thereby reducing the overhead of inspection. 

D’Cunha’s thesis report [19] proposes hardware enhancement to the processor 
memory management unit (MMU) thus enabling it to detect when memory con-
taining trusted code or data is being maliciously modified at run-time.  This ap-
proach selectively marks memory as immutable to harden the Trusted Platform 
Module (TPM) drivers.  This work also implements a software prototype using the 
Xen hypervisor.  Our work can be seen as an extension to this software implemen-
tation; we allow a programmer to request confidentiality for the data or code pages 
once they have been measured and verified by our system.  This property is criti-
cal for protecting sensitive data from leak. 

sHype [20] is a Xen-based Mandatory Access Control architecture, consisting 
of a policy manager that maintains the security policy, an access control module 
(ACM) implemented in the hypervisor that makes authorization decisions accord-
ing to the policy; and mediation hooks controlling access of VMs to shared virtual 
resources based on decisions returned by the ACM.  This is a class interposition 
model where the hypervisor is used to access-control resources it manages.  Our 
work is similar to sHype, and it extends it by allowing access-control over regions 
of memory within the virtual machine in the context that the traced memory is be-
ing used by the virtual machine.  This allows a richer set of policies that can be en-
forced by the hypervisor ACM.  sHype was also applied for distributed MAC with 
Shamon [21] which allows creation of MAC VM coalitions.  With our approach, 
we get similar benefits of supporting similar coalitions for access control, and al-

127 Virtualization-enabled Framework for Information Traceability (VFIT) 



 

lowing for finer granular enforcement of the MAC policy to a subset of compo-
nents that can be executing within separate virtual machines across a distributed 
system. 

Chow et al.  [22] presents a framework for understanding data lifetime on a sys-
tem by adding a taint framework to the BOCHS simulator.  Simulator based ap-
proaches result on large overheads to the operation of the machine that runs on top 
of the simulator.  Kong et al.  [23] describe a Linux-based architecture that uses 
capability-based data access control to ensure that intermediaries that want to ac-
cess sensitive information have the appropriate credentials to be able to access that 
information, creating a Protected Data Path (PDP) through a network of systems.  .  
The fundamental limitation of this work is that it treats the entire Operating Sys-
tem to be a trusted component.  However, considering the size and complexity of 
modern operating systems [24], such an assumption is not reasonable.  Another 
difference in our approach is that we rely on the integrity of the executing program 
that is requesting access to the data instead of the possession of credentials to en-
force data access.  PDP also proposes the use of virtual machines as a means of 
separating the trusted domains as future work. 

Ho et al.  [25] demonstrate a demand emulation model using virtualization for 
taint-based protection using Xen.  Our approach is a refinement of that approach 
in that it further reduces the amount of emulation that the hypervisor has to per-
form.  In the demand emulation method, their shadow fault handler is called 
whenever a page fault is received from the protected VM, where the fault handler 
is responsible testing if the faulting page is marked as tainted, and if so, flags that 
the VM should be restarted in emulation mode when it returns from the fault.  In 
our case, we do not require special handling of faults when the traced page (in our 
terminology) is being accessed by code pages that have been allowed by policy to 
access that data.  We achieve this by shadow page table partitioning into protected 
page tables as described in our implementation.  Another distinction is that unlike 
Ho et al., we do not have to trust the initial state of the machine, and assume that 
the system could a priori contain malicious code that an attacker can exploit.  We 
achieve this using a model for integrity verification and runtime protection of the 
code that handles the traced data.  The other distinction in our method is the fur-
ther reduction in the amount of time that the instructions need to be emulated.   
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8. Conclusion 

We have demonstrated the feasibility of overlaying memory access control to pro-
tect memory in our previous work on Virtualization-enabled Integrity Services.  In 
this report, we describe a framework to support Information Traceability in appli-
cations that handle sensitive data, without major modifications to the applications.  
We also discuss how this framework can be used for securely tracing information 
exchanged across a network of such systems.  We have applied this system to 
sample applications on general purpose operating systems to be able to monitor in-
formation usage.  CSO’s can apply this technology to monitor and assuredly audit 
sensitive information and trace it across networks, without requiring changes on 
all of their existing applications and network infrastructure.  In our future work, 
we plan to apply this framework to specific applications such as web servers and 
further quantify the performance of this system to protect against software-based 
threats causing information theft, thus mitigating a threat vector of the Insider at-
tack on information.  We also plan to work on the expression of policies for such 
information tracing systems to allow CSO’s to be able to express policies over 
data classes handled within and across computer networks. 
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Abstract   “An insider attack, sometimes referred to as an inside job, is defined as 
a crime perpetrated by, or with the help of, a person working for or trusted by the 
victim” [1].  This one-sided relationship of trust makes the insider attacks particu-
larly insidious and difficult to protect against.  This article motivates the need for 
secure and tamper-resistant storage of the secret information that is impenetrable 
even by the operating system and efficient ways of meeting this need.  It high-
lights innovative new work being developed in the context of the Trusted ILLIAC 
project at the University of Illinois.  A progression of techniques is presented pro-
viding increasing levels of security starting from a purely software-based ap-
proach, to hardware/software partitioned and hardware-only mechanisms.  This is 
to guard the system effectively against insiders having increasing levels of intru-
sive access from user-level, administrative up to even physical access to the sys-
tem under threat of attack.  Techniques covered include software- and hardware-
based memory randomization, hardware for a threshold cryptography enabled 
mechanism to allow tamper-proof key management and support the software tech-
nique.  Further, we describe an Information Flow Signatures based technique to 
provide runtime data integrity guarantees.  Reconfigurable hardware is used to en-
sure the secure computation of critical data.  In order to enable this trusted com-
puting hardware we explore requirements for securely initializing it under the 
threat of an insider attack.  The unique advantage of a hardware implemented 
mechanism is that the secret, either the key or the code that operates on security-
critical data, cannot be revealed or modified even by the operating system. 

1 Introduction 

Since the very first IT survey on cyber-attacks, one fact has remained almost con-
stant; a greater percentage of attacks appear to come from the inside (from 
“trusted” folks), than from the outside (the “untrusted” folks).  In the past 3 years 
about 56% of organizations, on an average, had from 1 to 10 insider attacks [2].  
When this type of security breach only impacted a specific firm it was acceptable 
to maintain silence.  But with electronic commerce and the Internet recasting the 



 

way we do business the nature of the game has changed dramatically.  Over the 
past year, millions of consumers have been exposed to potential identity theft in 
major breaches at a variety of organization, e.g., banks and insurance agencies.  
The rate at which confidential information is being exposed has forced govern-
ments all over the world to initiate regulations concerning the security of confi-
dential information held by businesses, forcing organizations to reevaluate their 
“trusted” vs. “untrusted” environments.  In this scenario it is essential that the se-
curity perimeter of any organization be protected not only from the outside but 
also from the inside. 

In this article we motivate the need for secure and tamper-resistant storage of 
the secret information, such as critical data, code and cryptographic keys, inacces-
sible even through the operating system and efficient ways of meeting this need.  
A typical insider has at least user-level and possibly administrative level and 
physical access to the system under threat.  To effectively foil insider attacks at all 
levels, critical data must be secured from unauthorized modifications even by an 
administrator, who has privileged operating system-level access.  We consider in-
siders with varying degrees of access of increasing levels of intrusion into the sys-
tem.  In this article we summarize the techniques developed to protect against in-
sider attacks in the context of the Trusted ILLIAC project at the University of Illi-
nois [3, 18].  We discuss a novel approach to program information about security-
critical data and the mechanisms for runtime protection of this data into a field-
programmable gate array (FPGA).  The FPGA is configured at application initiali-
zation, making it almost impossible even for the operating system to modify it in 
an unauthorized manner.  The set of techniques discussed in this chapter are sum-
marized in Table 1. 

We start with a description of a software approach to randomize memory lay-
outs of a process, called Transparent Runtime Randomization, to foil attacks from 
insiders with user-level access.  This is improved by performing the randomization 
completely in hardware so as to protect the key from even an administrator-level 
insider.  Following this we present a hardware mechanism to support threshold 
cryptography through a secure and tamper-resistant key store, sharing keys across 
multiple nodes.  To provide the user the ability to delineate specific data structures 
of his application as security-critical and protect them against any malicious at-
tacks we present an Information Flow Signatures for data integrity.  This tech-
nique utilizes hardware support to enforce the “trusted”ness of code executing on 
behalf of the application and we explore requirements for securely initializing it 
under the threat of an insider attack. 
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Insider Attack Possible Consequence Countermeasure 
User-level attack using input 
parameters to application 

Attacker may gain privileged 
access to the system 

Transparent runtime randomiza-
tion (TRR) in software.  (Section 
2) 

Information disclosure through 
operating system level access 

Attacker can access application 
level randomization keys to foil 
TRR 

Tamper-resistant hardware key-
store to protect disclosure of se-
cret key information.  (Section 3) 

Access to application specific 
security-critical data 

Attacker can modify applica-
tion-specific critical data such 
as password authentication etc.  
to gain unauthorized access. 

Information flow signature 
checking to protect security-
critical data.  Criticality informa-
tion (e.g., location of passwords, 
authentication code etc.) stored 
within application binary.  (Sec-
tion 4) 

Modifying application binary 
to tamper security-critical data 

Attacker can make security 
critical code as non-critical or 
mark his own malicious code as 
trusted 

FPGA-based tamper-resistant 
storage of application-specific 
security critical data (Section 5). 

Table 1.  Summary of proposed protection techniques against insider attacks 

2 Software-based Transparent Runtime Randomization 

An insider with user-level can craft inputs to programs to corrupt memory loca-
tions in a way that transfers control to his malicious code.  This section discusses 
Transparent Runtime Randomization (TRR) a technique to foil and detect such at-
tacks, generally termed as Unauthorized Control Information Tampering (UCIT) 
attacks.  TRR is a generalized approach that dynamically and randomly relocates a 
program’s stack, heap, shared libraries, and parts of its runtime control data struc-
tures inside the application memory address space. 

Making a program’s memory layout different each time it runs foils the at-
tacker’s assumptions about the memory layout of the vulnerable program and 
makes the determination of critical address values difficult if not impossible.  An 
incorrect address value for a critical memory element causes the target application 
to crash.  At a software-level, TRR is implemented by modifying the dynamic 
program loader, therefore, it is transparent to the application programs, i.e., exist-
ing applications run without any modification or recompilation [1]. 

TRR has been implemented on Linux/x86 platforms.  It is shown, using pub-
lished attacks, to be effective, not only against well-studied attacks such as stack 
buffer overflow and format string, but also against attacks such as malloc-based 
heap overflow, integer overflow, and double-free. 

Principle of Operation.  The locations of critical program elements that an at-
tacker needs to determine for launching a successful attack usually reside in well 
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defined memory regions in the process address space.  We distinguish two types 
of memory regions: position independent and position dependent.  A memory re-
gion is position independent if it can be freely placed in virtual memory at applica-
tion startup time without breaking1 the application, i.e., there are no inherent com-
plex relationships with other parts of a program with respect to positioning.  A 
memory region is position dependent if relocating it at application startup time 
could cause a chain of broken references from either the program code or data.  A 
process’s stack, heap, and shared libraries are position independent, while the 
global offset table is position dependent.  The following explains the position de-
pendency nature of these basic data regions. 

• User stack: Before an application process begins to execute, the oper-
ating system kernel sets up the user stack and stores information such 
as environmental variables and command line arguments on the stack.  
The kernel then sets up the stack pointer (on Linux/x86, it is the esp 
register).  The application program accesses data on the user stack 
through the stack pointer plus an offset.  The program works correctly 
as long as the stack pointer is correctly initialized; hence the stack is 
position independent. 

• Shared libraries: Shared libraries, also known as dynamically linked 
libraries, are compiled as Position Independent Code (PIC).  The li-
brary functions are invoked by the program using base register plus 
offset and can be loaded anywhere in a program’s address space as 
long as the base register is set up correctly. 

• User heap: Heap is managed by dynamic memory management func-
tions such as malloc() and free().  At runtime, malloc() deter-
mines the beginning of the heap via the brk() system call.  A program 
accesses the heap using pointers to memory regions allocated by 
malloc(), hence the program does not make any assumptions on the 
runtime location of the heap. 

• Global offset table (GOT): Once a program is compiled, the GOT is 
fixed at a location inside the program’s static data segment.  Any un-
coordinated relocation of GOT will break the program, since part of 
the program code (the procedural linkage table or PLT) directly refer-
ences GOT.  As a result, GOT is position dependent, and relocation of 
it requires corresponding changes in the referencing code in the PLT 
as well. 

TRR randomly relocates both position independent and position dependent re-
gions by modifying the dynamic program loader.  While relocation of position in-
dependent regions is relative simple, relocation of position dependent regions 
poses a challenge to TRR.  The potential hardware architecture for TRR is out-
lined in [1].  In a recent study it was shown that it is possible to extract the ran-

                                                           
1 Breaking a program means to either cause it to crash or to output incorrect results. 
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domization key of TRR by a brute force attack that tries to enumerate all possible 
randomizations for the stack locations and engineer an attack.  This may be practi-
cal in a 32-bit processing system in which only the lower 16 bits of the address 
(referred to as contributing to the entropy in the address) vary and hence within a 
short time it is possible to cycle through all address values.  The task becomes 
much more difficult in a 64-bit system with 40 bits of entropy.  A point to note is 
that on every unsuccessful attack TRR crashes the system under attack and when 
the application is re-launched the memory segments are re-randomized.  So, the 
attacker must cycle through all the 216 possibilities again.  A system that is being 
constantly attacked (and hence, crashed and rebooted) by such a brute force attack 
would very soon come to the attention of an administrator [6]. 

The insider with a user-level access cannot determine the key used for the ran-
domization of the different data segments.  With a root-level privilege however 
careful runtime monitoring can reveal the key.  The key can be used to modify the 
attack parameters making the application as vulnerable as without TRR.  This mo-
tivates the need for a securely storing the randomization key.  The next section ad-
dresses this challenge in the context of a Digital Certification System for storing 
cryptographic keys, although the approach can be generalized to securely storing 
other kinds of secret information. 

3 Tamper-resistant Key-store Support for Threshold 
Cryptography 

Cryptography-based security applications are faced with a similar problem of the 
secret, the encryption and/or decryption key(s), being potentially exposed to mali-
cious insiders.  This section presents a mechanism to store the key in a secure and 
tamper-resistant key-store in hardware.  In addition, threshold cryptography is 
used to increase the difficulty of intrusion from breaking into one single node to 
breaking into a majority of participating nodes.  The operation of the tamper-
resistant key-store is demonstrated on a multithreaded Attribute Authority, a digi-
tal certification system that handles the issue, revocation and query of Attribute 
Certificates [5]. 

The hardware crypto-engine integrates, in a single chip, a large number of RSA 
Processors to accelerate computationally expensive RSA operations, and a tam-
per-resistant KeyStore to preserve (shares of) secret keys.  The integration is done 
seamlessly with threshold cryptography support by using Shoup’s algorithm [9].  
The implementation is based on FPGA technology.  The crypto-engine architec-
ture is general and can serve a broader range of security applications (e.g., SSL 
connection establishment, elliptic curve operations).  Indeed, the internal design 
implements generic functions that any cryptographic coprocessor is likely to re-
quire (e.g., dispatching operation requests to multiple functional units, loading se-
cret keys in the device). 
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3.1 Crypto-engine Architecture 

The crypto-engine architecture (depicted in Fig. 1) is centered on a Main Control-
ler component, which supervises the operation of the other crypto-engine compo-
nents (e.g., RSA Processors and KeyStore) and the communication with the host 
system (i.e., the computer system hosting the crypto-engine).   

RSA Processor.  An RSA Processor decomposes modular exponentiation, in-
volved in an RSA operation, into a series of modular multiplications and squares, 
which are efficiently computed employing the Montgomery algorithm [9].  The 
RSA Processor operates serially on words of S bits, where S is a design parameter 
that can be chosen from among the values 32, 64, 128, and 256.  This approach (1) 
makes the processor design modular and scalable with the length of the RSA 
modulus and exponents (thus enabling the use of threshold cryptography) and (2) 
allows trading off performance versus area occupation, which can be used when 
dimensioning the crypto-engine.  An early RSA Processor was introduced in [10].  
Major extensions were necessary to integrate it into the full crypto-engine archi-
tecture and to manage long RSA exponents as required by the threshold cryptog-
raphy algorithm adopted [8]. 

 
Fig.  1.  SA Processor Engines and Key-Store 

KeyStore.  The KeyStore component provides tamper-resistant storage and fast 
access to a number of RSA keys used by the RSA Processors.  Each KeyStore en-
try includes a modulus N, a generic exponent Exp, and a factor W.  Exponent Exp 
can be the public exponent E, the private exponent D of a standard RSA key, or a 
secret key share Si [8].  Factor W depends only on N and is used to convert the in-
put data in the residue representation needed by the Montgomery algorithm [9].  
The KeyStore can accommodate multiple key entries, and this feature can be used 
when signatures with multiple RSA keys are required (e.g., a single Attribute Au-
thority can use different RSA key pairs for issuing attribute certificates with dif-
ferent policies [7]). 
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3.2 Security Analysis 

The security analysis considers attackers whose ultimate goal is to forge Attribute 
Authority signatures.  To accomplish this goal, attackers need to obtain the Attrib-
ute Authority’s private key and/or to take control of the Certificate Engine system, 
without being detected.  Threshold cryptography guarantees that the private key 
cannot be reconstructed if fewer than half of the private key shares are disclosed. 

The remainder of this section focuses on how the crypto-engine approach 
makes the attack substantially more difficult than on a system implemented en-
tirely in software.  An attacker can succeed by hardware-level intrusion if he/she 
has physical access to the replica node. 

Hardware-Level Intrusion.  Our analysis is based on the attack categories identi-
fied in [11]: physical attack, read-back attack, and side-channel attack.  A physical 
attack aims at uncovering the FPGA design by opening up the FPGA package and 
probing (undocumented) points inside the chip without damaging the device.  Due 
to increasing FPGA complexity, this attack can be achieved only with advanced 
inspection methods (e.g., Focused Ion Beam), which are quite costly and are 
probably possible only for large organizations (e.g., intelligence services). 

A read-back attack accesses/reads the FPGA configuration file from the FPGA 
chip (using the read-back functionality generally available on the FPGA device for 
debugging purposes), after which the attacker reverse-engineers the obtained bit-
stream.  To prevent the read-back attack, most manufacturers provide the option of 
disabling the read-back functionality.  Moreover, even though theoretically possi-
ble to interpret and/or to modify the bit-stream of an FPGA, major vendors (e.g., 
Xilinx, Actel) maintain that it is virtually impossible.  The irregular row and col-
umn pattern of the hierarchical interconnection network exacerbates the inherent 
complexity of the reverse-engineering process [12].   

A side-channel attack exploits unintentional information leakage sources (e.g., 
power consumption, timing behavior, electromagnetic radiations) in the imple-
mentation.  At present, little work has investigated the feasibility of such attacks 
against FPGAs.  Nevertheless, attacks using power consumption and specific to 
RSA are known in the literature.  For instance, Simple Power Analysis and Differ-
ential Power Analysis exploit the fact that a straightforward implementation  of 
the Right-to-Left Binary Algorithm (widely used in RSA hardware circuits, in-
cluding our RSA Processor) has power consumption that changes in time with the 
bit-sequence of the RSA key (thus, monitoring the FPGA power consumption al-
lows discovering the RSA key).  Simple countermeasures can be found in [13.  In 
our case, power attacks are more difficult to launch, since multiple RSA Proces-
sors operate concurrently and asynchronously, effectively masking the information 
that can be revealed by the overall FPGA power consumption. 

We note that hardware-implemented cryptographic co-processor engines limit 
the types of secure computations that the user can perform to only the imple-
mented cryptographic routines.  In the next section the Trusted Computing Base is 
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extended to support execution and data integrity monitoring of programmer-
identified security-critical portions of the code through Information Flow Signa-
ture checking. 

4 Information Flow Signature Checking for Data Integrity 

We now present a technique, information flow signature checking [29], to protect 
application critical data from unintended modifications, even by the operating sys-
tem or an insider with root privileges, and describe its implementation.  We define 
unintended modifications as those that represent a violation of the intended behav-
ior of a program defined by its source code.  For example, this includes the operat-
ing system or root user trying to write directly to a memory location that contains 
critical data, or malicious modification of a pointer in a program, causing it to 
modify an object other than the one intended by the source code.   

The application developer wishing to employ this technique defines which data 
is critical, such as a database or structure containing login information in a server 
application.  Using the precise pointer analysis of the IMPACT compiler [27], the 
automated technique extracts the backward computation tree [25] of instructions 
which are allowed by the source code of the application to directly or indirectly 
modify critical program data2.  This backwards tree of dependencies is encoded in 
the form of a signature, referred to as the Information-flow signature (IFS).  The 
signature is enforced during application execution using a combination of software 
and programmable hardware.  Since the analysis is based on the properties of the 
program according to its source code, hence there are no false-positives, and valid 
code is never rejected3.  The proposed technique is based on the well-known ob-
servation that the possibility of unintended modifications to data arises from the 
‘gap’ between an application’s source code and how it is executed during runtime.  
Information flow signature checks enforce the source-level semantics of memory 
accesses at runtime thereby closing this gap for critical data.   

Using hardware support during runtime, the technique ensures the integrity of 
the protected data even if other data in the application is compromised or con-
trolled by the attacker.  As a result, the IFS technique can be applied selectively to 
protect critical data in the application with significantly lower overheads com-
pared to other techniques for memory safety [20, 22, 23] which take an ‘all-or-
nothing’ approach and are unable to provide the same guarantees when applied se-
lectively to the program.  The IFS technique ensures that data compromised by un-
intended data modifications cannot propagate to critical data.  This is crucial for 
fast recovery from attacks. 

                                                           
2 We use the term data to refer to both variables as well as memory objects in the program. 
3 Some applications may write past the end of an object into another memory object during cor-
rect execution. We do not consider such programs. 
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4.1 Threat Model 

The aim of the technique is to preserve data integrity rather than its confidential-
ity: hence, the technique does not address side-channel attacks [24].  The threat 
model assumes that the attacker can execute arbitrary code, as an insider might be 
able to, and overwrite program variables stored in memory and processor registers 
as long as the malicious memory accesses are performed through the processor.  
For example, malicious DMA transfers are not covered by the threat model for 
this technique.  Specifically, an attacker could use an IEEE 1394 interface port to 
initiate transfers to main memory of a system which are not visible to the proces-
sor [26].  We also assume that the initialization of the technique is performed cor-
rectly.  Later in this paper we explore the required mechanisms to ensure both a 
trusted initialization path and the mitigation physical attacks and attacks which 
bypass the processor of the system.  If initialized properly, the technique is im-
mune to attacks on the operating system after program loading is completed. 

Examples of attacks covered in the threat model include: 

• Classical memory corruption attacks such as buffer overflow, format 
string, and heap corruption attacks that overwrite non-control data in 
the application.  These attacks violate the source-level semantics of 
the program and are caught by the technique.  We assume that other 
techniques such as control-flow integrity [21] or program shepherding 
[19] have been deployed to protect control-data in the application. 

• Software-based insider attacks, in which the attacker attempts to alter 
(at runtime) part of the program to gain control over the critical data.  
An example of this class of attacks is a malicious plug-in for a web-
browser that tries to modify sensitive data in the browser in violation 
of its interface with the browser.  The attack will be detected even if 
the plug-in’s code is unavailable at compile-time as the checks are in 
the browser’s source code. 

4.2 Approach 

Attacks on data integrity may be performed by causing an instruction to write to 
an address outside the bounds of the instruction’s valid destination object, or in the 
case of an attack by an insider with root privileges, may simply be writing over 
critical data or data which will be used indirectly to compute critical data.  There-
fore, they can be prevented by checking the bounds of every write to memory, and 
determining if the instruction is allowed (as defined by the source code) to write to 
the object in a given memory location.  However, performing bounds checks on 
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every write is prohibitively expensive - more so in the case of non type-safe4 lan-
guages such as C/C++, where it is very hard to statically determine the targets of 
memory reads and writes.  We observe that checking every write is excessive 
when a user is only interested in protecting certain critical data.  The goal of our 
technique is to check a minimal number of instructions while ensuring that the 
critical data is not corrupted. 

Since we are applying protection selectively, it is insufficient to check only the 
direct writes to critical data.  This is because while protecting direct writes makes 
it difficult for the attacker, a smart attacker can still influence the value of a criti-
cal data indirectly as shown below:   

Suppose program variable c is calculated by adding two other variables, a and 
b.  Assume that c is part of the critical data in this application.  An attacker can in-
fluence the value of c indirectly by corrupting either a or b.  Thus, in order to pro-
tect critical data from corruption, we ensure that all data and instructions that the 
critical data is dependent upon are also protected.  This constitutes the backward 
dependence tree [25] of the critical data.  In general, the backward tree contains 
the set of instructions and data objects that both directly and indirectly influence 
the critical data.   

The protection scheme consists of two phases: A) a compile-time phase to ex-
tract the backward tree of critical data in the program, and B) a runtime-phase to 
check if the critical data is influenced in violation of the statically derived back-
ward tree.  The runtime phase is implemented using a combination of software and 
hardware. 

A.  Compile-time Phase, a compiler-based static program analysis determines the 
following: 

1. The instructions that can influence the critical data (according to pro-
gram semantics) 

2. For each instruction in (1), the set of objects (data) that the instruction 
is allowed to write to 

The compiler marks each instruction in (1) and each object in (2) as trusted.  
This trusted property is propagated at runtime according to propagation rules 
which have been mathematically proven to ensure that any instruction which may 
have been compromise is marked as un-trusted, and thus can never write to critical 
data. 

B.  Runtime Phase, The following invariants are enforced by a combination of 
hardware and software at runtime. 

1. Level 1: Critical data is modified only by trusted instructions and ob-
jects (every instruction running on the processor is checked and this 
invariant is enforced in hardware), which includes instructions from 

                                                           
4 Even in type-safe languages, one still needs to perform checking at runtime as attacks are per-
formed by distorting the behavior of instructions at runtime. 
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applications other than the one being protected (i.e., an insider with 
root privileges is not allowed to write directly to critical data, regard-
less of which application is used to write to this data) 

2. Level 2: Each trusted instruction writes only to its statically allowed 
objects (enforced in software) 

If either property is violated, an interrupt is triggered which halts execution of 
the program and raises a security alert before critical data is corrupted.  This is vi-
tal to ensure fast application recovery, from a checkpoint for example (we do not 
consider recovery here). 

4.3 Implementation  

The technique is implemented using a combination of hardware and software.  The 
hardware implementation requires the addition of a special CHK instruction, 
which is used to initialize the hardware checks, to the instruction set of the proces-
sor, but no other direct modifications to the pipeline of the processor.  The proces-
sor’s caches are not modified.  Instead a content addressable memory outside of 
the processor’s pipeline, which we have named the Critical Data Trusted Instruc-
tion (CDTI) store, is used to store the information flow signature for critical data.  
All of the hardware checks are performed by the IFS checking module, imple-
mented outside of the processor’s pipeline.  This module has a read-only interface 
to internal signals of the pipeline including: 1) register file control, 2) current in-
struction and its pointer, 3) pipeline stall, flush, and 4) cache control.  A prototype 
has been demonstrated using a modified Leon 3 processor [28] and the IFS check-
ing module synthesized to an FPGA board.  Overheads of the checking module are 
approximately 4.4% in gate count, and 1% in clock frequency in comparison to the 
un-modified processor. 

Initialization and System Assumptions: High-level communication used to ini-
tialize the checking module with information about which instructions are trusted 
and which data is critical occurs through CHK instructions, an extension to the in-
struction set architecture to enable such communication between the application 
and the hardware.  The backward dependence tree and information about critical 
data is loaded from an instrumented program at load time by using these CHK in-
structions, which we assume for now to be un-corrupted by an attacker.  We ex-
plore mechanisms to ensure that CHK instructions and the program binary have 
not been tampered with in Section  5.  Once the hardware checker has been initial-
ized, no writes to critical data will be allowed unless they are through a valid path 
in the protected application.  This prevents data corruption from an insider with 
root privileges and the operating system.  | 
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Fig.  2.  Schematic of hardware checking module 

Example of Operation: The operation of the checking module in Figure 2 is as 
follows: 

1. During program initialization, CHK instructions read from the main 
processor pipeline enter the CHK handler within the module and are 
used to initialize the CDTI.   

2. During runtime, the fetch stage looks up each instruction’s “trusted-
ness” within the CDTI based on the program counter value read from 
the main processor pipeline. 

3. Trusted instructions have their operands looked up in the register 
stage of the module. 

4. The store check stage of module enforces Level 1 checking rules for 
store instructions, before they enter the memory stage of the proces-
sor.  (e.g.  if a trusted store instruction uses non-critical operands, the 
checking module raises an alarm before the memory operation occurs) 

5. CDTI access looks up the information flow signature in the CDTI us-
ing cache control signals from the processor. 

6. In the check stage, trusted instruction operands are checked and the 
destination of un-trusted instructions is checked to make sure they do 
not write to critical data. 

7. In the writeback stage, trusted bit information is propagated back to 
the register file.   

5 System Architecture Including the Trusted Computing 
Engine 

We consider a system architecture for the trusted initialization of hardware-based 
security checks, such as those based on Information Flow Signatures, and the run-
time guarantees required to be resistant to insider attacks.  This architecture en-
sures that an application instrumented with initialization data for the IFS checks 
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cannot be corrupted without detection.  Furthermore, we ensure that regardless of 
the privilege level of a user, the secure coprocessor equipped with Information 
Flow Signature checks, for example, will not run IFS-protected binaries unless 
they are the product of a trusted application developer.  Further guarantees which 
ensure the trusted initialization and resistance to insider attacks are listed in the 
following subsections. 

The basic system architecture is depicted in Error! Reference source not 
found. and includes a “host system” which is made up of typical, off-the-shelf 
components and a Trusted Computing Engine (TCE), which is a physically tam-
per-resistant expansion card on a high-speed bus (such as PCI-Express) that will 
run security-critical applications.  Such tamper-resistant enclosures can be manu-
factured to be highly resistant to physical attacks [15]. 

The basic components of the TCE include a RAM, a tamper-resistant ROM 
containing a public RSA key, and Non-Volatile memory used to store FPGA con-
figurations.  The secure coprocessor, an FPGA programmed to contain a soft-
processor augmented with Information Flow Signatures security checking hard-
ware, and the crypto processor, an FPGA programmed with cryptographic func-
tionality, perform the computational work of the TCE.  The functionality of the 
TCE system is drastically different than that of the Trusted Platform Module 
(TPM).  The TPM does not execute applications and is limited to the roles of at-
testation, key management, and basic cryptographic capabilities.  On the other 
hand, the TCE provides secure initialization of applications, and employs runtime 
security techniques to protect applications running within the secure coprocessor.   

During initialization of the system, the hardware within the TCE is automati-
cally programmed by the NVRAM.  During runtime, the secure coprocessor 
awaits for a security-critical application to be verified and loaded into the TCE 
RAM by the crypto processor.  The crypto processor also facilitates any transac-
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Fig.  3.  Host System with the Trusted Computing Engine (TCE) 



 

tions between the secure coprocessor and the host system.  When a security-
critical application is run on the TCE, the local TCE RAM (not accessible directly 
by the host system CPU) is used by the application.  In case of size limitations on 
the internal RAM, the crypto processor may be used to encrypt and swap memory 
out to the host system RAM. 

5.1 Protecting Against Insider Attack With User-level Privileges: 
Runtime Guarantees 

Critical data integrity is maintained by the Information Flow Signatures-enabled 
secure coprocessor as long as the Hardware-Based Security Checks (HBSC) are (i) 
initialized as intended, (ii) not re-configured during runtime, and (iii) are not sub-
verted to gain access to critical data.  Further, applications should have the ability 
to attest to the existence of the TCE during runtime.  For example, this allows a 
client application to require a server application to be executing on a TCE before 
connecting, thus ensuring that an un-tampered binary with data integrity guaran-
tees is running on the server. 

In this scenario we assume that: (i) the user has only remote access to the sys-
tem through remote login and (ii) the HBSC are correctly initialized.  Based on 
these assumptions we focus only on providing guarantees during runtime opera-
tion.  The following section delves into the issues associated with trusted initiali-
zation of the HBSC.  We now describe how the TCE with an IFS-enabled secure 
coprocessor enforces runtime guarantees.   

• Subverting the Security Technique and Hardware.  The Information 
Flow Signatures do not have direct read or write access to critical data.  
Hence, it is not possible to subvert the hardware mechanism to over-
write or retrieve critical data.  Techniques other than Information Flow 
Signatures may have to consider this threat.   

• HBSC Re-Configuration.  In order to protect against updating and 
modification of the security hardware configuration during runtime, it 
is possible to use a ratchet lock similar to that in the IBM 4758 secure 
coprocessor [15] to prevent access to configuration data after the ini-
tial configuration of the hardware.  Essentially, a special command 
can be issued to the hardware security module that prevents further 
configuration.   

• Security Hardware Attestation.  The Trusted Computing Group’s 
(TCG) Trusted Platform Module (TPM) is designed with the ability to 
perform hardware platform measurements [16].  The TPM’s abilities 
can be leveraged by the security hardware in order to provide remote 
attestation capabilities to the hardware. 
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5.2 Protecting Against Insider Attack with Administrative 
Privileges: Initialization and Runtime Guarantees 

Protection against attacks by those with administrative privileges on a computer 
system is a difficult undertaking, especially since an administrator may have ac-
cess to the physical hardware of the computer system, and may be able to modify 
the operating system and other binaries before execution.  This section explores a 
system architecture to give the required capabilities to remedy such a threat with 
the goal of critical data integrity in mind, though this system can also be applica-
ble to enforcing critical data confidentiality.  The architecture focuses on provid-
ing the following mechanisms for trusted initialization of HBSC: 

• Verify the authenticity of the HBSC initialization sequence 
• Ensure that correct HBSC initialization data is loaded when an appli-

cation requires it 
• If HBSC initialization does not occur, proper action is taken to main-

tain data integrity 

If these objectives for the trusted initialization of the HBSC are met, the previ-
ously defined criteria for runtime protection of the security technique can be used 
to ensure the proper runtime operation of security checks.  However, because of 
the nature of the new threat model, the system should provide method to verify to 
a 3rd party that the HBSC initialization sequence was executed properly.  Thus, 
further requirements for hardware attestation are made. 

Authenticity of HBSC Initialization Data.  To verify that the initialization data 
for security-checking hardware has not been corrupted or tampered with, the cryp-
tographic RSA signing operation is used on the data contained within the initiali-
zation portion of the application to be protected by the security technique.  In or-
der for this to be a valid method of verifying the authenticity of the initialization 
data, we must consider the following: who is doing the signing, and how is the 
public key of this entity known in order to verify the signature?  

The signing is performed by a centralized registration authority (RA), which 
could be the manufacturer of the security hardware.  Note: A registration author-
ity, in the context of this chapter, has a specific and different meaning than in the 
typical Public Key Infrastructure.  It is possible to have the public key of the RA 
stored in a read-only, tamper-proof memory programmed by the manufacturer.  
The crypto-processor uses this key to verify the signature of the initialization data.  
This requires every application which utilizes the security technique to be signed 
by the RA.  The secure coprocessor contains hardware, similar to the RSA Proces-
sor described in [14], to perform verification of the security check initialization 
data before loading it.   
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Correct HBSC Initialization Data.  In order to verify that the correct initializa-
tion data for a given program has been given to the secure coprocessor, the RA 
signs a hash of the entire software application, including the initialization portion.  
This has the downside of being a significant computation burden to verify, giving 
further justification for the crypto-processor.   

5.2.1 Maintain Data Integrity in Case of Initialization Failure 

In the case that an application binary has been tampered with, the crypto-processor 
does not load the application into the memory space of the secure coprocessor, and 
the critical data to be used by the application is not initialized in the TCE.   

Attestation.  Similar to the previous attestation scenario, the TPM may be lever-
aged to provide measurements.  In this case, the crypto-processor within the TCE 
initiates an integrity measurement which reflects the initialized status of the TCE. 

5.2.2 Utilizing an Architecture Designed to Prevent Insider Attacks 

Now that we have a notion of what must be done in order to guarantee the initiali-
zation and correct runtime operation of a hardware-based security technique, we 
may consider how a system might be utilized to take advantage of the capabilities.   

The applications which are run on the secure coprocessor have their critical 
data protected against unintended critical data modifications and other attacks 
which involve exploiting program semantics that are normally not enforced during 
runtime [18].  However, this technique does not cover the possibility of using a 

148 Insider Attack and Cyber Security 

Application
Developer

Host 
System

with TCE

Registration
Authority

1 2

3

1) Application Developer sends 
release version of software to 
be certified

2) Registration Authority 
responds with signature for 
software

3) Application Developer 
distributes software with 
signature to users with TCEs

Application
Developer

Host 
System

with TCE

Registration
Authority

1 2

3

1) Application Developer sends 
release version of software to 
be certified

2) Registration Authority 
responds with signature for 
software

3) Application Developer 
distributes software with 
signature to users with TCEs

 
Fig.  4.  Software Distribution Process 



 

valid program path to influence critical data – hence it may still be possible for the 
malicious administrator to corrupt program input, for example network traffic.  
The applications themselves must be constructed in such a way that these threats 
do not expose the potential for insider attacks through valid program paths.   

Applications running on the secure coprocessor that use network access to gain 
access to data which is to be protected from insider attack must implement authen-
tication mechanisms which take advantage of the given hardware attestation fea-
tures.  Such authentication mechanisms can ensure that “counterfeit” applications 
(which have the same functionality as the original program but may have been 
modified by a malicious attacker) cannot gain access to critical resources which 
are being protected from insider attack (see [17] for example protocols).   

6 Conclusions and Future Directions 

This article describes a secure and tamper-resistant mechanism for protecting se-
cret information.  This is to guard the system effectively against insiders regard-
less of their access level, user, administrative or physical.  We first present a 
purely software-based mechanism to randomize memory the layout of a process 
leading to a hardware implementation of the same.  A threshold cryptography-
based approach that uses a tamper-resistant key-store is described to ensure secure 
access to the secret key.  In order to extend the trusted computing base to execute 
security critical portions of the code, as designated by the programmer, we de-
scribe a system architecture which uses low-power, low-cost reprogrammable 
hardware to provide support for the initialization of security techniques.  This 
hardware approach prevents any unauthorized modifications of security critical 
data or code, even by the operating system, thus providing effective protection 
against all levels of insider attacks.  The architecture is based on specific consid-
erations about the protections required for proper initialization and runtime execu-
tion of the Information Flow Signatures hardware-based checks, and provides new 
avenues for research.  Possibilities for future work include leveraging multi-core 
architectures to design a TCE and using the reprogrammable nature of FPGAs to 
allow for secure hardware upgrades to the TCE. 
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Surviving Insider Attacks: A Call for System 
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Abstract   The handling of insider attacks is a significant technical challenge as 
little assurance theory and design practice exists to guide the design of effective, 
credible countermeasures for large systems and applications.  Much of the relevant 
theory has focused on insider attacks on individual security protocols and small-
scale applications.  In this position paper, we suggest that confidence in a system’s 
resilience to insider attacks can emerge by the application of well-accepted surviv-
ability principles and design methods.  We caution, however, that different trade-
offs emerge in applying these principles to practical designs, thereby requiring a 
careful balance among the costs of countering insider attacks, recovery from at-
tack, and attack deterrence, and between the fine granularity of access permissions 
and ability to administer these permissions is a safe manner.  In view of the dearth 
of practical solutions for surviving insider attacks in any significant-size system, 
we suggest that experiments in applying well-accepted principles and design 
methods to critical subsystems (e.g., user authentication, DNS) are necessary to 
provide effective and quantifiable assurances. 

1 Introduction  

Insiders are generally understood to be trusted individuals or entities authorized to 
access and manage system and application resources.  By virtue of their largely 
unrestricted access, insiders can launch extremely potent attacks against informa-
tion systems.  These attacks take advantage of the insider’s authority and knowl-
edge to configure and administer systems and the ability to exploit known, and 
perhaps deliberately induced, vulnerabilities in a largely unconstrained networked 
environment; e.g., in the Internet.   

Anecdotal evidence over the past twenty years identified insiders as the most 
potent source of attacks in computer systems and networks in terms of the loss in-
curred as a consequence of these attacks.  For example, in the summer of 1987, in 
a presentation given to a National Research Council panel studying the informa-
tion security posture of the Department of Energy, Bob Courtney1 suggested that, 

                                                           
1 At the time of his presentation, the late Robert Courtney was an industry security consultant 
and a former manager for data security in IBM’s Systems Develpment Division. In 1993, he re-



 

in non-government domains (e.g., business, industry, commerce), losses caused by 
insider attacks amounted to 19% of all losses, where 6% was attributable to dis-
gruntled employees and 13% to dishonest ones.  These losses trailed only those 
caused by administrative error (65%), and far exceeded those caused by infrastruc-
ture damage due to floods, fires, and earthquakes (8%), outsider attacks (2%), and 
unspecified other events (6%).  Whether all Courtney’s statistics are relevant to-
day can be debated: the Internet has enabled outsiders’ attacks on unprotected or 
poorly protected systems, causing substantial more losses than those of the cen-
tralized systems of the 70s and 80s.  However, two facts are not debatable: (1) the 
handling of insider attacks in large-scale systems and enterprises remains a sig-
nificant technical challenge, and (2) little assurance theory and design practice ex-
ists to provide guidance on designing effective, credible countermeasures for such 
systems.  Much of the relevant theory has focused on insider attacks on individual 
protocols (e.g., applications of threshold cryptography [3, 4, 12] and password-
based authenticated key exchange protocols [10, 11], and various corruption mod-
els [8]).  Hence, the design of system-level countermeasures are likely to rely, at 
least for the foreseeable future, on the application of well-understood survivability 
principles to specific system designs to derive architectural structures that satisfy 
operational, cost, and usability constraints.  These constraints require tradeoffs 
among different interpretations of survivability principles and help optimize these 
interpretations.  Of course, the benefits of using survivability principles would 
have to be illustrated in realistic examples of specific subsystems and/or applica-
tions that survive insider attacks in a demonstrable way.   

A useful application of survivability principles, which would blend good theory 
with design practice, would be a user authentication subsystem.  Such a subsystem 
should be resilient to attacks by systems administrators and operators who are free 
to act simultaneously as insiders and outsiders.  We suggest this application area 
for three reasons.   

First, authentication subsystems are critical to the security of any system, yet they 
are extremely vulnerable to simple insider attacks.  For example, if an administra-
tor simply makes a file storing one-way encrypted passwords readable, no signifi-
cant harm is supposed to be possible, and yet this practice would enable off-line 
dictionary attacks and lead to wholesale theft of passwords and corresponding 
identities.   

Second, authentication subsystems offer a good case study on how operational, 
cost, and usability constraints enable tradeoffs among competing interpretations of 
survivability principles.  For example, partitioning sensitive data among several 
diverse, redundant servers managed by administrators whose duties are separated 
to a very fine granularity may be an implementation of sound interpretation of 
survivability principles.  However, they may impose substantial recurrent opera-

                                                                                                                                     
ceived the National Computer Systems Security Award given by the National Institute for Stan-
dards and Technology and the National Security Agency. 
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tional costs (e.g., personnel costs) and usability costs (e.g., physical separation and 
security may require significant and costly space upgrades).   

Third, but by no means least significant, is the fact that cryptographic protocol 
theory provides resiliency techniques; viz., protocols for password-based authenti-
cated key exchange [10,11].  Hence, one need not be sidetracked by the need to 
develop new theory, and focus exclusively on architectural design of the authenti-
cation subsystem.  Other equally compelling examples of critical infrastructure 
subsystems that could benefit from the application of survivability principles in-
clude the Domain Name System and distributed directory services and protocols 
(e.g., Microsoft’s Active Directory, or LDAP). 

In this position paper, we suggest that confidence in a system’s resilience to in-
sider attacks can emerge by the application of well-accepted principles and design 
methods.  In our view, developing new theories for the design of countermeasures 
to insider attacks in significant-size systems is both premature and possibly coun-
terproductive.  Only after the application of well-known and understood design 
principles and methods that withstood the test of time becomes manifestly inade-
quate, should one attempt to develop new theory.  Lack of experimentation in this 
area indicates that development of new theory is premature at this time.  Further, 
the transfer of useful research results to practice would be delayed by the natural 
resistance to the use of untried and untested theories in practice.  Instead, designs 
of countermeasures to insider attacks should rely on well accepted methods and 
tools in system security and reliability, as well as in cryptography, to illustrate 
how resilient architectural structures emerge from the application of known sur-
vivability principles.  We believe that, if the aim of such designs is to show how 
confidence in system resilience to insider attacks can emerge, then only well ac-
cepted principles, design methods, and tools that stood the test of time can be 
used.   

2 Principles for Survivability 

A significant number of basic security and dependability principles have been 
enunciated in the past; e.g., the work of Saltzer and Schroeder [17], Avizienis, La-
prie, Randell, Landwehr [1,2], and Neumann [15].  Of these, we present five that 
(1) are applicable to the system architecture level, and (2) are supported by practi-
cal design methods and tools.   

The security and dependability principles we have selected for discussion are:  

1. Avoidance of a single point of failure 
2. Independence of Failure Modes and Attack Vulnerabilities 
3. Fast Recovery from Failure and Attacks 
4. Attack Deterence  
5. Least Privilege Authorization  
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Other important principles, such as defense-in-depth, are important, but their 
application to countering insider attacks is less compelling.  Our thesis is that only 
by applying selected survivability principles together with well-accepted security, 
reliability and cryptographic techniques can confidence in system-architecture re-
siliency to insider threats emerge. 

2.1 Avoidance of a Single Point of Failure 

The common characteristic of single points of failure is that an attack by either an 
insider or an outsider that exploits a single vulnerability can lead to a system com-
promise.  Typical architecture features used in fault tolerance, namely spatial sepa-
ration and replication of system components, offer insufficient protection against 
insider attacks.  For example, system administrators or operators still have unen-
cumbered access to all functions that could shut down system operation or, worst 
yet, that could corrupt critical functions in an undetectable manner over a long pe-
riod of time. 

2.1.1 Separation of duty 

Separation of duty [5, 6, 18] requires that certain system functions and compo-
nents are accessible only by different insiders, thereby assuring that the erroneous 
or deliberately malicious actions of a single insider cannot affect all critical func-
tions at once.  By definition, separation of duty requires that insider roles be de-
fined with separate access permissions, and that permission separation be sup-
ported by the underlying system.  A typical example of separation of duty that has 
been used in business enterprises for many years is the separation and assignment 
of different employees to the accounts payable and purchasing departments.  Vio-
lations of this type of separation would allow an employee who invents a fictitious 
company to issue purchase orders to that company as well as pay invoices re-
ceived from that company, and effectively defraud his/her own employer.  A di-
rect application of this principle to system security administration has already been 
made in high-assurance systems where the duties of security administrators and 
operators are separated from other administrative functions [9, 13]. 

Another typical example of separation of duty has been the “n-person rule, ” 
where n >1, in the execution of critical transactions (e.g., missile launch, high-
value purchases and/or payments).  This rule requires that such transactions can 
only be completed by the separate actions of n individuals.   
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2.1.2 Critical function and data partitioning 

Although separation of duty divides a set of critical functions of an application 
(e.g., an accounts payable, command and control, security administration) among 
multiple insiders, a single insider can still compromise a critical function that 
might lead to overall system failure.  While simple separation of duty is necessary, 
it is not always sufficient to assure the integrity of individual critical functions ac-
cessible to insiders after duties are separated.  To counter the possible misuse of a 
single critical system function by an insider, that function and its data must be par-
titioned and distributed across multiple system components, such that some or 
most components remain inaccessible to any single insider.  The system should be 
designed in such a way that only if the number of critical-function partitions that 
are compromised by attacks exceeds some non-tivial threshold, the whole critical 
function is compromised.   

For example, in the case of user authentication function and data, the ability to 
access an encrypted-password file cannot be easily denied to a system administra-
tor; e.g., physical access by administrative personnel to such files is always possi-
ble.  Yet, an unscrupulous administrator who can merely reads such a file can 
launch off-line dictionary attacks against one-way encrypted passwords.  Crypto-
graphic protocols that partition encrypted passwords and place them in separately 
protected files such that no single encrypted password is readable by any single 
administrator counter such attacks [10, 11].   

2.1.3 Replication 

The partitioning of a critical function and its data for the purpose of denying an in-
sider access complete access to that function can lead to a single point of failure, 
which is precisely what we are trying to avoid.  Failure of any function partition – 
possibly induced by an outsider’s, not just and insider’s, attack – would cause the 
failure of the entire function.  To avoid such failures without giving up the advan-
tage of function and data partitioning, would require the replication of each parti-
tion and the implementation of multiple-replica update protocols.  Protocols for 
multiple replica updates have been in use for more than two decades and their de-
sign properties are well-understood. 

2.2 Independence of Failure Modes and Attack Vulnerabilities 

Avoidance of a single point of failure and its related design methods discussed 
above cannot counter multiple non-independent (related) failures or attacks 
against separated replicas of a system, duties (e.g., roles), or against critical-
function partitions.  For example, generic design flaws may affect all spatially 
separated replicas of a critical function using the same design, and could make that 
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function susceptible to compromise.  The same generic flaw could lead to identical 
(and hence non-independent) failures or penetrations of all critical component rep-
licas.  Similarly, separated duties (e.g., roles) would not prevent system compro-
mise if two or more insiders collude to violate system integrity by joint malicious 
actions.   

2.2.1 Design and implementation diversity 

Design diversity ensures that generic flaws cannot arise that would affect multiple 
separated replicas of a critical component.  For example, practice shows that dif-
ferent operating system families (e.g., MS Windows family and Unix/Linux fam-
ily) are unlikely to be plagued by identical flaws.  For any one of the common 
flaw types (e.g., buffer overflow, failure to validate input parameters or to enforce 
resource bounds), it is usually not possible to craft a single exploit that would 
work across diverse platforms.  Hence, critical component replicas running differ-
ent operating systems are more likely to survive an attack than if all replicas run 
the same operating system.  Different forms of diversity have been used in practi-
cal designs [1,2]. 

2.2.2 Diversity of insider interests and skills 

Insider personnel diversity seeks to provide similar benefits as those of design 
diversity.  First, different individuals or entities must be assigned to different du-
ties (e.g., roles) and critical functions.  Second, different individuals or entities that 
have different interests (e.g., financial, corporate reporting lines) are less likely to 
collude.  Third, different individuals must have the required skills to operate the 
diverse component platforms and applications (e.g., even if a Windows system 
administrator may have the skills to administer a Unix-based system, s/he may not 
have the skills to administer a specific applications on either system).   

In summary, the key property provided by diversity is failure mode/attack in-
dependence among component replicas.  This property enables the design of ro-
bust systems that can anticipate single and sometimes multiple failures and attacks 
and still continue to operate.  However, design, implementation, and operational 
diversity is typically expensive and thus most designs aim at minimizing diversity 
without compromising survivability.  This aim motivates, in part, the importance 
of fast detection of and recovery from failures and attacks presented below. 

2.3 Fast Recovery from Failure and Attack 

Even architectures that use spatially separated replicas of critical components must 
have a contingency plan that assures fast recovery of replicas from unexpected 
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failures and attacks.  In short, one must expect to recover from unexpected events.  
Why is replica recovery speed relevant to surviving insider attacks? Whenever fast 
recovery of replicas can be assured, the cost of diversity in survivable architec-
tures can be lowered since only few failure-independent replicas become neces-
sary.  At the limit, only two replicas of a component are necessary to ensure sur-
vivability of that component with high probability for a long time; e.g., tens of 
years.  For instance, in 1981, Gray [7] showed that, if repair/replacement of disks 
that fail at a rate of once per year is performed within short interval of time (e.g., 
an hour or less), disk mirroring ensures that the disk subsystem would fail with 
high probability only once in three thousand years.  The cost advantages of “fast” 
recovery from failure were clearly understood by hardware designers, and this is 
why most reliable hardware designs in commercial use simply duplicate compo-
nents that are assured to have independent failure modes. 

2.3.1 Fast failure detection 

While detection (and recovery) speed generally depends on the specific applica-
tion in terms of desired up times, it is important that detection and recovery take 
place before a second failure or attack can occur in a component replica.  Other-
wise, failures and attacks may cascade and disruptions resulting from successful 
attacks may encourage additional attacks in rapid succession.  This could enable 
the rapid propagation of an attack against multiple system replicas. 

2.3.2 Fast repair 

Rapid repair is also important to ensure that only single failures or attacks can 
take place in reasonably small time epochs.  This helps reduce the otherwise nec-
essary and costly diversity requirements by increasing the chances that a failed or 
penetrated critical function becomes operational again before another replica fails 
or is penetrated.   

2.4 Attack Deterrence 

All of the above principles of survivable system design assumed the certainty of 
failures and attacks.  While this is a safe assumption in case of both physical and 
human failures, cost of the countermeasurs can be high.  For example, the fine-
grained separation duties will undoubtedly increase the number of administrative 
personnel.  This would lead to an unavoidable recurrent cost.  The alternative of 
coarse-gained or no separation of duty would incur the cost of recovery from an 
attack, which can also be high.  An alternative to incurring such costs would be to 
decrease the probability of insider attacks by deterrence.  The principle of deter-

159 Surviving Insider Attacks: A Call for System Experiments 



 

rence says that it is better to deter an attack than to have to recover from one.  
This principle is grounded in the key observation that a rational attacker (1) will 
always avoid system areas where the chances of being detected are high or even 
non-negligible, and (2) will always seek the weakest link of a system.  Hence a ra-
tional insider is likely to be deterred by attack-detection measures as his/her unen-
cumbered access may no longer be the weakest link of the system. 

The importance of this principle cannot be overestimated, particularly in the 
case of insider attacks.  While diversity of insiders’ interests makes insider collu-
sion unlikely, it cannot prevent it.  Hence, the ability to detect attacks would deter 
rational insiders, even if the detection occurs after the fact.  Thus, deterrence be-
comes indispensable in system areas where the costs of countermeasures to, or re-
covery from, insider attack are prohibitively high.  It typically takes place in  the 
form of auditing [14]. 

Auditing of critical function execution deters an insider from execution an at-
tack only if the auditing function is protected.  The protection of the auditing func-
tion can be implemented in many systems by traditional access control mecha-
nisms and application of the separation of duty principle.  Hence any invocation of 
a critical function by an insider could be audited and hence deter an insider from 
launching an attack by misusing his/her privileged access permissions.  To be ef-
fective, however, auditing must be conducted fairly frequently by separate person-
nel [9, 13]. 

2.5 Least Privilege Authorization 

When applied to insider access, this principle [17] suggests that insiders have ac-
cess only to the critical system functions and permissions necessary for carrying 
out their tasks.  Further, it suggests that an insider’s authorization to a critical 
function be restricted to include only the permissions or privileges necessary to 
carry out that function.  This requires  that permissions (1) assigned to an insider 
to perform a duty need be tailored to fit tightly the needs of that duty, and (2) as-
signed to a critical function be kept to the fewest necessary for the function’s op-
eration.  This principle complements separation of duty in that permissions as-
signed to roles are kept to the minimum necessary for that role.   

However, the application of the least privilege principle at process and object 
granularity also provides an illustration of unintended and undesirable conse-
quences.  Fine granularity of permissions, by definition, requires that multiple 
permissions must be initialized, reset and checked during system operation and, 
hence, their interaction must be well understood by system administrators.  In 
view of the generally accepted fact that the largest source of security problems is 
“administrator error” and that, among all administrator errors, configuration errors 
are the main caused of such problems, the application of the least privilege princi-
ple appears to be a less than useful approach in this context.  Some evidence of 
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user’s difficulties in specifying fine-grained access control policies in current sys-
tems is also provided by a recent studies [16]. 

3 Cost Factors 

Architectures that employ the survivability principles discussed above incur extra 
costs, including fixed, non-recurrent, development, and equipment costs, as well 
as recurrent system administrative and maintenance costs.  The fixed costs (e.g., 
hardware replicas) are typically marginal compared to the recurrent costs (e.g.  
personnel salaries and benefits) over a systems’ lifetime.  Hence, it becomes im-
portant to come up with designs that minimize and tradeoff recurrent costs against 
fixed costs.   

Spatial separation, replication, and partitioning of critical functions requires 
substantial additional equipment and development costs, but only marginally more 
recurrent maintenance and administrative costs.  In contrast, separation of duty, 
design diversity, and attack deterrence imposes substantial recurrent administra-
tive costs not just in terms of personnel but also in terms of desirable administra-
tive skills.  Separation of duty and diversity imposes additional recurrent costs 
since it requires different individuals in different roles to carry out the fine-grain 
administrative functions.  Deterrence requires increased and frequent use of ad-
ministrative tasks, such as audit-trail review and audit-event correlation and analy-
sis,, and requires special skills and analytical tools.   

4 Conclusion: A Call for Research and Development 
Experiments 

To date there have been very few compelling experiments reported whereby a sig-
nificant-size subsystem can survive an insider attacks.  Some systems have sepa-
rated system administrative functions to a relatively fine granularity [9].  Yet ex-
periments to indicate the effectiveness of such separation have not been conducted 
to date.  The basic question that we ask is how can one use accepted design princi-
ples of security and reliability, as well as established techniques, to design systems 
that survive insider attacks.   

We believe that no single principle, design method or implementation tech-
nique will be sufficient to accomplish this task.  In referring to the (naïve) use of 
cryptography as the single, predominant technique for security, the late Roger 
Needham once said: "he who thinks cryptography is going to solve his security 
problem understands neither cryptography nor his security problem." When it 
comes to handling insider attacks, one could safely paraphrase Needham substitut-
ing all individual security and reliability techniques for cryptography.  Indeed, 
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piecemeal component engineering is unlikely to produce effective protection 
against insider attacks in large systems.   

In view of the dearth of practical solutions for surviving insider attacks in sig-
nificant-size systems, we suggest that experiments in applying well-accepted prin-
ciples and design methods to critical subsystems (e.g., user authentication, DNS) 
are necessary to provide effective and quantifiable assurances.  We caution, how-
ever, that different tradeoffs emerge in applying survivability principles to practi-
cal designs, thereby requiring a careful balance among the costs of countering in-
sider attacks, recovery from attack, and attack deterrence, and between the fine 
granularity of access permissions and ability to administer these permissions is a 
safe manner.   
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Abstract   Much research on mitigating threat posed by insiders focuses on detec-
tion.  In this chapter, we consider the prevention of attacks using access control 
While recent work and development in this space are promising, our studies of 
technologists in financial, health care, and other enterprise environments reveal a 
disconnect between what “real world” practitioners desire and what the research 
and vendor communities can offer.  Basing our arguments on this ethnographic re-
search (which targets both technology and the human business systems that drive 
and constrain it), we present the theoretical underpinnings of modern access con-
trol, discuss requirements of successful solutions for corporate environments to-
day, and offer a survey of current technology that addresses these requirements.  
The paper concludes by exploring areas of future development in access control 
that offer particular promise in the struggle to prevent insider attack.   

1 Introduction 

Threat mitigation can be reactionary or preventative When it comes to insider at-
tack, much current work falls in the former camp: how can we detect it? In this 
paper, we pursue the latter angle: how do we prevent insider attack? Other chap-
ters in this book address prevention by targeting insiders’ incentives and motiva-
tion.  In this chapter, we target insiders’ opportunity and technical capability to 
execute attacks.   

In particular, we focus on the electronic environment in which insiders operate.  
Each employee of an enterprise needs access to certain internal electronic re-
sources (databases, file servers, programs, etc.) in order to perform her job within 
the context of the organization.  Computer security researchers often approach the 
problem of insider threat assuming that an organization implements a correct ac-
cess control policy; this policy simultaneously grants the user sufficient privileges 
to perform necessary tasks, yet also appropriately constrains her access according 
to the principle of least privilege (and other primitives, as discussed in Section 3).  
This notion implies several other assumptions about the nature of policies and the 
human systems they are supposed to govern: 



 

1.  For any given organization, there exists an access control policy that 
simultaneously grants and constrains access in a manner that is correct 
for that organization’s goals. 

2. At one point, the organization correctly identified and implemented 
one such policy. 

3. The correctness of the policy and its implementation are maintained 
over time, even as the resources, users, and organization’s goals 
change.   

However, we have heard over and over---from both information security pro-
fessionals and end users in industries at risk of insider attack---that these assump-
tions do not hold in practice.  According to these reports from the trenches, cur-
rently available techniques and technology do not seem to achieve the ideals 
promised by access control principles and theories.   

For example, organizations have shared difficulties identifying correct policies 
(or even determining whether they exist), as these two examples demonstrate: 

• The first phase of many authorization deployment schemes requires an 
initial identification period in which technologists, principal managers, 
and users are gathered to chart out all required access and constraints.  
A senior information security colleague in a highly relevant enterprise 
regards this approach as ludicrous—business users don’t have the 
time, and even if they did, he regards it as impossible for such a group 
to codify all the nuances of the enterprise’s real-world operations.   

• One financial services colleague laments the “access control hygiene” 
problem [Donner, 2001].  The need to quickly grant access leads to 
shared passwords and “spaghetti” access controls.  No one has any 
idea who has access to what, or why, yet off-the-shelf access control 
solutions dot appear to offer sufficient agility to replace current ad-hoc 
mechanisms.   

Enterprise partners also describe scenarios in which implemented policies do 
not align with enterprise goals; in these cases, users are forced to violate the policy 
in order to meet their job requirements; the following is a sample of the anecdotes 
we have documented: 

• A colleague in the oil industry discussed how the security rules re-
quired a password to enter the refinery control room.  However, that 
password is written clearly on the control room door, because practi-
cality requires that anyone be allowed to enter; in case of a fire emer-
gency, someone has to turn things off. 

• A practitioner in the medical industry talks about having to cut-and-
paste medical images from the approved image application into 
PowerPoint (a violation of policy), then emailing the document to an 
external colleague in order to receive a second a opinion in difficult 
cases.  The policy prohibits moving images in this way because it 
shifts data outside the system’s ability to monitor its movements, yet 
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the practitioner has no other way to efficiently receive the information 
she needs.   

• An information security manager in the finance industry now insists 
approved data applications remain flexible and attractive---because 
otherwise his users move the data into convenient third-party spread-
sheets and Web-based tools.  When a policy interferes with getting 
their job done, the users move the data beyond the reach of that policy.   

• A colleague reported that the Chief Information Security Officer 
(CISO) of a large US corporations spent the first part of each day fig-
uring out how to “work around” new security policies---which his 
own group had put in place---in order to get his job done. 

• A doctor serving on his enterprise’s IT committee, when hearing we 
worked in computer security, challenged us: was our goal to build bet-
ter “IT security police,” or to help improve the lives of patients? It was 
clear that he was not interested in helping us achieve the former end---
and that his previous experience with computer security made him 
suspect it had nothing to do with the latter.   

(Understandably, gathering attributable anecdotes in this space---let alone solid 
data---is tricky, as admitting to breaking IT policy can have repercussions for both 
individuals and organizations.) 

We have also encountered enterprises that have essentially given up on a priori 
access control altogether, as in the following examples; in these cases, imple-
mented policies fail to provide desired constraints, but at least meet minimal privi-
leging requirements: 

• Multiple medical institutions’ policies allow every authenticated clini-
cian to see any patient’s data; in their experience, limiting access to 
“need to know” is too complex, and erring on the side of excessive re-
striction can directly result in loss of patients’ lives. 

• A professional in the power grid talks about how any person in the 
control room can do anything---because in the case of emergency, it 
would take too long to carry out the authentication process (or scram-
ble to gain sufficient authorization if the party in question didn’t al-
ready have it). 

These stories indicate that real-world enterprises have a hard time not only 
identifying and implementing correct access control policies, but also determining 
if such policies are even practically possible for their organizations.  When com-
bating insider threat, if we assume that all enterprises have correct, effective poli-
cies already, we ignore an area of research that many practicing professionals are 
eager to see pursued.  With the belief that work in this space will improve organi-
zations’ ability to prevent insider attack, it is this mismatch between the theory 
and practice of access control that we target here.   

The next section of this paper identifies the types of insiders and attacks against 
which new research in preventative mechanisms could be useful.  Bearing this 
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threat model in mind, Section 3 provides an overview of principles and primitives 
on which modern access control technology is formed.  Section 4 draws on our 
collaboration with technologists and policymakers from the financial, healthcare, 
and other industries to characterize requirements that drive and constrain solutions 
in these environments.  We survey in Section 5 current access control technolo-
gies, and evaluate those solutions with respect to the requirements.  Finally, Sec-
tion 6 synthesizes from the survey a number of important insufficiencies of current 
technology, and offers ideas on how new systems or business practices could im-
prove the state of the art.  Throughout the paper we continue to share anecdotes 
and observations gleaned from professionals in a variety of industries; these sto-
ries help us understand better how to design our research solutions so they trans-
late well into the real world.   

2 Definitions and Threat Model 

Choices of words and models allow us to highlight different aspects of a problem.  
Here we define a number of terms to help us narrow in on the parts of the insider 
problem we are targeting in this paper.  We also identify specifically what types of 
threats we aim to mitigate. 

2.1 The Insider 

We define an insider of an organization as any person who has some legitimate 
privileged access to internal digital resources, i.e., anyone who is allowed to see or 
change the organization’s computer settings, data, or programs in a way that arbi-
trary members of the public may not.  This includes full-time employees, but may 
also include temporary workers, volunteers, and contractors, depending on the na-
ture of the business.  In some cases an insider may also be the child or spouse of 
an employee; one medical institution reported to us serious concern about doctors’ 
families accessing medical systems through company laptops.   

Note that in many cases the permission an individual has to access internal re-
sources is not the explicit permission afforded to him by the organization, but the 
effective permission: a hospital may have an official rule stating that doctors may 
not share their laptops with their children, but also have a de facto rule of looking 
the other way.  Organizations can implement penalties, incentives, and technology 
to enforce official rules and limit the set of insiders, but must also be pragmatic in 
accounting for effective insiders outside the formally approved set. 
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2.2 Types of Insiders 

For our analysis, we divide the insiders who perpetrate “insider attacks” into three 
broad categories:  

1. Those intent on malicious action,  
2. Those willing to act for their personal benefit over that of the organi-

zation when the opportunity presents itself, and  
3. Those insiders who inadvertently use their privileged access to do 

harm.   

As in many areas of security, protecting against a determined and resourceful 
individual in class (1) is very hard.  We are not asserting that better access control 
systems can prevent all attacks by those insiders in this category.  We are, how-
ever, asserting that access control systems may make it harder for these people to 
do wrong, as well as reduce the opportunity and probability of harmful action by 
insiders in the other two categories---and that reports from the trenches support 
this view. 

2.3 Damage of Insider Attacks 

The damage to an organization by insider attacks against its electronic resources 
may take one or more of the following forms.   

• The attacks may be destructive to systems or their availability, such as 
data corruption or denial-of-service attacks.   

• The organization may suffer financially from the attack (either in di-
rect costs or in lost productivity).   

• They may consist of actions prohibited by law, such as insider trading 
or disclosure of patient health information, and thus result in regula-
tory fines or punishments.   

• The attacks may also violate corporate rules or less formal customs, 
such as cultural expectations of privacy (for example, a bank em-
ployee who monitors his ex-girlfriend’s account balances, or hospital 
employees who read the medical records of celebrity patients). 

In addition to the risk of lost business associated with destructive attacks, the 
cost of repair or theft, and the penalties incurred by legal violations, enterprises in-
creasingly worry about the reputation risk that publicized insider attacks pose.  
One senior security professional of a large investment bank described to us the 
horror he feels at the thought of his firm receiving negative press in a major news-
paper; any breach---even just a perceived breach---can dramatically impact stock 
prices and market shares.  These complex costs associated with reputation risk are 
an important incentive for effective preventative measures.   
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2.4 Threat Model 

Given these definitions of insiders and insider attacks, we will now discuss the 
type of scenario we will focus on for the rest of the paper; specifically, we address 
the concern of improper privileging. 

We say that an access control policy P is correct for an organization O if P pro-
vides users access to and constrains users’ access of electronic resources according 
to O’s goals.  These goals include business objectives, corporate policies, and 
regulatory requirements.  A policy P that is correct for O is also practically correct 
when adopted by O if it meets the following key requirements, as discussed ear-
lier: first, the correct policy must be logically possible (not self-contradictory or 
otherwise unrealistic); second, the policy must have been correctly implemented in 
the organization at one time; third, that correctness must have been maintained 
from the time of implementation to the present, across various changes in the or-
ganization and its goal; and fourth, this policy must actually match what happens 
in practice within the organization. 

 
Fig. 1.  Under-privileged (left) and over-privileged (right) access.  The correct privileges for Al-

ice’s job are represented by set Y, and the actual privileges by Z or X. 

Policy implementations that do not conform to these requirements will result in 
users having improper access privileges.  For example, assume that the correct 
policy Pc provides Alice with the privileges of set Y in Figure 1.  If Pc is not im-
plemented correctly, Alice may only receive the set Z; in this case, Alice is under-
privileged, and may not be able to complete the tasks her job requires.  Similarly, 
if Pc was correctly implemented but did not adapt when Alice changed depart-
ments and started her current job, she may have access to set X, which constitutes 
over-privileging.  Under-privileging can lead Alice and her coworkers to take mat-
ters into their own hands (with shared passwords, copy-and-pasting, and the like) 
in order to get their jobs done---thus leading to a de facto policy that not only al-
lows over-privileging, but also moves the policy outside the realm of what’s man-
ageable. 

From the anecdotes related in Section 1, and from many other conversations 
with practicing professionals about deploying and managing access control sys-
tems, we believe that over-privileging is a common occurrence in today’s enter-
prise environments.  Furthermore, we believe that over-privileging represents a 
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significant source of insider threat for these organizations.  The rest of this paper 
works to understand this issue of improper privileging, its relation to the problem 
of insider attack, and potential solutions.   

3 Background and Primitives  

The task of limiting access to electronic resources has been around almost as long 
as the electronic resources themselves.  Scheduling algorithms in the first time-
sharing systems provided multiple users with a (hopefully fair) share of CPU time, 
disk access, and network connectivity.  In this section, we will consider the theo-
retical underpinnings necessary to use access control to prevent insider attack in 
distributed systems.   

3.1 Authentication and Authorization 

The computer security world defines access control as providing or limiting ac-
cess to electronic resources (we can also say granting or limiting trust) based on 
some set of credentials.  Access control typically consists of two components: au-
thentication and authorization.  Authentication is showing who (or what) you are; 
i.e., demonstrating possession of certain credentials.  Authorization is the system 
determining if your credentials are sufficient to provide you with a requested type 
of access.   

In many cases, we think of authentication in terms of identity: is that really Al-
ice on the other side of the keyboard?  In reality, there are lots of different types of 
credentials and properties other than identity that we can authenticate and use in 
making authorization decisions.  For example, any valid “student” ID with Alice’s 
photo will permit Alice to watch a Dartmouth hockey game; Bob may trust the 
person with the nametag at the appliance store to help him choose between fea-
tures, no matter what the person’s name is; however, Carlo may not trust the 
“valet” with the baseball cap at the hotel to take his car. 

In focusing on the authentication decision---making sure that it’s really Alice---
it’s easy to forget the subsequent mirror goal: how can we recognize when Alice is 
no longer there?  Some real-world enterprises call this the de-authentication prob-
lem.   

The mirror problem to authorization is de-authorization or revocation: if Bob 
does something bad (or simply changes jobs), how do we make sure he does not 
keep his now-inappropriate privileges on the system? 
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3.2 Access Control Principles  

We quickly review the basics of access control and authorization, as they relate to 
an enterprise regulating how insiders access resources.  (For a more thorough dis-
cussion of this material, readers should consult an introductory book, such as 
Smith and Marchesini, 2007.)  

In the basic picture, we usually start by thinking about a matrix.  Each column 
represents an object: an electronic resource.  Each row represents a subject: an ac-
tor, such as an employee, who can take actions.  Each box then lists the privileges 
that subject has to that object.   

This basic model (e.g., Lampson 1974) lets us start thinking about initial prin-
ciples.   

The principle of least privilege teaches keeping each box as sparse as possible; 
the fewer actions one is allowed to take, the less the chance that, by accident or 
malice, one can cause damage.  For example, the authors of this chapter often re-
move their own “write” permission from critical program or text files, in order to 
lessen the chance of accidentally modifying them while examining them with an 
editor.   

The principle of escalation allows a subject to add back certain rights to an ob-
ject.  (Essentially, the rights-box for that object itself becomes an object in the ma-
trix.) For example, when we really need to change one of those critical files, we 
can do so---after first adding our privilege back.  Some enterprises make this proc-
ess more heavyweight: e.g., by requiring the employee to explicitly request the 
privilege from a manager, or to explicitly acknowledge that the elevation is sig-
nificant and will be audited (the latter is mechanism is sometimes called break-
glass, used as a noun: “there was a break-glass on that record”).  Some researchers 
have even formalized this notion as optimistic security [Povey, 1999]. 

The principle of separation of duty takes least privilege into another dimension: 
we decompose a critical action into separate pieces, and require that different sub-
jects take these actions.   

3.3 MAC, DAC, and Intermediate Schemes  

Initially, we might try to use this basic matrix model to actually reason about and 
manage access control.  Management at this extreme, raw level has its own name: 
discretionary access control (DAC).  The owner of each object has full discretion 
on setting permissions.   

 However, with this approach, reasoning about or ensuring any high-level prop-
erties of what can happen in the system can quickly get out of hand.  Conse-
quently, approaches emerge to start imposing some structure and order on what 
happens.  Mandatory access control (MAC) imposes strict limits on the permis-
sions that can be granted, no matter what an object’s owner likes.  Usually, MAC 
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is used in conjunction with multilevel security (MLS), where subjects and objects 
are organized into a lattice, and permissions ensure that information only flows in 
correct directions.  (The MLS lattice was developed in the context of U.S. defense 
computing.  Think of clearance levels, compartments, and need to know: an un-
cleared subject shouldn’t read a top-secret document; a subject cleared for top-
secret but only with a need to know about X shouldn’t be able read a document as-
sociated with Y.) This seminal work resulted in a set of practices and principles 
(usually referred to as the Orange Book, the nickname of one of the resulting stan-
dards [DoD, 1985]) to ensure that users and data of all sorts of sensitivity levels 
can exist securely on the same system, even if some want to cheat---i.e., even if 
some users want to execute an early form of insider attack.   

Many other formal models of security have been proposed, in order to bring 
some order to the chaos.  The Chinese Wall is one that is particularly relevant to 
data-oriented enterprises.  Here, a subject may have access to any object in some 
set---but once the subject exercises that right for one of these objects, she loses ac-
cess to all the others.  If Alice is standing on the Great Wall of China, she has the 
ability to jump to either side; however, once she jumps to one side, she can’t jump 
over the wall to the other side.  If Alice is a broker in an investment bank, she 
might have the ability to look at the records for client X or client Y; however, once 
she looks at X, then looking at Y might be a conflict of interest (depending on 
their relationship).   

3.4 Users and Groups 

In Section 2.2 above, we introduced the basic access control matrix model.  In 
Section 2.3 above, in order to make it more manageable, we introduced some re-
finements and restrictions to the access rules.  However, another approach to mak-
ing it more manageable is to start putting more structure on the left-hand side of 
the matrix: how “users” map to rows.   

One basic approach is to label the rows with a new construct, domains, and 
then think about users map to domains.  E.g., in a UNIX-style OS, typing “sudo” 
to elevate privilege would correspond to changing domains to “superuser.”  

Another is to organize a set of users into a group and then use group member-
ship to decide permissions.  Traditional UNIX file permissions operate this way, 
although this group approach raises some annoying corner cases.  What if a user 
belongs to two different groups, and their permissions differ? What if a user’s per-
sonal permissions differ from the group’s? Students learning UNIX file permis-
sions for the first time usually get rather confused about such details, and even ad-
vanced programmers have trouble.  Steve Crocker, formerly of ARPA and USC, 
reports that he regularly challenges system administration trainees to develop a 
UNIX file permission policy that matches a very natural and simple scenario from 
business organizational structure.  Each year, each student comes with with a pol-
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icy; and each year, upon closer examination, none of them actually meet the de-
sired goal. 

3.5 Roles and Role Engineering 

The concept of role-based access control (RBAC) takes the indirection even fur-
ther.  As with the concept of domains, the rows in the matrix are labeled with 
roles.  Depending on the design of the RBAC scheme in question, users may be 
assigned one or multiple roles; similarly, users in the latter set may have all their 
roles active all the time, or the scheme may constrain users to one or more active 
roles from their assigned set.  (This capability helps provide, among other things, 
separation of duties.)  The roles themselves may be organized into a rich hierar-
chy, with inheritance and other properties.   

In the field, some practitioners use the term “role-based access control” loosely, 
just to refer to deciding access based on a user’s job rather than their name.  
(RBAC standards and literature [NIST; Ferrailio et al., 1992 and 2007] present a 
more formal vision of what it takes for an access control system to be truly “role-
based.”   

Existing research also offers guidance on role engineering, the process of iden-
tifying and managing the roles used in an RBAC scheme.  Two basic approaches 
to role engineering, top-down and bottom-up, present different strengths; the latter 
tends to be quick and easy to roll out, but difficult to maintain, whereas the former 
approach is more time-consuming at the beginning, but offers advantages during 
role maintenance and management.  The work in the top-down space aligns 
largely with requirements engineering principles, and includes scenario-driven, 
goals-driven, and hybrid approaches.  Suggested bottom-up techniques include 
role clustering and discovery algorithms.   

Some researchers use the term attribute-based access control for the somewhat 
similar concept of deciding access on something other than one’s name. 

3.6 Public Key Cryptography 

Springing from the intersection of computer science and mathematics, public key 
cryptography is a tool that allows someone to take an action with their secret pri-
vate key that can be verified by anyone who knows the matching public key---but 
knowledge of the latter does not (yet) enable one to calculate the former.  Public 
key techniques can enable authentication directly---the user cryptographically 
proves knowledge of her private key.  Public key can also provide glue to make 
other aspects of authentication work---e.g., it can enable a manager Alice to digi-
tally sign an assertion that employee Bob should have access to the records for cli-
ent C.  Because requires neither shared secrets nor direct knowledge of the users 
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(e.g., Alice’s signed statement about Bob doesn’t require that the record server 
have heard about Bob beforehand), public key techniques are attractive when au-
thentication and authorization needs to cross boundaries within or between enter-
prises.   

4 Requirements 

Armed with the principles from the previous section, we now characterize the set-
tings in which we hope to mitigate insider threat.  We focus particularly on large 
corporate environments; although smaller organizations and those in other do-
mains (particularly government) face legitimate insider threats, we believe that 
large corporations offer particularly fascinating challenges and opportunities for 
new development.  Furthermore, we hope that improved access control solutions 
will generalize to simpler environments.   

In this section we consider the functional requirements of access control in 
large corporations, as well as characteristics of these environments that drive and 
constrain the solutions actually deployed, including domain-dependent factors.  
We move on in Section 5 to evaluate current tools and techniques in reference to 
the requirements characterized here.   

4.1 Functionality 

The way an organization implements basic access control faculties (authentication, 
authorization, constraints, etc.) depends on its goals; large corporate environ-
ments’ requirements of their access control systems often include the following.   

Distributed authentication: resources managed by different entities throughout 
the enterprise should be accessible via a common authentication scheme.  This 
means that an individual user should need a small number of credentials to authen-
ticate throughout the organization, and not an extensive personal library of identi-
fying information. 

De-authentication: the system should recognize when a user is no longer using 
her authenticated session, and prevent other users from using that session illicitly.   

Distributed authorization: as with authentication, resources managed by differ-
ent corporate units should share a common infrastructure for presenting and evalu-
ating authorization requests.  Information used in authorization decisions may 
flow to distributed resources from a central source, or may be gathered in a dis-
tributed manner from a variety of authorities.  (As a simplified example, consider 
residents of a condominium development who wish to add a deck to their unit.  
The community bylaws might require residents to go to the central association 
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meeting to ask permission, or may require them to also query each of their 
neighbors individually before performing the renovation).   

Distributed privilege assignment: The duties of issuing authorization privileges 
should not be concentrated exclusively in the IT department, but should generally 
rest with business users who are qualified make issuance decisions.  This  capabil-
ity may be distributed to the point that average end users can assign privileges to 
each other; this is useful in scenarios where delegation of one’s own tasks (and 
thus privileges) to a peer or subordinate is desirable. 

De-authorization or privilege revocation:  Corporations wishing to reduce the 
risk of attack by recently fired employees must be rigorous in de-authorizing users 
in a timely manner.  Privilege revocation is also essential  

Expressive Constraints: Increasing regulatory requirements combined with en-
terprise risk reduction strategies leads many corporations to seek fine-grained (of-
ten rule-based) constraints on access to follow principles like least privilege.  Con-
straints may be either hard-wired (Avi can’t access resource X) or dependent on 
additional context (if Xia has already purchased so much in supplies, she cannot 
put in another requisition order).   

Privilege Auditing: Many corporations also aim to reduce risk by regularly audit-
ing the privilege sets of their users.  Access control systems should allow qualified 
managers to evaluate which users have which privileges, and potentially additional 
information, such as when the last time a user used a certain privilege, or how 
many of the user’s peers share it.   

Post-facto Auditing: Enterprises also need to be able to audit access control 
transactions that have occurred in the past, both to evaluate the success of their 
policies and to gather information in case of a security failure. 

Many professional colleagues consider these capabilities as essential to access 
control systems, and vendors have accordingly attempted to integrate them in cur-
rent products.  However, organizations’ deployment of these solutions are chal-
lenged other business requirements, which must also drive technology in this 
space. 

4.2 Usability and Cost 

Cost has long been a critical consideration for corporations deploying new tech-
nology.  When thinking about cost, it’s important to consider not just the monetary 
outlay for the obtaining, installing and maintaining the technology---it’s also im-
portant to consider the impact the technology has on the enterprise’s business 
processes.  Can employees figure out how to use it?  Does the technology make it 
easier for employees to get their jobs done, or does it slow them down? Usability 
and cost are thus closely linked in access control solutions that require interaction 
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with users, be they non-expert employees or experienced system administrators.  
The motivations for usable authorization solutions are similar to those that drive 
quality user interface design (the usual connotation of “usability”), although the 
usability issues in this space extend far beyond the interface.   

Usability and cost find a clear connection in the notion of productivity.  Sys-
tems that are easy to use and facilitate users’ doing their jobs (instead of getting in 
users’ way) enable those users to complete work at a more rapid pace.  We can 
expect that the introduction of new systems will reduce productivity temporarily, 
but highly usable solutions will improve performance after an initial period of user 
training and adjustment.  New systems whose usability does not improve with 
time can result in direct reduction of productivity. 

Systems that contain usability barriers also present “hassle cost,” which can 
pose more serious concerns than reduced productivity.  Basic cases include quiet 
boycotts of new solutions, such as nurses who continue to record patient data in 
paper-based notebooks instead of using laptops with too-small keyboards.  Having 
some data in notebooks can make it more difficult for the next nurse on shift to 
complete his job, causing tensions in the department.  In contrast, louder boycotts 
can involve entire departments or classes of users, and often result in tech teams 
being forced by upper management to change or remove new solutions.  (The flow 
of communication between technologists and users in such scenarios can be a fac-
tor when these large-scale boycotts occur; direct feedback during early testing of a 
new technology often allows for usability refinement and prevents wholesale re-
volt.)  High degrees of hassle cost engender animosity against the technology 
group, and can impact the success of future deployments.   

Our external collaborators have also related surprising stories of users’ ingenu-
ity in circumventing systems that posed too great a hassle cost.  One organization 
deployed proximity detectors to de-authenticate users.  After an initial period of 
push-back, it seemed as if end users had come to accept the solution; however, the 
statistics regarding session length betrayed that the users were not actually being 
de-authenticated as desired.  Further inquiry revealed that the proximity detectors 
had no minimum distance limit, and that a user could take advantage of this by 
covering a detector with a Styrofoam cup.  After several iterations of refinement, 
the organization eventually had to roll back its deployment of proximity detectors 
because it could not satisfy the usability requirements of its users.   

In the Styrofoam cup example, the company discovered rather quickly that us-
ers were manipulating the control technology.  In other cases users have gone 
months or years quietly circumventing solutions that meet security requirements in 
order to complete their jobs in a usable way.  Such practices present tremendous 
opportunity for insider attack.   

Unusable systems will be circumvented or detested, with repercussions for em-
ployee morale (and future inclination to respect policy).   
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4.3 Scale and Complexity 

A large corporation’s scale and structure may challenge technologists’ ability to 
deploy effective access control mechanisms.  In particular, the number of employ-
ees, the geographic area over which those employees are distributed, the strength 
of centralized management or recognizable hierarchies within the company, and 
the amount and speed of change the company experiences in size and structure can 
all impact the feasibility of deploying practically correct policies.  Table 1 pro-
vides a summary of these characteristics and the range of values that they can take 
on in our target settings.  Below are also three small case studies to illuminate 
these issues; these fictional scenarios are based on observations and anecdotal evi-
dence from collaborators in a variety of fields.   

 
Characteristic Range of Potential Values 

Number of employees ~10,000 ~100,000+ 
Technology support Fully centralized Some or all provided by individual 

business units 
Organizational change Stable, low turnover Undergoing corporate merger 
Management structure Hierarchical, single 

project supervisor 
Matrixed, multiple dynamic pro-
ject assignments, no single super-
visor 

Location Single campus Hundreds of locations world wide 

Table 1 .  A summary of scale and complexity issues that challenge corporations  
in using access control to prevent insider attacks. 

Corporation Alpha has about twenty thousand employees on a single campus 
location.  These employees are divided into specialized departments, each of 
which maintains a high degree of management autonomy.  There exists a single 
technology support unit at the center of the company, but individual departments 
often require specialized information systems to operate effectively, and some-
times bring on additional internal support people to manage them.  Despite their 
divergent specialties, different departments are highly dependent on each other for 
accurate information, and thus require a high degree of interoperability among 
their computer systems.  Interdependence combined with autonomy creates a 
chicken-and-the-egg problem; individual groups cannot change solutions one de-
partment at a time without impacting others, nor is it easy to convince all depart-
ments to buy into a new solution at the same time.   

Corporation Beta has about a hundred thousand employees who are spread 
throughout the eastern United States.  The company is growing rapidly; it just 
completed a merger with one competitor, and another acquisition is under negotia-
tion.  The employee base, the number of campuses, the types of electronic re-
sources, and even the sectors in which the company does business are all changing 
from one month to the next.  The company must pilot access control technology 
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during this period of quick evolution, yet faces tremendous difficulty in planning 
and deploying solutions that are sure to be sufficient over the next few years. 

Corporation Gamma has about one hundred thousand employees spread 
throughout the world.  Its overall size is stable, although much of the company is 
organized to morph fluidly in reaction to new needs or trends.  A centralized su-
pervisory hierarchy exists for performance review purposes, but employees may 
be assigned to a number of different projects and functional supervisors through-
out the year.  (These characteristics of Corporation Gamma match the description 
of “matrixed” organizations used in the business management field [Burns et al., 
1993 and Anderson, 1994].) 

The challenges that Corporations Alpha, Beta, and Gamma face are varied, and 
the solutions for each will be similarly diverse.  However, they offer us an intui-
tion for the types of scalability and complexity parameters that large organizations 
must consider in implementing practically correct access control policies. 

4.4 Domain Considerations 

From high-stakes service industries (such as hospitals) to moderately-paced retail 
enterprises (commercial banks) or aggressive corporate settings (investment 
firms), it is clear that challenges specific to an organization’s domain can further 
confound the problem of choosing and deploying access control mechanisms.  For 
example, a user’s daily activities may vary little in one, while the other requires 
tremendous flexibility in performing tasks whose definition and scope change con-
tinuously.  The issues presented above---usability, cost, scale, and organizational 
complexity--are factors in access control design across domains.  However, the 
specific requirements that these factors produce can very with the mission and cul-
ture of an organization.  We clearly cannot enumerate all the types of domain-
dependent drivers and constraints, but present in this section a small set of enlight-
ening examples.   

User Expectations and Communication: The expectations of the user population 
can dictate many qualities of an access control system; many senior professionals 
(like lawyers, doctors, and business executives) are less willing to adapt to using 
new technologies, and many computer professionals are more inclined to use their 
advanced knowledge to circumvent security controls when they feel those controls 
prevent them from doing their jobs efficiently.  (Partners in a number of industries 
say that security experts are usually the biggest violators of corporate security 
policies; they feel their knowledge of the rules entitles them to make exceptions 
for themselves.  On the other hand, usability/security researchers report that know-
ing how to circumvent the rules is considered a badge of honor in IT circles---it 
indicates the wisdom of seniority.)  Conversely, investment banks tell us that they 
are confident that (internal) users will let them know when they find usability is-
sues; highly driven individuals recognize the benefits technology can have on the 
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firm’s profitability, and complain loudly when a technology makes their job 
harder (and often offer praise when it does the reverse). 

Resource Dedication: Of course, the willingness of users to provide assertive 
feedback when they encounter problems is only useful when an organization has 
the resources and experience to make use of that feedback.  The financial industry 
spends a large percentage of its operating budget on IT resources; large investment 
banks often have small armies of developers and technical support people to craft 
and manage information systems that will provide them a critical edge against 
their competitors.  Efficient access to data correlates directly with profit, yet regu-
latory requirements and threats of insider attack also require correct access control 
to maintain that profitability.  In this setting it is relatively easy for managers and 
users to see the link between successful security technology and achievement of 
the firm’s fundamental mission: making money through ingenious manipulation of 
information.   

Enterprise Mission: The mission of health care organizations fosters a dramati-
cally different dynamic among technologists, managers, and users than that of in-
vestment banks.  Much of the pressure in recent years for Electronic Medical Re-
cords (EMR) has been not from medical providers, but from medical insurers (in-
cluding the federal government’s Medicare program, which covers nearly 40 mil-
lion Americans [ADA]).  Digital information sharing presents huge benefits for 
medical insurers, and new laws similar to those in finance place regulatory con-
straints on information access.  However, the role of technology and information 
is very different in healthcare than in finance, as is the budget supporting it.  (One 
health care organization reports that only 3.5% of its operating budget goes to IT 
development and support.)  The reasons behind these differences are complex and 
beyond the scope of the paper.  It is worth noting, however, that where users in fi-
nance feel that new technology gives them a competitive edge on the market, users 
in healthcare often feel that new technology hinders their ability to complete their 
professional objectives.  One doctor asked, “How can security technology help me 
make people more healthy?”  His colleagues agreed: they were more likely to 
commit themselves to understanding and using access control mechanisms if they 
could clearly see a connection with their overarching mission as medical provid-
ers.  This connection (or lack thereof) of security to mission combined with differ-
ing budgets and expertise among technical staff can constrain the number of ac-
ceptable access control solutions that will be deployable in some domains.   

Urgency of Access: Another difference among domains that can drive system re-
quirements is the urgency with which users must access information.  In some set-
tings, users who are underprivileged can be delayed in placing a retail purchase 
order or running a budget report---but this delay has no serious business repercus-
sions.  In other situations, users who remain underprivileged can be prevented 
from making a big deal by a certain deadline, which in turn results in lost profit.  
In other domains, insufficient access privileges can have more dire consequences; 
for example, not having critical medical information before a surgical operation or 
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while handling an emergency room crisis or not being able to log in to an indus-
trial computer during a factory malfunction can result in loss of lives, destruction 
of property---and legal and business consequences.   

These examples are drawn from a large set of complex domain-dependent is-
sues that can interact with an organization’s ability to prevent insider threat via ac-
cess control.  In the following section we will survey current access control im-
plementation and management tools; where we have found insufficiencies in these 
solutions, we will provide examples from the real world of how those tools could 
not effectively prevent insider attacks for a particular organization.  We note, 
however, that the balance of usability, cost, scalability, and flexibility required by 
one organization or domain is not the same as by another.  Our criticisms serve to 
drive future research and development, and should not be taken as a rejection of 
current access control technologies.   

5 Tools  

In this section we survey technology currently available to meet the access control 
requirements presented in Section 4.  Some of the solutions in this section have 
been actively deployed in production environments for a long time, some are new 
and relatively untested, and some are promising but exist primarily as research re-
sults.  After considering the capabilities of a variety of tools, we identify in Sec-
tion 6 a number of research and development challenges that can drive the state-
of-the-art in access control, and improve the ability of organizations to prevent in-
sider attack. 

5.1 Passwords: Knowledge-Based Authentication 

Perhaps the first thing we think about when it comes time to implementing access 
control in an enterprise is authenticating the users.  For many users, the most ob-
vious approach is to authenticate via something one knows---and this is typically a 
password or longer passphrase.  (Other knowledge-based schemes exist, but 
passwords are perhaps the most common in the workplace.) From the point of 
view of developers, password-based authentication has many nice properties.  It’s 
a well-understood technology with many mature software tools (ranging from 
simple OS utilities to Kerberos [Neuman, 1994] and beyond); it’s easy to imple-
ment; and users understand it.  However, it has many downsides as well.   

One of the main ones is that strong passwords can be hard for users to remem-
ber.  This leads to no end of security problems.  Unless forced otherwise, users 
will pick weak passwords that are easy to remember.  Users will re-use the same 
password for many accounts.  Users will help themselves remember stronger 
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passwords by writing them down on post-it notes or on the back of keyboards.  
(An information security manager at a large firm at risk of insider attack noted 
that, when strolling through a workplace, would nearly always find passwords 
written underneath keyboards.) Users will forget passwords they don’t use often; 
enterprises forcing users to change passwords regularly incur increased help desk 
costs shortly after password-change day.   

An aspect of passwords that is either bad or good (depending on one’s point of 
view) is the fact that users can easily share them other users (and often do---for 
chocolate [BBC, 2004], for plastic dinosaurs, squirt guns, or just because someone 
somewhat official asks [Smith, 2004]).  From a strict security perspective, this is 
bad: an access control policy doesn’t do much good if an enterprise can never be 
sure exactly “who” a particular user really is.  However, from a business perspec-
tive, this can be good: when an end user needs to delegate some privilege to a col-
league, she can easily do so.  (When users confess password-sharing to us, it’s al-
ways to achieve a reasonable business goal; it’s just that breaking infosec policy 
was the most efficient or perhaps the only way of doing it.) Of course, using pass-
words for delegation has security drawbacks---users give away everything, not just 
the privilege in question, and do so in a way that is not easily revocable or audit-
able.   

Providing de-authentication in password-based systems is challenging, yet vi-
tally important in environments of mobile users and shared workstations.  (One 
senior medical colleague reports that, in the beginning weeks of their training, new 
interns find that much embarrassing email---as well as requests for particularly 
undesirable “on-call” hours---are generated from their email accounts if they fail 
to de-authenticate in some departments.)  One approach to de-authentication might 
be to require Alice to type her password in every time she wishes to take an ac-
tion; however, this would quickly become unusable in the majority of corporate 
environments.  Another mechanism that is commonly used is a timeout, whereby 
the user’s login session is terminated after a fixed period of inactivity.  IT manag-
ers in some domains lament that no single timeout is correct across the organiza-
tion; any value they choose will present an unacceptable hassle cost to some seg-
ment of the user population.  It would seem that alternative de-authentication solu-
tions, such as those in the biometrics and tokens discussions below, are necessary 
in domains where timeouts are insufficient. 

5.2 Biometrics: Physiology-Based Authentication  

In addition to identifying users based on “something they know,” another ap-
proach is to authenticate users via “something they are.”  (Security textbooks also 
teach multifactor authentication: authenticating users by using more than one of 
these approaches to provide extra assurance.)  Common techniques here include 
fingerprints, hand geometry, voice recognition, and even retina and iris imaging.  
In theory, biometrics have usability and security advantages.  It’s much harder for 
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a user to forget a thumb than a password; it’s also much harder to lend one’s 
thumb to a colleague for a while.  However, there are downsides as well.  The ef-
fectiveness of the biometrics always seems to be in doubt; it seems vendors tend to 
claim stronger reliability than reality.  Users also can find them intimidating or 
awkward to use (e.g., Sasse 2007).  Another issue in many enterprise settings is 
whether a user’s biometric will always be available or readable.  How does one do 
fingerprint recognition or voice recognition on a masked and gloved medical tech-
nician in an operating room?  

Biometric methods of de-authentication can detect when a human body is no 
longer present (and thus trigger the logout of the affiliated user).  For example, 
pressure-sensitive mats, body heat sensors, and proximity detectors might all be 
useful solutions.  Unfortunately, the same IT managers for whom session timeouts 
were not successful also experienced difficulties getting commercial proximity 
sensors to work effectively; the sensors either lead to false negatives (logging the 
person who temporarily stepped out of range) or false positives (leaving departed 
Alice logged in because her machine faces a busy corridor).  This kind of technol-
ogy might be more useful in domains where users did not need to step briefly 
away from the computer, or where computers were not surrounded by so much 
traffic.   

5.3 Tokens: Possession-Based Authentication 

In the standard security textbook mantra, the third main approach to authenticating 
users is via a token: something they possess.  Token-based authentication is com-
mon in many workplace environments: employees carry and display badges, or 
carry identification cards in their wallets.  These tokens often can directly interact 
with the enterprise’s IT infrastructure: for example, a badge might have a ma-
chine-readable bar code, or use radio frequency identification (RFID) to identify 
itself without physical contact.  (The RFID approach raises some interesting op-
portunities and privacy challenges, because the enterprise can easily interact with 
an employee’s token without the employee even being aware.  This can help the 
enterprise find that critical manager when they need her; however, a perceived loss 
of privacy can also negatively impact employee morale.) Tokens can also interact 
over direct electronic connections; smart cards---credit-card-sized cards with 
small integrated circuits---communicate over standard electronic contacts, whereas 
USB devices utilize the common device interface to connect to computers.  Newer 
technology such as Bluetooth can move this more involved interaction to radio.   

Some tokens automatically enable de-authentication because of how they 
communicate.  USB tokens must be plugged in to a computer for them to be used; 
once they are removed, the computer knows the user has finished his session.  
Similarly, a computer who performs authentication using RFID badges can recog-
nize when a given badge is no longer within range.  Of course, de-authentication 
in these examples requires the user to remember to take her token with her when 
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she leaves; however, corporate users frequently require ID badges, keys, or other 
objects to do their jobs, so such a requirement seems reasonable for many envi-
ronments.   

5.4 PKI: Authentication via Digital Certificates 

Discussion of enterprise authentication can also broach the topic of public key in-
frastructure (PKI).  In order for an enterprise to use the public key techniques of 
Section 3, it needs supporting glue---public key infrastructure is the term used for 
this glue.  Typically, PKI begins with a certification authority (CA) issuing a cer-
tificate that can tell Bob what Alice’s public key is---that is, if Bob believes such 
statements from this CA.  A tricky aspect of PKI is revocation: declaring that a 
particular certificate should no longer be considered as valid.  Many standard 
revocation techniques exist and are deployed; the primary approaches are, before 
accepting a certificate, to check a published (but perhaps outdated) list of revoked 
certificates,  or to check with an online certificate status protocol (OSCP) service.  
In the field, many IT managers still regard it as a not-completely-solved problem.  
In military and industry deployments, the bandwidth necessary for unexpectedly 
huge certificate revocation lists (CRLs) almost crippled networks.  As for OCSP, 
why bother having public key certificates if one has to check with some backend 
directory every time to see if a given certificate is still valid?  Revocation---as 
well as the problem of key mobility---is a significant hassle. 

Some enterprises use PKI explicitly: setting up keys for their users and educat-
ing them about their use.  (Since humans tend not to be good at cryptography, 
these keys hide within other devices, such as the USB tokens discussed above, or 
even exist protected within the user’s computer in a software keystore.)  Other en-
terprises use what we term “stealth PKI”: using PKI foundations to enable other 
authentication techniques, such as smart cards or badges, but hiding the existence 
of the underlying PKI from the users.   

Current PKI tools operate almost exclusively on identity certificates (usually in 
the X.509 format [Housley 2002]), which bind user identities to public keys.  
X.509 permits attribute certificates binding other properties instead; X.509 can 
also permit an end user to create a special proxy certificate.  However, common 
Internet tools do not support these alternatives gracefully; the inability of X.509 in 
practice to speak about things other than names, and to let end users do spontane-
ous delegation to each other, are significant obstacles to using PKI to solve the ac-
cess control problem in enterprises. 
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5.5 Distributed Authentication and Identity Management 

For much of the history of access control, users’ identities have served double 
duty as both authentication and authorization credentials.  As such, the community 
has developed extensive technology for identity management tasks, which include 
adding, changing, removing, and auditing user accounts and their associated ac-
cess privileges.  (Systems that decouple authorization from identity also manage 
additional information; we discuss distributed authorization in sections below.)   

Centralized identity management allows an enterprise to streamline access con-
trol operations across distributed systems: instead of resources A, B, and C all hav-
ing independent set of accounts, credentials, constraint policies, and administra-
tors, they share a central database that contains up-to-date user information.  This 
database often takes the form of a directory.  Standards movements in the early 
history of the Internet yielded the X.500 directory services specification 
[Chadwick 1994]).  The X.500 community envisioned a global “directory in the 
sky,” which would act as an omniscient phonebook and include all the information 
needed to securely communicate with anyone, anywhere, including users’ public 
key certificates.   

Scalability and privacy issues prevented this global directory from becoming a 
reality, but the concept lives on in the form of Lightweight Directory Access Pro-
tocol (LDAP) directories.  A number of software vendors (as well as open source 
software groups, such as OpenLDAP) offer LDAP products; in particular, Micro-
soft’s Active Directory (AD) seems to have a large market share among corporate 
collaborators, largely because it thoroughly integrated with the Windows operat-
ing system.1 

Solutions like AD can act as a repository for a variety of identity-based authen-
tication systems.  In theory, AD can integrate with Kerberos as well as PKI im-
plementations.  (In practice, PKI implementation in AD is still too immature to be 
sufficiently usable and reliable for most corporate environments.)   

When deployed widely in an organization, both systems like Kerberos and 
those based on a PKI can offer single sign-on (SSO) capabilities to end users.  For 
example, once a user has authenticated2 to Kerberos via AD, the server issues her 
computer a Kerberos ticket; she can then use the ticket to authenticate to a number 
of resources within the company.  A PKI user who keeps his credentials in a soft-
ware keystore or hardware device only needs to unlock it once in order to use his 
private key multiple times on a single machine.  Transparent SSO can boost pro-
ductivity and lower hassle cost, but requires that the de-authentication problem be 
addressed: how do we prevent another user from coming along and using the 

                                                           
1 We note also that much Active Directory functionality is outside the LDAP specification; it is 
billed as an LDAP-compliant general directory service. 
2 Of course, the same risks posed by passwords, biometrics, or smartcards apply when those cre-
dentials are used for widespread distributed authentication; credential compromise in such set-
tings poses tremendous risk for the organization.  
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ticket or unlocked keystore? This is less of a concern with hardware devices, at 
least once users gain the habit of keeping the device on their person.  Portable 
keystores also provide credential mobility, which can help improve usability in 
environments such as hospitals---again, as long as users succeed in keeping their 
credentials with them at all times.  However, another aspect of this problem is be-
ginning to receive much attention: the ability of a malicious Web site to quietly 
borrow credentials from a user’s keystore, software or hardware. 

5.6 Distributed Authorization  

As noted before, traditional access control products have viewed authorization 
almost exclusively in terms of authentication of a user’s identity by a resource 
owner.  However, in large environments like enterprise IT the picture is often 
more complex.  For one thing, the “resource owner” may not necessarily be in a 
position to decide whether the user in question should receive access; database 
administrators are rarely qualified to approve an investment banker’s access to 
certain account data, although the banker’s supervisor may be sufficiently in-
formed.  For another thing, scale and complexity requirements often require addi-
tional layers of abstraction beyond a user’s identity, such as roles, to manage the 
company’s compliance with regulatory access constrains.  Furthermore, the main-
tenance that goes into keeping such an infrastructure running is often complex be-
yond an individual human’s understanding.   

Trust Management Systems 
Researchers encountering issues associated with distributed authorization have 
proposed extensive trust management infrastructures, such as PolicyMaker system 
[Blaze et al., 1996] and its successor KeyNote [Blaze et al., 1999].  Essentially, 
these systems develop formal ways to express access control policies and formally 
evaluate whether the requester’s credentials merit authorization.   

Privilege Management Infrastructures (PMIs) 
The PKI community has also developed tools to adapt to the modern complexities 
of distributed authorization.  As noted earlier, generic PKIs operate on identity 
certificates that bind public keys to identities; a Privilege Management Infrastruc-
ture (PMI) instead has attribute authorities (instead of CAs) issue attribute certifi-
cates that bind public keys to other attributes, such as “Employee,” “Student in CS 
101,” “The Dean’s Assistant,” or even “Bob says is permitted to see record X.” 
PERMIS---an academic project that has been piloted in some European civic ap-
plications and in GRID distributed computing---is a good example [Chadwick, 
2002].   
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Distributed Policy Decision and Enforcement 
Consequently, we see architectures for distributed authorization emerge, with pol-
icy enforcement points (PEPs) consulting policy decision points (PDPs) about 
whether to grant a request, and with policy languages---such as the eXtensible Ac-
cess Control Markup Language (XACML) to express these policies  

Active Directory 
Many commercial tools have evolved to include features to address these com-
plexities.  For example, Active Directory supports a wide variety of capabilities 
beyond that of a traditional directory of users.  Administrators can create Organ-
izational Units (OUs), which are composed of users, security groups, computers, 
and other OUs.  Group Policy Objects (GPOs) allow AD administrators to manage 
privileges of both users and computers assembled into logical groups.  GPOs in-
teract with the Windows operating system to enforce constraints on file system ac-
cess, trust policies (for example, what PKI certification authorities to trust), and 
application usage.  The recursive nature of OUs allow administrators to define hi-
erarchies to facilitate privilege management throughout the enterprise; Active Di-
rectory also provides a scripting capability to streamline tedious tasks associated 
with user and group privileging.  By specifying a user, computer, group, and/or 
GPO, administrators can both audit the effective privileges in place and model the 
effects certain modifications would have.   

However, the flexibility offered by Active Directory seems difficult for enter-
prises to harness.  Richards et al. discuss in their administrative guide [Richards et 
al., 2006] the business case for migrating to an AD-based system: “Will it reduce 
your Total Cost of Ownership (TCO)? It sure will, but only if you design it cor-
rectly.  Design it the wrong way, and you'll increase costs.”  The authors quantify 
the scalability of the OU/GPO infrastructure by noting that Microsoft recommends 
organizational hierarchies of depth at most 10, and by relating their personal ob-
servations of significant slowdown when more than 12 policies are applied.  This 
latter estimate is supported by the experience of one of our partner companies, 
who laments that their single greatest source of hassle cost is the lag users experi-
ence between logging in and actually being able to use a workstation.  (This hassle 
also feeds into users’ unwillingness to voluntarily de-authenticate from a computer 
they are likely to use again in a short time.)  

Role Engineering and Management 
Most modern access control solutions implement some form of RBAC (described 
in Section 3.5).  Although support for more advanced capabilities---like role hier-
archies---has been rare, many vendors are introducing new features to meet regu-
latory and risk-mitigation demands.  With the addition of these much-desired fea-
tures, however, has also come the need for new technical solutions to role engi-
neering and management problems.   

As outlined earlier, the process of defining roles for an organization can be top-
down, bottom-up, or a hybrid solution of the two.  The first option is traditionally 
process-based, light on technology but heavy on interviews and scenario building.  
Our collaborating practitioners as well as a number of distinguished RBAC ex-
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perts [Ferrailio et al., 2007] find top-down definition to be both tedious and diffi-
cult---if not impossible---in some scenarios.  Vendors such as Bridgestream (re-
cently acquired by Oracle, http://www.bridgestream.com/) and Eurekify 
(http://www.eurikify.com) offer a suite of applications to facilitate continuing role 
management as well as initial bottom-up role engineering.  Products in this space 
include solutions for role mining or role discovery, whereby a clustering algorithm 
generates a set of candidate roles from users’ existing privileges.  Blindly clus-
tered sets run the risk of becoming quickly outdated as the organization changes 
over time, however, and vendors are refining their approaches to include addi-
tional sources of information, such as organizational hierarchies or users’ job ti-
tles.  One financial institution we partnered with has dedicated significant re-
sources to studying the capabilities of products in this space, and while the institu-
tion reports that they are going in the right direction, it also laments that most so-
lutions are too immature and unproven to be deployable in live organizations.   

Federation 
The above discussions implicitly assumed that, even if distributed, authorization 
decisions needed to be made within the scope of a single enterprise.  In practice, 
users and resources may be distributed across multiple enterprises, which raises 
the issue of how to federate different authorization systems.  In the academic 
space, Shibboleth (http://shibboleth.internet2.edu/) is well-known example, used to 
allow individual institutions to maintain their own legacy ways of authentication, 
but let their users access resource at remote institutions.  The Liberty Alliance 
(http://www.projectliberty.org/) is mainly industrial consortium devoted to open 
standards for Federation.   

6 Ongoing Challenges 

Thus far, this paper has surveyed existing research and development in access con-
trol, with a particular focus on the applicability of this work in preventing insider 
attacks in large corporate environments.  Section 2 defined the specific insider 
threat model against which we aim to defend; Section 3 presented background 
principles of access control to elucidate the theoretical capabilities of these sys-
tems.  Section 4 presented the functional, cost, usability, scalability, and complex-
ity requirements that the threat model demands, and Section 5 surveyed some cur-
rent access control tools (both research projects and commercial products).  Over-
all, both the theory behind access control and the systems that implement it seem 
to be well developed. 

Nonetheless, even with these principles, we still have an insider threat problem; 
armed with these tools, our colleagues in the trenches still report an inability to 
have accurate IT policy in practice.  The natural response is: Why?  Do the tools 
fail to accommodate some critical aspect of the real-world requirements?  Have 
the basic principles overlooked something?  Is it just a matter of economic incen-
tive for a vendor to bring the right technology to the right market?  To use the ter-
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minology of Section 2, would a “practically correct” access control system even 
reduce the incidence of insider attack?  Is such an access control system possible?  
If not, what are the limits that bind it, and how close to the ideal can we get? 

6.1 A Snapshot of a Motion Picture 

Accurate access control policy requires an accurate vision of what users, roles, and 
permissions should be.  However, real-world enterprises report that the dynamic 
nature of the real world makes it hard to capture a clear vision. 

As discussed earlier, organizations attempting to deploy role-based access 
control solutions can choose top-down, bottom-up, or hybrid approaches to role 
definition.  Bottom-up clustering algorithms succeed in grouping users using exist-
ing privilege assignments and limited organizational information, but it is not yet 
clear whether this approach generates roles that will be useful throughout the vari-
ous changes employees and enterprises undergo.  Hybrid solutions integrate the 
strengths of the top-down approach: build on existing task- or requirement-
oriented practices to define roles, which although tedious and expensive in per-
sonnel costs, results in role sets that will gracefully evolve with the organization.  
Unfortunately, many organizations (often those renowned for their agility and 
adaptability to new business climates) are founded on dynamicism and matrixed 
structure; any product of a top-down methodology will be out of date before the 
process is finished! 

Technologists at companies who experience such dynamicism thus report be-
ing forced to choose between roles that are difficult to manage (and likely to be-
come inaccurate quickly), and roles that are more likely to evolve with the firm, 
but start off being incorrect at their initial deployment.  We thus wonder, what ap-
proach should these enterprises take to role engineering?  What ways can solutions 
integrate top-down and bottom-up methods to generate roles that are both accurate 
and that will evolve with the organization?  Finally, what further research and de-
velopment is necessary before vendors can realize such integration in commercial 
products?  

6.2 Privilege Issuance and Review 

In addition to the roles or other structures necessary to manage its access control 
system, an organization must also define the ways in which users acquire privi-
leges, and design methods to effectively audit users’ privilege sets for correctness.  
Some organizations report tremendous difficulty identifying which manager or 
administrator should be in charge of privilege issuance to a given set of users 
(maybe Anya is best qualified to decide whether or not a given doctor needs a cer-
tain privilege, but Sergey knows best when it comes to nurses).  Defining rules for 
practices like delegation or temporary privilege assignment are even more chal-
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lenging, yet some, like break glass, are vital to an organization’s ability to meet its 
most fundamental goals.  (Of course, additional flexibility in privilege issuance re-
sults in less supervised control over the process, which in turn can increase risk.)  
Access control tools often allow such features in theory, but actual attempts to dis-
tribute issuance to end users seem to often fall short of desired functionality. 

Beyond the challenges of privilege issuance, colleagues report that many man-
agers experienced unanticipated difficulty in verifying the correctness of a user’s 
privilege set.  Although Andy may be Liz’s supervisor on a given project, that 
doesn’t mean that he will be able to review a list of her privileges and be able to 
identify the subset necessary for her to complete her assigned project tasks.  In-
deed, one organization reported that users were not able to identify which of their 
privileges were essential to their own jobs.  How can we improve privilege review 
technology to better enable these vital business practices? 

6.3 Auditing and Visualization 

Privilege review allows an organization to verify correctness of one aspect of their 
access control system.  However, corporate partners lament the lack of tools to 
help them maintain a broader understanding of the system’s operation, and of the 
subtle effects of different policies.  Enterprise-wide access control systems, espe-
cially those that implement privilege constraints like separation of duty, can be 
more complex than any computer network or technical program; we do not ask 
administrators to verify network architecture correctness by watching traffic 
flows, so how can we expect them to perform similar tasks in access control?  De-
sired functionality in this space includes high-level cost assessment (both mone-
tary and hassle), risk evaluation, troubleshooting assistance in case of improper 
privileging, and capability modeling to understand the impact a given set of policy 
changes would have on the enterprise’s ability to meet its goals.  Effective solu-
tions to these problems will likely involve significant work in interface design and 
usability testing.   

6.4 Role Drift and Escalation  

An access control policy must adapt to organizational changes to maintain cor-
rectness over time.  Enterprises that deploy role-based systems must ensure that 
roles are properly assigned to users, but must also make sure that roles contain 
proper privileges as new resources become available and old ones are phased out.  
How can technologists identify when a role is “drifting” away from its original 
definition, when it is appropriate to split or merge roles, or even when a new round 
of role discovery and definition is warranted? 
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Some domains require users to have the ability to escalate their privileges in 
certain situations; for example, health care professionals talk extensively about 
“break-glass” features.  How can an organization implement this escalation re-
quirement while still limiting insider threat?  How can it evaluate tradeoffs in bal-
ancing the need to get the job done (where failure can mean dire repercussions) 
with the risk of insider attack that uninhibited access poses? 

6.5 Expressiveness and Need to Know 

As noted, many researchers assume that, by definition, the appropriate policy ex-
ists.  Others assume that “proper authorization” will always allow “unauthorized 
action,” and proceed to define insider attack that way: unauthorized action by au-
thorized individuals.  Both views suggest (conflicting) assumptions that should be 
questioned.  We have already seen that “correct” polices tend to not to exist in the 
field.  Are they even possible? Alternatively, why is it that “unauthorized action” 
cannot be restricted by better authorization?  There seems to be an implicit as-
sumption that the behavior exploited by insiders cannot be expressed within a pol-
icy language.  Is that true?   If not, how closely can feasible IT policies approxi-
mate the “true” policy?  

6.6 Incentives 

It’s probably true in general that experts in an area implicitly assume that the en-
tire population shares their belief in that area’s value and importance.  Computer 
security is no exception.  Reports from real users in real-world enterprises show a 
diversity of opinions about whether techniques such as authentication, access con-
trol, and general security hygiene help or hinder users getting their jobs done.  To 
the extent that users perceive a lack of alignment between security technology and 
their core mission, security technology will not be effective.   

This line of thinking suggests that research is needed into why this perceived 
misalignment exists.  Would it be solved by better user education?   Or is the tech-
nology itself fundamentally misaligned in some way? 

7 Conclusions 

In the previous section we considered a number of specific challenges; we believe 
that these issues are representative of the types of difficulties our partners in indus-
try have had in using access control to prevent insider threat.  It is not clear at this 
time whether current solutions can meet these challenges as they stand, whether 

191 Preventative Directions For Insider Threat Mitigation Via Access Control 



 

we need new development efforts based on current principles, or whether we need 
new lines of research altogether.  In any case, additional work in this space will 
almost certainly improve the ability of large enterprises to defend against the in-
sider threat; unfortunately, as the authors of other chapters remark, it is difficult 
for researchers to gather actual data from real-world partners to inform this devel-
opment effort.  Technologists and corporate policy makers are happy to share an-
ecdotes and general trends, but hesitant to offer attributable facts or hard informa-
tion that could pose reputation risk.   

Despite the difficulty in obtaining hard data, work in this space continues; in 
looking forward, we wonder: what degree of mitigation can we eventually hope to 
achieve?  Can all insider threat be prevented with well-designed access control 
mechanisms?  We conjecture to the contrary that no access control mechanism 
alone can protect against attacks executed by trusted individuals using only the 
privileges deemed necessary to get their job done.  Other measures that offer dis-
incentives against abusing their privileges can mitigate the threat, but there are 
some scenarios in which insiders must be trusted to use their better judgment in 
their interactions with electronic resources.   

The concepts, survey, and ideas presented in this paper deals with insider attack 
prevention, whereas much current work in this space (indeed, most of this book) 
focuses on detection.  We intend our focus on prevention to complement, not re-
place, that the detection efforts.  Better prevention can simplify the problem space 
that detection must address; we recall the early history of the theory of safe sys-
tems [Harrison et al., 1976], where "detection" was in fact not computable until 
the problem space was constrained.  History offers hope. 
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Taking Stock and Looking Forward – An 
Outsider’s Perspective on the Insider Threat 

Jeffrey Hunker 
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Abstract   Despite considerable work over the last decade, the research commu-
nity has made little overall progress in solving or even reducing the insider threat.  
This conclusion stems not from lack of research quality but rather from lack of a 
framework to understand exactly what problem we are trying to solve.  In this 
chapter I suggest that there are some fundamental questions relating to the insider 
threat that either have not been posed, or have been posed without sufficient rigor 
to motivate work towards meaningful solutions.  Among these questions are: 

• What exactly is an ‘insider threat’? 
• How does the research community get the needed data to create solu-

tions? 
• In role do the incentives organizations face in the solution space, and 

how do we change these incentives? 
• How do we better integrate technical solutions with social science per-

spectives? 
• Should there be a response and recovery system for insider threats, 

and what form would it take? 

This list of fundamental questions is by no means exhaustive, but the hope is that 
the reader will be motivated to pursue these and other key questions with the goal 
of providing greater rigor in our work – and thus make more progress in effec-
tively addressing aspects of the insider threat problem.   



 

1 Introduction 

The insider threat problem appears to be serious, and certainly long studied.  In the 
2007 CSI Computer Crime and Security Survey, 59% of respondents reported that 
they had experienced insider abuse of network resources; 26% reported that over 
40% of their total financial losses from cyber attack were due to insiders. 1  The 
damage done to the Nation by one notorious insider, the FBI agent Robert 
Hanssen, is incalculable.  The close cooperation by senior executives in key sec-
tors, like banking and finance, with researchers working on the insider threat prob-
lem in itself suggests that insider misuse remains a serious challenge to these sec-
tors.   

A great deal of research has been done to examine the nature of the insider 
threat, with the hope that eventually the problem can be reduced or even com-
pletely solved.  Starting in 1999, RAND conducted a series of workshops to eluci-
date the necessary research agenda to address this problem. 2  In parallel, the De-
fense Department produced its own report3, outlining both a set of policy changes 
and research directions aimed at addressing the insider threat.  Since then, a rich 
literature studying various aspects of the insider threat problem has emerged.   

I come to the ‘insider threat problem’ as an outsider, having been only recently 
introduced to the problem.  Having reviewed the work of the past decade, I unfor-
tunately must conclude that, despite the considerable research, the research com-
munity has made little overall progress in solving or even reducing the insider 
threat.  Such a dismal conclusion is shared by a number of my colleagues who 
have longer histories in working the problem and even greater familiarity with 
various aspects of the field.  This conclusion stems not from lack of research qual-
ity but rather from lack of a framework to understand exactly what problem we are 
trying to solve. 

On stepping back to survey past work, I find that it falls into three categories.  
The first category views the problem from the practitioner’s point of view.  Here, 
the malicious or misguided insider is a serious threat, described by recent case ex-
amples whose characteristics suggest what systems administrators and senior ex-

                                                           
1Computer Security Institute, 2007. Computer Crime and Security Survey. pp. 12-13.  
2 Anderson, R.H., 1999. Research and Development Initiatives Focused on Preventing, Detect-
ing, and Responding to Insider Misuse of Critical Defense Information Systems: Results of a 
Three-Day Workshop. RAND CF-151-OSD.  
This conference was followed by two others; see: 
 Anderson, Robert H., Bozek, Thomas et al., 2000. Research on Mitigating the Insider Threat 
to Information Systems #2. Proceedings of a Workshop Held August 2000. RAND CF-163-
DARPA. 
 Brackney, Richard C. and Anderson, Robert H., 2004. Understanding the Insider Threat: Pro-
ceedings of a March 2004 Workshop. RAND CF-196-ARDA.  
3 DoD Insider Threat Mitigation. Final Report of the Insider Threat Integrated Process Team. 
April 24, 2000. US Department of Defense. Office of the Assistant Secretary of Defense (Com-
mand, Control, Commuications, and Intelligence). 
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ecutives need to know and do4 5.  The second category reflects the interests of the 
research community.  A body of work examines the psychological aspects and 
motivation of the insider; that is, why and under what circumstances an insider be-
comes an insider threat.6 For example, the CERT and Secret Service used access 
to incarcerated individuals to study the personal characteristics and circumstances 
of individual insider malefactors.7 8This information laid the groundwork for an 
understanding of the interpersonal and organizational dynamics that eventually 
produce an insider threat.  The third category involves research that has a strong 
base in computer science.  It examines the properties and attributes of information 
technology systems, asking what observables within the system and what proper-
ties of the system can be used or altered to reduce the insider threat.  The RAND 
2000 and 2004 workshops 9 exemplify this focus.  More generally, in computer 
science, a great deal of work has been directed at determining which aspects of 
systems policy, monitoring, and detection can be directed towards preventing, de-
tecting, and ameliorating insider threats. 

Yet my colleagues and I conclude that little real progress has been made in re-
ducing the insider threat.  Why is this? I suggest that there are fundamental ques-
tions relating to the insider threat which either have not been posed, or have been 
posed without sufficient rigor to motivate work towards meaningful progress.  My 
goal in this paper is to probe more carefully into facets of some basic questions 
and observations, with the hope that this probing may help stimulate further pro-
gress in the field.   

                                                           
4 See for example Wagner, Mitch 2006. Protecting Against Insider Threats. Information Week’s 
Security Weblog. Dec. 11, 2006. 
5  See for example Cole, Eric 2006. Insider Threat: protecting the enterprise from sabotage, spy-
ing and theft. Syngress; distributed by O’Reilly Media.  
6 See for example Band, Stephen R., Cappelli, Dawn, et al. 2006. Comparing Insider IT Sabo-
tage and Espionage: A Model Based Analysis. Carnegie Mellon University. Software Engineer-
ing Institute. Technical Report CMU/SEI-2006-TR-026. December 2006. 
7 Keneney, Michel, Cappelli, Dawn, et al. 2005. Insider Threat Study: Computer System Sabo-
tage in Critical Infrastructure Sectors. Carnegie Mellon University. Software Engineering Insti-
tute. May 2005. 
8 Randazzo, Marisa Reddy, Cappelli, Dawn, et al. 2004. Insider Threat Study: Illicit Cyber Ac-
tivity in the Banking and Finance Sector. Carnegie Mellon University. Software Engineering In-
stitute. August 2004.  
9 Anderson (2000) and Brackney (2004) 
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2 What Is An “Insider Threat”? 

An insider is defined as an individual with privileged access to an IT system.  An 
insider threat is an individual with such privileges who misuses them or whose ac-
cess results in misuse.10  

On the surface, these definitions seem satisfactory.  Indeed, in the halcyon era 
of mainframe computing, they may well have defined a problem of substantive in-
terest to both practitioners and researchers.  When machine access was relatively 
limited and the tasks performed on IT systems were well defined, delineating the 
scope of the insider threat problem was feasible. 

But consider the range of insider threats in today’s environment as described by 
the examples below, each of which is based on real incidents: 

• Employees regularly use the organization’s e-mail and web server for 
personal purposes, even though security policy forbids anything but 
business use of the system; 

• A faculty member lends his password to a trusted friend so that she 
has access to the on-line university library resources in order to assist 
in his research; 

• An investment banker exploits an accounting anomaly in the way in 
which profits on trades are recorded to report large profits; in reality 
no such profits were created through the trades.  No system privileges 
were violated; 

• A senior executive uses his position to override the e-mail system con-
trols and monitoring mechanisms so that he can send and receive illicit 
messages without their being logged into the system’s memory. 

Each of these is an insider threat.  All would agree that the last case cited is of 
concern – system privileges were abused, and bad results occurred.  What about 
the other cases?  In the case of the investment banker, the crime could have 
equally well have been committed in a paper based system.  With the faculty 
member, the intent was to work around burdensome administrative requirements 
in order to perform the primary task (research).  System privileges were abused, 
but the result was positive for the organization (better research).  And how much 
effort is appropriate to stop employees from sending personal e-mails (fully rec-
ognizing the productivity losses that sometimes can result from such action)? 

The point here is not to suggest that some of the above incidents are true ‘in-
sider threats’ and others not.  Rather, the point is that our definition of the insider 
threat does not capture the nuances of the insider threat problem.  Like pornogra-
phy, we know the insider threat when we see it.   

The definition of the insider threat problem matters: if one cannot define a 
problem precisely, how does one approach a solution, let alone know when the 

                                                           
10 This is the definition now being used by a RAND team, of which the author is a member, 
conducting research on insider threats. 
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problem is solved? Different definitions embody alternative assumptions and per-
spectives of trust relationships in people and systems, as well as on the possible 
suite of countermeasures available.  If we do not rigorously define our terminol-
ogy, we cannot determine what data we want to capture. 

Precision in defining the insider threat is challenging.  Supplementing the defi-
nition at the start of this section, Bishop 11 cites three definitions used for the in-
sider threat used in different papers: 

• ‘malevolent (or possibly inadvertent) actions by an already trusted 
person with access to sensitive information and information systems;’ 

• ‘someone with access, privileges, or knowledge of information sys-
tems or services;’ 

• ‘Anyone operating inside the security perimeter.’ 

Each definition seems reasonable, but each embodies different interpretations 
of the ‘insider threat’ with implications on assumptions of trust in systems and 
people, as well as on the countermeasures to be taken.  In the first definition, the 
insider is trusted in some way not to abuse the information or system.  The second 
definition would broaden the insider definition to include anyone who knows 
something specific about the system, whether the individual has access or not.  
The third definition would include the building’s janitor. 

As Bishop notes, "the insider problem is not ‘a’ problem.  Rather, it is a contin-
uum of problems, ranging from the case of the rogue user with little to no privi-
leges, to the case of an official with a large number of privileges.” 

Hence the appeal of more colloquial descriptions of the ‘insider threat,’ such as 
the following from Schneier 12: 

A malicious insider is a dangerous and insidious adversary.  He’s already inside the system 
he wants to attack, so he can ignore any perimeter defenses around the system.  He probably 
has a high level of access, and could be considered trusted by the system he is attacking. 
This description of the problem, while not useful as a problem definition, does 

point towards several observations.   
First is the importance of considering what is meant by insider.  Consider three 

different insider threat formulations.  First is that the insider is Jeffrey, a physical 
person, who has legitimate system access.  Alternatively, the insider could be 
someone else masquerading as Jeffrey on the system, perhaps because Jeffrey left 
his workstation logged in allowing such access.  A third formulation would have 
Jeffrey no longer part of the organization (hence no longer officially having sys-
tem privileges) but someone forgot to turn off Jeffrey’s system access.  Each of 
these is clearly a threat and each is a very different problem to solve. 

                                                           
11 Bishop, Matt 2005. The Insider Problem Revisited. Proceedings of the 2005 workshop on New 
Security Paradigms. ACM. 2005. Pp. 75-76. DOI= http://doi.acm.org/10.1145/1146269.1146287 
12 Schneier, Bruce 2000. Secrets and Lies: Digital Security in a Networked World. Wiley Pub-
lishing 2000. p. 47. 
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Second is the need to disentangle the distinctions between abuse or attack, mis-
use or accident, and good and bad intent.  For example, consider two alternative 
cases: 

1.  The system quite legitimately allows access, but bad results occur: The ex-
ample cited above of the investment banker exploiting accounting anomalies to 
commit massive financial fraud is based on the experience of Joseph Jett, a New 
York investment trader.  He determined that in executing a complex series of 
Treasury bond trades the bank’s accounting system would record an artificially in-
flated profit; later he exploited weaknesses in the audit and oversight process to 
record trades that never took place.  No system privileges were exceeded, and the 
entire fraud arguably could have taken place under a paper based system.   

Recent press articles have suggested that systems administrators commonly use 
their privileges to read files (e.g., salary information) motivated by salacious curi-
osity.  That they should not do so is obvious, but no system access privileges were 
breached; one might argue about whether anything bad results.   

2.  System privileges are violated, but good things happen: During the Vietnam 
War, Daniel Ellsberg, a RAND employee, photocopied a number of sensitive 
documents and gave them to the New York Times (the Pentagon Papers).  This 
example is not actually an insider threat in the context considered here, but it illus-
trates powerfully some challenges in definition.  Clearly Ellsberg violated his ac-
cess privileges, but was what he did right or wrong?  

Making this distinction between right or wrong certainly occurs frequently in 
more mundane circumstances.  According to a recent RSA study, about a third of 
workers consciously break enterprise security practices because they want to ex-
pedite their work or increase their own productivity.  “They’re just trying to get 
their work done… But the compromises that occur as a result can be just as dam-
aging as if they didn’t know the policy at all”13 And emergency situations may re-
quire privileges to be exceeded.  The key point is that security violations can be 
‘justified’ depending on perspective and context.   

Hence the importance of context.  If the ‘problem’ of system workarounds 
beneficial to the organization is to be distinguished from policy-appropriate use of 
the system for malicious deeds, a richer problem definition is required.  Context 
could be defined along a number of dimensions -- intent, degree of system access, 
nature of the damage caused, among others – to create a more rigorous problem 
definition.   

The role of organizational security policy and implementation presents another 
set of issues in creating an effective definition of the insider threat.  Stated simply, 
to what extent should the concern about insider threats focus on inadequate or 
poorly thought-through system policy or design? If the organizational system pol-
icy allows access, the law says nothing – the access was authorized.  Yet many or-

                                                           
13 Wilson, Tim. End Users Flout Enterprise Security Policies. Dark Reading, December 10, 
2007. http:www.darkreading.com/document.asp?doc_id=141002 

200 Insider Attack and Cyber Security 



 

ganizations have inadequate security policies, or official policies are not followed 
in general practice.14 Distinguishing among these circumstances is again important 
in deciding what problem exactly is a solution aimed at addressing.   

In summary, it is to me striking that relatively little work has been done on the 
most fundamental question of research in insider threats – what problem exactly 
are we trying to solve? This discussion is not, as noted, an effort at creating the 
necessary definition that would provide such clarity; in this discussion I have sug-
gested some dimensions of what might an adequate definition would include.  
However, if we cannot rigorously define the problem we are seeking to solve, then 
how can we approach it, or even know when the problem has been solved? 

3 How Does The Research Community Get Better Data? 

Many reports, and almost all discussions, on the insider threat problem bring for-
ward the lack of data available to study the problem.   

The lack of solid data for research is characteristic of the overall field of cyber 
security threat research.  There are good reasons why organizations and individu-
als are reluctant to report cyber security breaches of any sort.  The potential harm 
to the reporting entity is large – loss of reputation and loss of confidence by cus-
tomers, suppliers and peers can be significant.  Legal requirements, notably Sar-
banes-Oxley, requiring senior executives to affirm the validity of the reported fi-
nancial results, appear to increase the incentive for secure IT systems – but also 
perversely may reduce the incentive to investigate, or at least report, possible inci-
dents.  The potential benefits in terms of informing the community at large of pos-
sible threats, and possibly leading towards better security solutions, accrue to the 
community, not directly to the reporting organization. 

The disincentive to share incident data is even greater for insider threats than 
for external attacks.  The prospect that a trusted insider could be malicious is dis-
turbing (if Joe could do that, what about the rest of us…); equally disturbing is the 
case that the organization’s systems were inadequate to prevent even accidental 
misuse leading to serious consequences.  The data available on external attacks is 
scanty, but it is a rich trove compared to that available on insider threats, and 
much of that insider threat data is available only to select researchers under highly 
restrictive conditions.   

Hence, anyone seeking to understand the insider threat faces the situation out-
lined in Figure 1. 

  

                                                           
14 Ibid. 
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Fig.  1.  Our Limited Public View of the Insider Threat 

 There is the universe of all insider threat incidents – however defined.  Some 
insiders may be acting alone; others may be acting in groups (including outsiders, 
or all insiders).  Of that space, unknown proportions are detected.  Of the detected 
space, a presumably even smaller number (again unknown) are reported, either 
publicly or to select research projects.  Of the publicly reported cases only in some 
cases are these incidents prosecuted.  Only this last proportion (the number of pub-
licly reported cases, versus the number entering the legal system) can be known 
with any precision, although this value has yet to be determined.   

The result is that we have (publicly) two data points – survey data (e.g., the CSI 
survey, the CSO survey conducted with the CERT and Secret Service15) and case 
files of publicly accessible incidents.  Neither is a reliable representation of the 
underlying population.  The surveys are convenience surveys, which lack statisti-
cal validity, and may have reporting biases or distortions which we can only 
speculate about.  Case data comes mostly from law enforcement, is collected in an 
ad hoc fashion, and inherently reflects a winnowing process of,(1) detection, (2) 

                                                           
15 CSO Magazine, United States Secret Service and CERT Coordination Center 2006. 2006 
eCrime Watch Survey. Framingham, MA: CXO Media.  
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seeking law enforcement redress or having the incident made public, and (3) deci-
sion to prosecute.   

There are several perspectives on this lack of data.  The first is to observe that 
in most cases even with data we may know the numerator, but not the denomina-
tor, of the characteristics under study.  The CERT/Secret Service research exam-
ined in detail the personal characteristics of insiders whose actions lead to criminal 
prosecution16.  The insights are illuminating, but there is no baseline of ‘non-
threatening’ insiders against which to evaluate their findings.  It might be that the 
characteristics common to the ‘insider threat’ individual are in fact common across 
the subject population.  We simply do not know. 

Even more fundamentally, if, as was suggested in the last section, we have not 
yet defined with any rigor exactly what insider threat problem we are seeking to 
study, then defining what we want to measure, let alone collecting the appropriate 
data, rests on shaky foundations.  We need to get to a point where we can measure 
real things that actually address the problem we are trying to solve – and as a 
community we are not at that point yet. 

Some speculation as to when insider threat incidents are made public may be 
useful.  An insider threat incident may have a greater likelihood of being reported 
publicly when it: 

• Takes place in a small organization lacking the resources to handle the 
incident internally; 

• (a variant on the above point) When the incident is of such scope as to 
overwhelm the organization, regardless of size.   

• When the object of the insider threat’s actions is outside of the organi-
zation, such as when an insider misuses the IT system to attack a 
competitor; 

• When the insider threat individual has a relatively low position within 
the organization; 

• When the insider is socially or psychologically viewed by the organi-
zation as being outside of the ‘old boys club.’ This may help to ex-
plain the prevalence of insider threat cases involving economic espio-
nage by non-US nationals that appear in a review of court records (al-
though many other factors might contribute to such trends). 

We know that organized crime is active in many aspects of external attacks, 
and there exists a vibrant cyber underworld engaged in the creation of attack tools, 
their deployment, and for handling the proceeds of attacks.17 Identity theft (e.g., of 
credit card information) is a frequent target of outsider attacks.  Little or none of 
this shows up in the reported insider threat data.  We might expect that senior ex-
ecutives would misuse, perhaps maliciously, their system privileges.  The gulf be-
tween what one might reasonably expect to see in the range of insider threats, and 

                                                           
16 Keneney (2005), Randazzo (2004) 
17 Kursawe, Klaus and Katzenbeisser 2007. Computing Under Occupation. Proceedings of the 
2007 workshop on New Security Paradigms (forthcoming). ACM 2007. 
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what appears in the data, may be large.  It is possible that there are entire typolo-
gies of insider threats that simply do not appear in the data. 

A consideration is to ask whether, as a community, researchers have thought 
too narrowly about how to obtain insider threat data.  Typically researchers either 
arrange special access for organizational data on insider activity, with an accom-
panying set of restrictions on use, or else generate data through simulations 
(games, exercises).  Otherwise, oftentimes researchers have to resort to formulat-
ing a reasonable problem, exploring solutions, but without a comprehensive  re-
course to good data.   

The insider threat problem is serious, and the data to address it are not easily 
forthcoming.  Perhaps more fundamental and structural solutions to the data prob-
lem are needed.  The record of related fields points to at least three models for 
such fundamental and structured solutions.  Changes in the law, making the re-
porting of insider threats mandatory, may present political challenges.  Of note are 
the data breach notification laws (discussed later in this article) now enacted in 
over 30 states; the passage of these laws suggests that perhaps other mandatory 
disclosure requirements might, just might, be politically feasible. 

A second model would be to expand the reach of the CERT network to more 
specifically focus on insider threats.  The CERT network has built for itself a repu-
tation as a trusted resource for reporting software and configuration vulnerabili-
ties, in turn providing assistance to affected organizations while facilitating the 
creation and distribution of necessary patches.  While the CERT does perform re-
search on insider threats, its primary focus is on software vulnerabilities and pro-
viding incident response assistance; at least publicly, even for incident reports 
there is no distinction between insider and outsider attacks.  As a model for obtain-
ing information about insider threat incidents, the CERT could serve as a valuable 
resource by making more explicit in its activities the distinction between insider 
and outsider attacks.  As will be discussed later, an explicit focus by the CERT on 
insider attack response might also be a valuable service to affected organizations. 

The Bureau of Justice Statistics (BJS), part of the US Department of Justice, 
provides a third model for enhanced data collection.  In the 1960’s obtaining good 
data was also a problem facing research on physical crime.  As concern about 
crime as a national, not just local, problem escalated, it became clear that no na-
tionally accurate picture was available; in particular, there was no way to know 
what gap existed between the actual prevalence of different types of crime, and 
that being reported up through police departments to the FBI.  This led to the crea-
tion of the BJS and a sister institution, the National Institute of Justice (NIJ).  To-
day, researchers and policy makers have at least two major sources of (reasonably) 
reliable data on physical crime in the US – the FBI’s Uniform Crime Reports, and 
the National Crime Victimization Survey, which checks the official picture with 
an independent, statistically valid survey of households.  NIJ in addition funds a 
variety of research on issues of crime and the criminal justice system.   

Each of these models has its drawbacks, and obviously would require funda-
mental institutional shifts.  The point is, however, that it may be that such institu-
tion building will be required in order to solve, or at least begin to effectively ad-
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dress, the lack of data required to make real progress in solving the insider threat 
problem. 

The fact that our definition of what we are looking for (the definition of the in-
sider threat) is incomplete, and that we lack adequate data to examine incidents 
compared to the baseline population means that as researchers we can yet say only 
a very limited amount about the following: 

• The characteristics (of the organization, insider, situation) that encour-
age malicious behavior; 

• The linkage between what to monitor and what can be done (in reac-
tion to a positive match) in order to prevent or mitigate the conse-
quences of an insider attack; 

• Understanding the different kinds of insiders and insider attacks; 
• Balancing appropriately between restricting behavior to prevent inap-

propriate action, and enabling behavior to allow employees to be crea-
tive and productive. 

3.1 Changing the Incentives that Organizations Face 

An important part of  insider threat research focuses the question of incentives 
relative to the insider; how might insider behavior be changed to decrease mali-
cious or unintentional misuse.  This is an important issue, but an equally important 
question is how the behavior of organizations might be changed.  This relates to a 
fundamental delineation in the set of responses to insider threats: addressing the 
insider threat (as an individual, group) versus focusing on the organizational envi-
ronment that allows or even inadvertently encourages insider threats. 

The 2000 RAND workshop 18 noted that there are near-term solutions (6-12 
months) to the insider threat, primarily through use of existing commercial and 
government off-the-shelf software and systems, including: 

• Install vendor-supplied security patches; 
• Review and monitor existing event logs; 
• Use existing access control; 
• Employ configuration management – the ability to map your net-

work/hardware/software 
• Filter malicious code at system choke points; 
• Filter for future and unknown malicious code, and exercise mitigation 

and containment; 
• Track data pedigree and integrity. 

The report notes that while a number of the above recommendations can tech-
nically be implemented quickly, ‘the roadblock to implementation may be more 

                                                           
18 Anderson (2000). 
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procedural and administrative than technical.’ While this is undoubtably true, the 
challenges of scale and complexity in applying technology effectively are also 
daunting.  Rather than being ‘procedural and administrative,’ the real roadblock is 
one of organizational incentives.  This highlights the importance of considering 
what influences might be brought to bear on the organization for more effective 
response. 

More effective organizational efforts to reduce the insider threat can take sev-
eral forms.  The RAND report focuses mostly on a variety of ‘technical’ avenues 
already extant for reducing insider threats, but also includes some aspects of or-
ganizational security policy.  The challenge of getting organizations to adopt and 
use the best (or close to the best) available security practices and technologies is 
common across all cyber security problems, whatever the origin.  The growing in-
terest in the economics of cyber security reflects in part the question of the role 
that economic forces play in shaping the investment, and attention that organiza-
tions pay to improving security.   

With few exceptions – such as the standards created by the Federal Information 
Security Management Act (FISMA) for US Federal agencies 19 – security stan-
dards are voluntary, and usually lacking in specificity.  It is interesting to note that, 
to my knowledge, there has been no work on developing subsets of security poli-
cies targeted specifically at curbing the insider threat.  There also seems to be little 
work on developing tailored packages of system configuration and design choices 
focused on reducing insider threats specifically. 

There are other ways in which organizations could reduce insider threats.  
Changing the organization’s culture and values – the generally shared expectation 
of what is and is not acceptable behavior – is an obvious approach.  The question 
of how to change organizational culture is raised – and to some extent more or less 
answered – in the general management literature, as well as in more rigorous so-
cial science research, but never to my knowledge in the context of attacking the 
insider threat.  There existis a number of case studies of organizations changing 
their culture, and shifting priorities – towards greater quality, or improved safety, 
or enhanced customer satisfaction.  This suggests that reference to these histories 
might usefully inform a better understanding of changing organizational culture 
with reference to insider threat reduction.   

Another observation on the types of organizational responses that might be de-
veloped to counter the insider threat lies in making the distinction between ‘pri-
vate action’ taken when an insider threat is detected, and ‘public action’ including 
recourse to criminal prosecution.  As just discussed, a reasonable hypothesis, sup-
ported by some anecdotal evidence, is that most cases of malicious insider threats 
are handled privately, that is, without recourse to either the courts, or the court of 

                                                           
19 The Federal Information Security Act, part of the Electronic Government Act of 2002 is in-
tended to develop a comprehensive framework to protect the government’s information, opera-
tions, and assets related to information technology. See for example Office of Management and 
Budget, Federal Information Security Management Act (FISMA) 2004 Report to Congress. Of-
fice of Management and Budget, March 1, 2005.  
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public opinion (or censure).  Insider threat individuals are fired, blacklisted, or 
reprimanded.   

The question following is: does such a system of largely private action consti-
tute a ‘better’ or more socially optimum approach than if, alternatively, all or most 
insider threats were publicly reported and prosecuted (at least those involving ma-
licious intent)? I am unaware of any work on this question, or indeed that the 
question has been posed, at least in the context of the insider threat.  Yet recent 
events point to this as a potentially important question.  The California Data 
Breach Notification Law, and similar laws now in more than 30 other states, re-
quires notification of individuals when some types of personal information have 
been compromised or exposed.  These laws make no distinction between insider 
threats (accidental or otherwise) and outside attacks.  The point is that, for a very 
select set of incidents, the boundary between private and public response by the 
organization has been shifted.  This shift motivates two considerations for study.  
One it to consider whether requiring public disclosure of certain types of data 
breaches is, in some sense of social optimization, ‘better’ than not requiring such 
disclosure.  Better understanding of this issue also has direct relevance to the 
range of possible solutions that might be brought to bear on the insider threat 
problem. 

If the range of responses or actions that an organization has available, more or 
less in a form for immediate implementation, includes technical, security policy, 
and organizational cultural changes, then the question follows as to why these 
changes are not already in place.  Incentives for taking action can operate along 
several dimensions.  For each dimension a deeper understanding is required of 
how each can appropriately shape incentives: 

• Awareness: Shifts in awareness might better be characterized as the 
realization by an organization’s leadership or its members generally, 
that ‘we’re just not going to take it anymore.’  Shifts in the social ac-
ceptability of drunk driving and cigarette smoking demonstrate that 
changes in how a problem is viewed by society do occur.  The prob-
lem of creating greater awareness as a lever for changing organiza-
tional posture towards insider threats is, however, challenging in at 
least two ways.  First, while its clear that organizations, and society, 
can shift their value system in fundamental ways, it is less clear how 
such changes can be engineered.  For cyber security problems in gen-
eral, greater awareness of the threat has been part of the solution arse-
nal for years, and it is unclear whether efforts directed towards that 
goal have really changed behavior much.  People still pick easy-to-
remember (and guess) passwords; access information is still written on 
sticky notes near computers (a conclusion based on my own observa-
tions).  Second, since we have not defined with any rigor exactly what 
an insider threat is, defining what awareness, and consequently what 
behavior, is to be changed remains equally problematic.   
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• Economics: Some basic questions seem unanswered regarding the true 
cost of insider threats, how these costs are distributed, and whether 
these costs, once recognized, would be sufficient to motivate organiza-
tional response.  It might be, for example, that most insider threats are 
undetected; alternatively, the business economic calculus of most or-
ganizations may conclude that the benefits of more effective response 
are outweighed by the costs.   

• ‘Law and quasi-legal requirements:A number of criminal laws relate 
to intentional unauthorized computer or device use, or to the conse-
quential results of such actions (e.g., embezzlement, theft, extortion, 
sabotage).  These laws are targeted at the individual; to my knowl-
edge, none is targeted specifically at the insider threat.  A more cir-
cumspect body of law is directed at the organization itself.  Whether 
or not an employee is acting within the context of his employment is 
one part of this body of law; an ‘insider threat’ acting within the con-
text of his employment creates legal exposure to the employer.  Data 
breach disclosure has already been noted.  For some sectors (national 
security, health care, banking and finance) sector-specific legal 
frameworks that are relevant to the insider threat exist.   

• Law is a double-edged sword.  On one hand the law might constrain 
certain actions that, for example, would violate personal privacy.  On 
the other hand, law can create a motivation for more effective organ-
izational response.  The conceivable range of possible changes in the 
legal structure relevant to insider threats is broad.  Political and other 
considerations may limit the realistic choices available, but it strikes 
me as an important question to consider whether the current legal ap-
proach, which focuses mostly on criminalizing the actions of the in-
sider threat, strikes an appropriate balance with changing the incen-
tives that organizations face in prevention and response.   

The point is this: that there are a number of possible actions more or less im-
mediately available to the organization that might reduce the insider threat.  How 
much this suite of available solutions actually would reduce the problem is un-
known, but it seems intuitively clear that some improvement would result.  How to 
create the appropriate incentives, and what form those incentives would take, for 
organizations to adopt this suite of available solutions seems to be an important 
question that deserves more attention. 

There is also an argument to be made about the current solutions being too ex-
pensive/complicated/non-scalable for use against a threat that is deemed harder to 
crack than the “outsider” threat (which is already very difficult to defend against, 
despite all the great technology we have, and the benefit of a more clear distinc-
tion between ‘us’ and ‘them’ than in the insider threat case). 

 But the point remains:  if we aren’t not using the tools available now to counter 
the insider threat, on what basis should there be confidence that new tools and ap-
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proaches developed will in fact be used? To summarize: solutions that are not used 
do not work. 

3.2 Integrating Technical Solutions with Social Science 
Perspectives 

An unsurprising observation is that research on insider threats is dominated by 
computer scientists.  That this is so is natural, given the primacy of the informa-
tion system in considering the problem.  The unfortunate consequence is that other 
perspectives which might usefully inform solutions have had less of a role in their 
development than is appropriate.   

Consider one specific example: monitoring of insider activity.  The Electronic 
Communications and Privacy Act makes clear that employees (insiders) generally 
do not have any rights to privacy in their electronic communications in the work-
place.  We can further identify a number of situations where regulatory or legal 
requirements obligate an enterprise to monitor employee behavior.  The Federal 
government requires e-mail record retention.  Banks are required to enforce inter-
nal firewalls and must monitor the behavior of employees to prevent specific be-
haviors such as insider trading.  Hospitals and other health care enterprises face 
the challenge of authenticating the legitimacy of access to medical records.  In 
general, it seems intuitively appealing that monitoring or audit processes to iden-
tify suspicious or abnormal behavior by insider individuals provides a promising 
approach in developing solutions to insider threats.   

However, the problem of identifying suspicious behavior through monitoring 
can be extremely nuanced.  Consider the following question:  What is ‘abnormal’ 
behavior? Defining abnormal inherently assumes that a baseline of normal behav-
ior is known.  One approach has been to create individual baselines, along what-
ever criteria are chosen, as for example file access, or time of day usage, or other 
behavioral features, and to flag variances from this baseline.  Baseline creep is an 
obvious challenge to this approach; a highly motivated malicious insider could, 
arguably, change behavior gradually over time so that inappropriate actions are no 
longer flagged by an automated monitoring approach. 

More fundamentally, defining abnormal behavior also has inherent in it some 
assumption of a stable organizational environment, or an assumption that abnor-
mal system behavior is inherently at deviance from the employee’s necessary job 
functions.  There are numerous examples to suggest that neither of these assump-
tions is appropriate for many organizations.  Investment banking takes place in a 
highly dynamic environment, where in the course of executing a particular trans-
action virtual teams may form and reform on short notice; resources that may 
never have been accessed before are called upon if they are appropriate to that par-
ticular deal, and individuals may be performing tasks outside of previously de-
fined roles.  This is inherent to the nature of the investment banking business, and 
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typifies a number of professional environments where, because of financial or 
other implications, it is appropriate to worry about the insider threat.   

Equally, an insider may be in a position that demands creativity or flexibility in 
order to adequately perform his job.  An intelligence analyst may, based on a 
hunch or an insight, want to access files or otherwise use an IT system in ways 
that would, based on past behavior or defined job description, be considered out of 
variance.   

Both these observations motivate a further question: 

• Assuming that abnormal behavior is flagged, what is done in re-
sponse? A simple, but in my opinion naïve answer would be some-
thing along the following: after abnormal behavior is flagged by some 
monitoring system, the organization would investigate the incident to 
determine whether the incident breached whatever definition of seri-
ous or inappropriate action has been set.  I would suggest, however, 
that some thought needs to be given to the impacts of this approach to 
both the organization and the individual whose actions have been 
flagged.  Creative employees may not appreciate having to continually 
explain and justify their actions to possibly unsympathetic IT security 
officers.  Motivated insiders just trying to get the job done under con-
ditions of stress and time pressures might be equally unappreciative of 
the benefits of an insider threat monitoring system.  From the organi-
zation’s perspective, there are possibly large administrative costs, po-
tential legal exposure, and most likely the prospect of employee dis-
satisfaction from this course of action. 

• Where do social expectations figure in? However clear the law may be 
about the lack of privacy in an employment context, there are in-
stances where monitoring breaks an implicit, and perhaps poorly un-
derstood, social contract.  From personal experience I can suggest that 
many medical doctors and senior business executives are unlikely to 
be accepting of knowing that their system actions are being monitored, 
whatever the overall benefits to the organization. 

• How does the very act of monitoring change that which is being ob-
served? With a nod towards quantum mechanics, monitoring might 
change some aspect of the IT systems’ performance or functionality.  
Monitoring might also change organizational behavior, a consequence 
well known in social science research.  These impacts are of course 
not mutually exclusive, and they may be unanticipated or even unob-
served (unless one knows that to look for).   

The intent in this discussion is not to opine specifically about the appropriate-
ness of monitoring-based solutions.  Monitoring and auditing to detect abnormal, 
and therefore perhaps threatening, insider activity is legal, and intuitively promis-
ing as an avenue towards solving the insider threat problem.  The point here is not 
to suggest otherwise, but rather to observe that in pursuing this approach a number 
of issues arise that are in the realm of the social sciences rather than computer sci-
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ence.  Not to consider these other perspectives runs the risk of creating solutions 
that are either unacceptable to the institution or its members (or both), or that in 
the process of solving the insider threat problem we generate other problems or 
costs that may be worse than the original problem (creative employees moving on 
to other companies or, more subtly, creative energies being restrained). 

From the specific example above about monitoring flows a more general ob-
servation – that social science perspectives can and should play a greater role in 
addressing the insider threat.  In considering the motivations behind insider threats 
this appeal to the social sciences has already been recognized, but the observation 
is more general.  Technical solutions may create personal or organizational conse-
quences that require a richer understanding that only the social sciences can pro-
vide.  I would suggest that it would be useful to ask ‘to what extent can technology 
bound the insider threat problem?’ rather than ‘how can technology solve the 
problem?’.  By exploring the limits of what a technical approach can provide, a set 
of questions appropriate to the social sciences may then emerge, providing a more 
structured way of integrating the social sciences into the full consideration of solu-
tions to the insider threat. 

3.3 Creating a Response and Recovery System for Insider 
Threats 

The consequences of an insider threat can be devastating to both organizations and 
individuals.  The financial impact can be significant, as can be the disruption to 
the normal operations of the business.  Less well considered is the impact on indi-
viduals.  Since an insider threat by definition involves the misuse of trust, bonds of 
trust and understanding among the organizations members, and perhaps others, 
may be shattered.  To my knowledge, little work has been done on the short- and 
long-term consequences of an insider threat incident to the organization or its 
members.   

After an insider threat incident is detected, the organization faces a number of 
legal, institutional, and IT systems related challenges.  How should the individ-
ual(s) responsible be dealt with? Should law enforcement and legal options be 
pursued? What changes in organizational security policy and practices should be 
made? What other changes in organizational practice (e.g., hiring, monitoring, re-
view) are needed? What changes in system configuration and access control 
should be considered?  

This set of questions begs an understanding of what constitutes effective re-
sponse.  Ideally, one would like to have a framework outlining the dimensions of 
effective response.  As this discussion suggests, such a framework should include 
changes in security policy and system configuration, but also a consideration of 
how an organization heals itself after a trust relationship is breached.   
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Large organizations like multinational banks may or may not have the internal 
resources and infrastructure to address these issues themselves.  Smaller organiza-
tions almost certainly do not.   

Earlier, I suggested that more fundamental structural changes in the way re-
searchers seek to obtain data on insider threats should be considered.  In the spirit 
of (colloquially) killing two birds with one stone, it follows that creating a more 
formal response and recovery system for organizations that have faced insider 
threat incidents has both practical and research-motivated appeal.  A central pool 
of resources, particularly of individuals who understand the insider threat problem, 
available to assist organizations having experienced an insider threat incident, 
could be of immense value.  Certainly this would be the case for smaller organiza-
tions where arguably no one in the company or its set of advisors – technical, 
managerial, legal – has had prior direct experience in dealing with a serious in-
sider threat incident.  From a research perspective, a centralized response and re-
covery system could, properly structured, also provide a window into a richer set 
of data on insider threats.   

The model referenced here is the CERT system.  While providing and demon-
strating through its history an ability to maintain absolute confidentiality of those 
organizations that report cyber attacks or vulnerabilities, the CERT in return pro-
vides those reporting with valuable services in both immediately responding to the 
incident (hence its name, Computer Emergency Response Team) and also by ap-
propriately alerting the larger user community of the threat and working to gener-
ate solutions.  The difference, however, is that an insider threat may involve di-
mensions beyond software and hardware vulnerabilities and exploit techniques.  
Ethical, legal, and social/organizational considerations may form an important part 
of an effective response.  Experts with these differing perspectives should be an 
important part of an effective  response team appropriate for response and recov-
ery to insider threats.  While the specific form of a central response service to in-
sider threats needs to be defined, I would conclude that there is a need for such a 
system, that such a system would prove valuable to those organizations subject to 
insider threats, and in addition help address the data problem.   
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4 Conclusion 

I observe that despite much good work, little progress has been made in solving 
the insider threat problem.  Our lack of progress collectively may stem from the 
need to more rigorously consider a set of basic questions and issues about the in-
sider threat problem. 

I have posed five questions and issues in this chapter, about the definition of 
the insider threat, the lack of data to study the problem, the need to better under-
stand incentives facing the organization as well as the individual insider, the chal-
lenge of integrating social sciences into the problem definitions and solutions, and 
the opportunity to create a response and recovery system for this unique set of 
problems.  This list is by no means exhaustive; my hope is that those reading this 
article will be motivated to pursue these and other lines of thought with the goal of 
providing greater rigor and definition in our work.  With greater rigor I hope that 
we may, as a community, make more progress in, if not solving, then effectively 
addressing aspects of the insider threat problem.   
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Research Challenges for Fighting Insider 
Threat in the Financial Services Industry 

Dan Schutzer 

 Executive Director Financial Services Technology Consortium 

1 Introduction 

Although the problem of insider threat has always been of great concern in the Fi-
nancial Services sector, its significance has increased in recent years.  This in-
creased concern can be attributed to three key factors: 

Consolidation and Globalization: Consolidation and Globalization trends have 
led to larger institutions comprised of a significantly larger and more diverse 
workforce to manage, and greater employee turnover: the largest institutions can 
have hundreds of thousands of employees, not counting site contractors and out-
sourcers. 

Rise of the Extended Enterprise: The dramatic advances in computer and com-
munications technology, and the wide use of electronic commerce has made it 
possible and desirable to extend the traditional corporate boundaries, making its 
resources and information more accessible to outsourcers, third-party processors, 
vendor and customer partners. 

Increased value of information: With the growth of electronic commerce, organ-
ized crime has found a more efficient and less risky way to commit acts of crime, 
including identity theft related fraud.  It is now easier to recruit accomplices to 
commit crime more efficiently, and at a safe distance, often hiding from the law in 
foreign countries where it is more difficult to be caught and prosecuted.  This has 
increased the value of information and the price people are willing to pay for it, 
including making it easier to collect and sell it without fear of being caught and 
brought to justice.  This has increased the temptations for employees to turn bad 
and commit theft of sensitive personal information. 

The first two factors have resulted in fewer employees remaining loyal to their 
company, and more likely to become disgruntled.  It also makes it harder for the 
company to track and monitor suspicious activities.  The last factor makes the mo-
tivation to commit insider crime stronger by making the theft of information both 
more rewarding and less risky.  The third factor contributes to the growth of in-
sider theft by increasing the motivation and making it harder to detect and protect 
against. 



 

The challenge for research is to compensate for these negative trends by apply-
ing technology smartly and innovatively to assist in reducing the motivation of 
employees to commit or aid and abet insider theft.  This can be accomplished by 
applying technology that can both reduce the motivation for employees to turn 
bad, improving employee morale, and increasing the risk and penalty of getting 
caught, while raising the bar of succeeding, by introducing more effective identity 
theft prevention measures.   

In order to identify the most pressing research challenges needed to combat In-
sider Theft, it is helpful to discuss the overall problem and review the current ap-
proaches, shortcomings and gaps in the fight against Insider Theft.  The following 
list is not meant to be exhaustive, but rather to stimulate the researcher into think-
ing about some of the key needs, problems and challenges in developing solutions 
to help fight Insider Theft. 

An organization’s defenses against Insider Theft can be organized along the 
following three categories: 

1. Screening and selecting employees and other individuals who are 
granted access to sensitive company information and resources. 

2. Controlling access to data and resources, and protecting data and re-
sources against unauthorized access. 

3. Monitoring and detecting attempts, patterns and incidents of Insider 
Theft, and acting in an effective and timely manner to prevent or miti-
gate loss. 

The effectiveness with which these three types of defenses are used today, and 
corresponding research needs is discussed below. 

2 Employee Screening And Selection 

Studies have been shown that approximately 1/3 of all convicted insiders had prior 
arrests.  This illustrates two current shortcomings: 

1. the failure of background checks to detect known criminals, and 
2. the ability to better screen the 2/3 of the convicted insiders who would 

have been hired even if more effective background checks had caught 
all the previously known criminals.   

The first problem, inadequate background checks, could be improved through 
better information sharing amongst Financial Institutions.  Although this is starting 
to take place, within the constraints imposed by legislature designed to prevent 
discrimination or violation of an individual’s privacy rights.  However, as this in-
formation-sharing improves, we are likely to see more effective evasive measures 
being used, such as falsifying social security numbers, names, and addresses.  This 
reinforces the need for developing more sophisticated and robust means of identi-
fying an individual, even one that is taking evasive actions not to be identified.  
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These may include the use of biometrics and advanced knowledge-based ap-
proaches (e.g., being able to sort through a large body of answers searching for 
clues or `slip ups’ that could be used to uncover an applicant who is lying, and 
provide hints to their true identity).  Here of course privacy concerns will have to 
be addressed. 

The second problem, the ability to identity and screen out individuals with no 
prior known history of crime, who have a high likelihood of performing Insider 
Theft, is a much harder problem.  It suggests a number of research topics; namely: 

1. better psychological and biometric indicators that are able to distin-
guish between individuals more likely to succumb to temptation, from 
individuals with sufficient built-in moral ethics that they are unlikely 
to commit fraud, for money, or out of anger;.   

2. the ability to find linkages to known criminals based on background 
checks and the information provided; and 

3. the ability to perform this screening without violation of privacy rights 
or risk of litigation.  The screening filter would have to be proven to 
not discriminate and to provide very accurate results, with very few 
false alarms (i.e., rejecting a good person). 

3 Access Controls 

Today’s access controls are relatively rudimentary.  It would be desirable to have 
more granular authentication and access controls that can more accurately 
uniquely identify people and devices and the information and resources they are 
eligible to access, where the access controls can be applied on arbitrarily small 
units of information, including unstructured data.  An example of some of the de-
sired capabilities includes being able to identify and allow only authorized port-
able USB storage devices to download sensitive files and then store them en-
crypted.  Furthermore, these USB storage devices should not decrypt and allow 
data to be accessed by any machine other than an authenticated and authorized 
machine.  And Furthermore, sensitive data should only be able to be accessible by 
individuals who can be uniquely be identified with high confidence (e.g., using 
two-factor authentication or better).  Extremely sensitive data might be required to 
only be accessed when approved by two or more authenticated and authorized in-
dividuals – providing sufficient checks and balances to prevent collusion and/or 
credential stealing or guessing.  This might also include more adaptive dynamic 
processes that can change the access controls and required checks and balances in 
real time, in response to changes in the environment, to monitoring and risk-
scoring alerts, to changes in the nature of the risk of compromise of the data and 
resources.  This would also involve being able to effectively classify information 
and resources in the first place.  Adding all of these access control features on top 
of existing legacy financial service implementations is a challenge.  Furthermore, 
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all of this would have to be done in reasonable response times, imposing minimal 
processing and manual overhead. 

4 Monitoring And Detection 

It would be desirable to improve the ability to forecast when an employee is plan-
ning to commit insider crime before it actually occurs.  Today, few have the abil-
ity to do this sort of forecasting reliably.  Creating this capability might include 
developing the ability to detect changes in an individual over time that would indi-
cate an increase in the likelihood that they were going to commit a crime.  This 
could include measurable changes in their anxiety or anger, in their economic 
situation, in their workplace environment, or in their behavior (spotting anomalous 
or suspicious behavior, or behavior that fits a known criminal pattern), and combi-
nations of all of these predictors.  It also includes being able to take actions (e.g., 
adding restrictions, planting traces and traps, or just monitoring more closely with 
timely reporting), that would help prevent Identity crime without violating indi-
vidual rights.  This would also include more timely and meaningful reports.  If 
forecasting fails, then at least developing tools to have in the early detection and 
rapid response, including loss mitigation and criminal capture and prosecution 
would be desired.  Since many data breaches occur because of negligence or unin-
tentional loss of sensitive data, such monitoring and detection research might also 
produce tools for these situations as well. 
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Hard Problems and Research Challenges 
Concluding Remarks 

Angelos D. Keromytis 

Computer Science Department, Columbia University 
 
 
The purpose of the workshop whose proceedings you are holding was to define the 
nature and scope of the insider attack problem, describe the known state of the art 
in defenses, and to outline an agenda for future research. 

One of the findings of the workshop, as discussed in Hunker’s paper, “Taking 
Stock and Looking Forward”, is that even the seemingly simple task of defining 
the problem boundaries is hard, not least because of the lack of appropriate defini-
tions and contextual information, data for analysis, experimentation and, ulti-
mately, validation of proposed solutions.  This lack of data is driven by a variety 
of factors, the most prominent of which appears to be the sensitivity of the topic: 
organizations that have been the victims of insider attacks tend to handle such 
(known) incidents as quietly as possible.  As described by both Pfleeger, in “Re-
flections on the Insider Threat, and Hunker, the lack of a good definitions relating 
to the problem confounds data collection and organization.  Lacking good sources 
of both anecdotal and quantifiable information on insider attack incidents means 
that, in practice, we can only begin to outline the dimensions of the problem.  The 
workshop made good progress in this space.  Bellovin’s introductory paper, “The 
Insider Attack Problem Nature and Scope”, helped us frame the problem, and to 
begin developing a shared vocabulary.  Furthermore, as we saw in Moore and 
Cappelli’s paper, “The “Big Picture” of Insider IT Sabotage Across U.S. Cricital 
Infrastructures”,  advances in understanding the problem have been made in those 
cases where access to useful data was made possible.  Thus, it is clear that a nec-
essary component for successfully addressing the insider problem is the develop-
ment of ways for sharing sensitive data pertaining to such attacks in a way that as-
suages the concerns of the organizations involved while providing useful material 
for study and experimentation to researchers.  This is a large problem space that 
requires advances in research artifacts and public/organization policies and prac-
tices.  For example, Hunker suggests that CERT (or a similar organization) pro-
vide a trusted first-response service to insider abuse incidents, and simultaneously 
act as a natural data aggregation point. 

The second finding from the workshop is that further research and technical 
work is needed in a variety of areas that can be brought to bear on the problem.  
Although Ben Salem, et al.’s paper, “A Survey of Insider Attack Detection Re-
search”, describes substantial promising work that has been done in the space of 
detection and monitoring (the research area that has been traditionally most in-
volved in addressing the insider problem), many challenges remain.  As shown by 



 

Killourhy and Maxion in “Naïve Bayes as a Masquerade Detector: Analysis of a 
Chronic Failure”, the nature of the insider problem and the limitations of detect-
ing misbehavior in complex environments mean that additional work is required if 
such mechanisms are to be employed with any confidence.  Such limitations also 
point to the problem we identified earlier, the lack of good data for analysis, ex-
perimentation and validation.  Furthermore, McCormick’s paper, “Data Theft: A 
prototypical Insider Threat”,  tells us that, despite the plethora of detection and 
mitigation techniques, current practices are inadequate for dealing effectively with 
one of the most prototypical insider attacks, theft of sensitive data from an organi-
zation.  It is particularly revealing that this opinion is shared by many experienced 
security practitioners in the financial services industry, a sector that has both had 
considerable experience with malicious insiders (going back several centuries) and 
is a very aggressive adopter of new security technologies and practices.  As 
Schutzer outlines in “Research Challenges for fighting Insider Threat in the Fi-
nancial Industry”, the current vision of more effective defenses against insider at-
tacks, focusing on insider theft, revolves around better screening and behavioral 
prediction (implying considerably more invasive information collection), com-
bined with ever-so-fine-grained access controls.  As Hunker reminds us, however, 
there are costs to such measures.  These costs include financial expenditures, IT 
resources and personnel, and (if they are sufficiently invasive) a stifling of creativ-
ity and an erosion of trust between employer and employees. 

It is worth remembering, however, a number of long-established principles that 
can guide us in the development of new systems, techniques and practices for ad-
dressing the insider problem more effectively.  As Gligor and Chandersekaran re-
minds us in “Surviving Insider Attacks”, separation of duty, critical function par-
titioning, system design and implementation diversity, fast failure detection and 
repair, attack deterrence, and the application of least privilege are concepts that 
are particularly relevant to designing and implementing insider-resistant systems.  
The challenge, of course, is how to go from the general principles to specific solu-
tions.  Gligor and Chandersekaran suggest conducting experiments that are cen-
tered on building systems that solve specific sub-problems, an approach that can 
and should be pursued by interested stake-holders with access to data (e.g., finan-
cial sector) and research funding (e.g., government funding agencies). 

A particular challenge in addressing the insider problem in modern enterprises 
is system scale and complexity: it is rarely the case that security practitioners, sys-
tem administrators or, for that matter, any single person understands what sensi-
tive data are handled by what part of the organization.  Sahita and Savagaonkar’s 
paper, “Towards a Viurtualization-enabled Framework for Information Trace-
abilty”, discusses an approach for addressing this problem and describes a mecha-
nism for enforcing access control policies on sensitive information that leverage 
new virtualization capabilities in commodity processors.  Iyer et al. discuss in 
“Reconfigurable Tamper-resistant Hardware Support Against Insider Threats” a 
suite of new approaches using reconfigurable hardware to help build computers 
that can defend themselves against other types of insider attack.  While great first 
steps, further work is needed in developing algorithms and tools for allowing ad-
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ministrators to understand and operate on the wealth of information exposed by 
such techniques.  In general, developing solutions that are practical and effective 
in large-scale systems remains an open challenge.  Contrary to other areas of com-
puter security, the insider problems requires that we take into consideration (and, 
perhaps, focus on) the human factor --- both on the malicious side (in trying to 
better understand, predict, deter, and handle malicious insiders) and on the part of 
the defenders (in providing them with appropriate tools).  Sinclair and Smith’s pa-
per, “Preventative Directions For Insider Threat Mitigation Via Access Control”, 
describes some first steps in this direction; much more work is needed in combin-
ing technology with an understanding of the human factor. 

In closing, we briefly some specific issues that require further investigation, 
and some promising directions for further research: 

• It is imperative that we acquire good data that can be used both to 
better understand the dimensions of the insider problem and to 
measure progress on detection and monitoring effectiveness.  This 
will require bypassing strong organizational resistance in sharing 
sensitive data of this kind.  Research focusing on anonymiza-
tion/privacy preserving transformations of data traces and incident 
descriptions is an important component here.  The establishment of 
appropriate repositories of such information for experimentation and 
validation should become a high priority task for industry and gov-
ernment stake-holders.  The availability of data for measuring pro-
gress and for conducting comparisons between different approaches 
is a necessary component for establishing a sound scientific method-
ology in pursuing the insider threat problem. 

• Part of the reason that existing detection and monitoring mechanisms 
are not deployed and used (or they are poorly received by end users) 
is that they they are by necessity intrusive, especially when sus-
pected (but not proven) malfeasance is detected.  Furthermore, such 
mechanisms can themselves be easily abused by their operators or by 
attackers that gain unauthorized access.  Developing techniques that 
guarantee user privacy until/unless a confirmed violation occurs 
would greatly ease the use of existing and future protection mecha-
nisms. 

• Inferring user intent at the application layer to detect malfeasance is 
an area requiring further investigation.  Most prior work has focused 
on collecting, analyzing and understanding low-level observables, 
such as network packet traces, system call sequences, file access pat-
terns, etc.  We believe that the semantic gap between low-level pro-
gram behavior and high-level human operator intent many be too big 
to bridge.  Ways of understanding application semantics and the im-
pact of high-level operations appears to be a hard problem, but one 
that offers some hope in better associating human-level observable 
behavior and the underlying intent. 
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• Since there is limited/no access to good data that can help in the de-
velopment and refinement of detection/monitoring mechanisms, we 
must also consider techniques that do not require such data.  Preven-
tive mechanisms, such as appropriate access controls and the appli-
cation of known principles (as discussed previously), can help miti-
gate but not altogether eliminate the problem.  Research in better 
configuring and tuning access control mechanisms has a role to play.  
A different, promising approach in detection involves the aggressive 
use of decoys, traps, and honeytokens in identifying and localizing 
insider incidents.  These may vary in nature to fit the types of sensi-
tive data that are in use, and can include trapped credit card numbers, 
unique username/password credentials (or other similar information) 
transmitted over specific network segments or stored in specific file-
servers and/or user account files, interesting-looking emails pointing 
to honeypot servers, etc.  Although such techniques have been used 
quite successfully in the past to address insider threats, and similar 
techniques (e.g., network honeypots) are actively being used in dif-
ferent areas of computer security, there has been little systematic 
work to date on scalable decoy trap-based techniques.  One particu-
larly attractive aspect of such technologies is that they seem to im-
pose minimal requirements with respect to access to data for devel-
opment and validation.  Naturally, such mechanisms will have to be 
designed such that they confound the sophisticated adversary who is 
aware that decoys are in use by an enterprise.  At a minimum, these 
decoys will have to be indistinguishable from legitimate sensitive in-
formation.  On the other hand, awareness of the use of decoys in an 
enterprise could act as a deterrent, or at least as a “speed bump” for 
attackers who would face the additional task (beyond penetration and 
data acquisition) of decoy/honeytoken identification and elimination 
from the captured data. 

• Finally, it is important to remember that every action causes a reac-
tion, especially in computer security.  In the realm of insider threats, 
we must assume that any protection mechanism we employ will 
eventually become known to the adversary.  This may be because the 
insider has legitimate access to this information, or because this in-
formation becomes known through a variety of means.  Thereafter, 
the first task of a determined adversary will be to disable or “blind” 
such mechanisms.  Thus, it is important to investigate self-protecting 
monitoring mechanisms, which can confound the attacker, or at least 
sufficiently complicate the attack process such that the chances of 
detection increase.  The nature of such self-protection can be mani-
fold: trusted hardware monitors, overlapping monitoring schemes, 
mutually-protecting monitors, etc.  We believe that only a focused 
research effort in developing hardened protection mechanisms will 
result in adequately strong defenses. 

222 Insider Attack and Cyber Security 



 

Index 
Access control, 1, 2, 3, 8, 9, 55, 59, 62, 70, 

114, 116, 119, 120, 126, 127, 
128, 129, 160, 161, 165, 166, 
167, 168, 169, 170, 171, 172, 
173, 174, 175, 176, 178, 179, 
180, 181, 182, 184, 185, 186, 
187, 188, 189, 190, 191, 192, 
205, 211, 217, 220, 222 

role based, 65 
two person, 4 

Administrative controls, 54, 59, 67 
Anomaly detection, 4, 76, 78, 80, 81, 86, 

89, 90, 112 
Attack taxonomy, 3 
Attacker Profile, 56 
Auditing, 32, 35, 72, 74, 78, 83, 84, 113, 

114, 160, 176, 185, 210 
Authentication, 150, 171, 181, 182, 183, 

184, 185, 193 
biometric, 66, 182, 183, 185, 217 

Authorization, 7, 34, 35, 81, 126, 127, 150, 
160, 166, 167, 171, 172, 175, 
176, 177, 185, 186, 187, 188, 
191 

Behavior tracking, 66 
CERT project, 19 
Chinese walls, 64 
Complexity, 10, 45, 69, 81, 128, 139, 178, 

179, 186, 188, 206, 220 
Cost, 2, 38, 39, 46, 57, 93, 109, 149, 154, 

159, 161, 169, 176, 177, 179, 
181, 182, 185, 187, 188, 190, 
208 

Countermeasures, 24, 29, 30, 43, 139, 153, 
154, 155, 160, 199 

Data leak, 13, 54, 55, 56, 57, 60, 62 
Data loss prevention, 54 
Data partitioning, 157 
Data scrubbing, 59, 62, 65 
Data theft, 53, 54, 55, 56, 57, 58, 60, 63, 

64 
Detection, 2, 44, 57, 69, 78, 89, 90, 112, 

219 
Firewall, 2, 13, 62, 209 
Fraud, 4, 19, 41, 46, 54, 57, 71, 114, 200, 

215, 217 
Honey token, 66 
Honeypots, 82, 83, 84, 85, 90 
Incentive, 165, 169, 188, 201 
Information tracing, 115, 116, 117, 118, 

129 

Insider 
attack, 11, 27, 53, 72 
define threat, 6, 8, 70, 191, 198 
fictional case scenario, 36 
history, 55 
model of sabotage, 52 
motive, 6, 37, 56 
psychology, 10, 11, 15, 24 
recommendations, 61 
risk, 19, 21, 54 
social engineering, 72 
traitor, 69, 70, 71, 84 

Malicious behavior, 7, 8, 11, 31, 59, 86, 
205 

Malicious software, 27, 37, 72, 91, 116, 
119 

Masquerader, 70, 71, 74, 75, 77, 84, 85, 
86, 87, 88, 91, 92, 93, 94, 95, 
97, 99, 101, 102, 103, 106, 107, 
108, 109, 110, 111 

MERIT PROJECT, 20, 21, 22, 23, 24, 26, 
29, 40, 41, 42, 43, 44 

Misuse, 1, 2, 4, 21, 53, 57, 58, 69, 115, 
157, 196, 198, 200, 201, 203, 
205, 211 

access, 1 
defense bypass, 2 

Mitigation, 20, 36, 39, 40, 41, 42, 45, 87, 
141, 165, 187, 192, 205, 218, 
220 

Monitoring, 2, 9, 12, 13, 26, 27, 28, 31, 32, 
35, 38, 39, 51, 62, 72, 73, 78, 
80, 81, 84, 87, 114, 115, 123, 
137, 139, 140, 197, 198, 209, 
210, 211, 217, 218, 219, 221, 
222 

host-based, 9, 72, 73, 83, 86, 87 
Public key cryptography, 147, 174, 175, 

184, 185 
Sabotage, 17, 19, 20, 21, 22, 23, 24, 25, 

27, 29, 34, 35, 36, 37, 39, 40, 
41, 43, 45, 197, 208 

Usability, 7, 154, 155, 177, 179, 181, 182, 
186, 188, 190 

User 
behavior, 70, 73, 76, 79, 80, 83, 85, 94 
intent, 73, 86, 221 
profiling, 73 

Virtualization, 53, 114, 117, 120, 126, 128, 
220 

 


	Cover.jpg
	front-matter.pdf
	00001.pdf
	00002.pdf
	00003.pdf
	00004.pdf
	00005.pdf
	00006.pdf
	00007.pdf
	00008.pdf
	00009.pdf
	00010.pdf
	00011.pdf
	00012.pdf
	00013.pdf
	back-matter.pdf

