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Figure 1: In this work, we explore how augmented reality might mediate collocated human-robot interactions by visually conveying robot
motion intent. We developed four reference prototypes for cuing aerial robot flight motion: (A) NavPoints, (B) Arrows, (C) Gaze, (D) Utilities.

ABSTRACT

Humans coordinate teamwork by conveying intent through social
cues, such as gestures and gaze behaviors. However, these methods
may not be possible for appearance-constrained robots that lack
anthropomorphic or zoomorphic features, such as aerial robots. We
explore a new design space for communicating robot motion in-
tent by investigating how augmented reality (AR) might mediate
human-robot interactions. We develop a series of explicit and im-
plicit designs for visually signaling robot motion intent using AR,
which we evaluate in a user study. We found that several of our AR
designs significantly improved objective task efficiency over a base-
line in which users only received physically-embodied orientation
cues. In addition, our designs offer several trade-offs in terms of
intent clarity and user perceptions of the robot as a teammate.
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1 INTRODUCTION

Effective collaboration requires that teammates quickly and accu-
rately communicate their intentions to build common ground, coor-
dinate joint actions, and plan future activities. For example, prior
work in social, cognitive, and behavioral sciences has found that
collaborative activities fundamentally depend on interpredictabil-
ity—the ability of each team member to rapidly understand and
predict their teammate’s attitudes and actions [23]. In collocated
human-robot teams, poor communication of robot intentions and
planned movements can lead to critical breakdowns that degrade
safety, task performance, and perceptions of robot usability.

As a result, providing support for this motion inference problem,
where users may have difficulties understanding when, where, and
how a robot teammate will move, represents a primary challenge
towards achieving safe and usable robotic systems. In human-human
teams, people use a variety of implicit and explicit cues, such as
gaze, gestures, or other social behaviors, that communicate planned
actions and movements to enhance team effectiveness and help
maintain trust. Research has demonstrated that robots may also use
social cues to convey both movement intent and affective state [12,
27, 36]. However, it is not always clear how to apply these findings
to robots that lack anthropomorphic and zoomorphic features, such
as industrial robot manipulators or aerial robotic free-flyers.

Instead, recent work in HRI has begun to explore alternative
methods for supporting motion inference, including generating leg-
ible motion trajectories [10], developing expressive motion primi-
tives [42], verbalizing robot intentions using natural language [46],
using projector-based or electronic display systems to provide addi-
tional information [2, 7, 22, 30, 37, 38, 48], and using light signals as
explicit directionality cues [5, 43]. While such advances have shown
promise in enhancing interaction safety and fluidity, a variety of
constraints arising from environmental, task, power, computational,
and platform considerations may limit their feasibility or effective-
ness in certain contexts. For example, altering robot motions for
legibility or expressiveness may not always be possible in dynamic
or cluttered environments, natural language may not be a practical
form of feedback in noisy environments (e.g., manufacturing ware-
houses or construction sites) or for robotic platforms that generate
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a great deal of noise (e.g., aerial robots), and projections may be
difficult to render on non-flat surfaces, may not be salient in bright
environments, and can be occluded by user or robot.

In this paper, we explore an alternative design space: using aug-
mented reality to resolve motion inference. Our work is inspired
by prior research envisioning that augmented reality head-mounted
displays (ARHMDs) might one-day support intuitive human-robot
communication for collocated users [8, 16, 17, 26, 35]. While past
efforts integrating robotics and augmented reality were hampered by
limitations in underlying AR technologies (often relying on custom-
built HMDs with limited fidelity), recent industry developments are
increasing the availability of standardized, consumer-grade ARHMD
technology capable of providing rich, intuitive, visual feedback.
These advances are providing an opportunity for an exciting new
design space: HRI mediated by hands-free, see-through augmented
reality. We provide the first in-depth examination of this design
space within the context of communicating robot motion intent to
collocated users, specifically for aerial robots.

2 BACKGROUND

In this work, we build on prior research focused on resolving robot
motion inference by exploring a new design space where augmented
reality cues communicate robot intent. Below, we review related
work on communicating robot intent and provide a brief primer on
augmented reality technologies.

2.1 Communicating Robot Intent

The robot motion inference problem may be considered as an analog
to the “gulf of evaluation” [29] issue that commonly arises between
representations provided by a system and user abilities to interpret
the system [43]. This can be especially challenging for robots with
high degrees of freedom, such as aerial robots. Other issues may
compound this problem, including a lack of robot capabilities for
communicating intention and goals using traditional methods and
technological novelty/lack of mature mental models for understand-
ing robot behaviors.

Previous research has suggested that effective robot communica-
tion enhances user perceptions of the robot’s reliability, predictabil-
ity, and transparency and may increase user willingness to accept and
use new robotic technologies in work environments [7]. Research has
also shown that cuing robot intent can help users anticipate and pre-
dict robot directional motion faster, enabling them to respond more
quickly in interactive tasks [14] while increasing user preferences
for working with robots [42]. Legible motion that expresses a robot’s
intentions can further improve interaction fluidity and efficiency in
collaboration between humans and robots [10].

Past research in robot design has examined how to effectively
leverage users’ prior experiences and mental models in human-
human collaboration to bootstrap human-robot collaboration, im-
buing robots with social behaviors such as gaze and gestures that
people commonly use. Such behaviors have been explored for a vari-
ety of robots using anthropomorphic and zoomorphic features (e.g.,
[3, 14, 18, 27, 45]). For aerial robots that lack such features, prior
work has examined expressive flight patterns, demonstrating that
certain behaviors based on biological motion and principles from
film and animation may help offset the lack of developed mental
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models for free-flying movement [42]. Research has also explored
more explicit cues, such as using lights as indicators [5, 43] and
mixed-reality projection systems [2, 7, 48], finding that the use of
projected imagery can be advantageous for communicating spatial
intentions and instructions such as informing human collaborators
of robots’ intended path [48].

Although such work has shown promising benefits for improving
human-robot interaction, including with aerial robots, prior methods
are not without limitations. For example, expressive flight motions
may not be feasible in constrained environments or effective if the
user simply glances at the robot and witnesses only part of the motion.
Projection systems rely on instrumenting the environment and face
difficulties at distance, in chaotic environments, and run the risk of
occlusion. In this work, we explore AR as a means of conveying
robot motion intent in a manner not bound by these limitations.

2.2 Augmented Reality

Augmented reality (AR) is a technology that overlays computer
graphics onto real world environments in real-time [16, 17]. AR
interfaces have three main features: (1) users are able to view both
real and virtual objects in a combined scene, (2) users receive the
impression that virtual objects are actually expressed and embed-
ded directly in the real world, and (3) the virtual objects can be
interacted with in real-time [4]. This contrasts with purely virtual
environments or other parts of the virtuality continuum (VC), such
as augmented virtuality in which real-world objects are mixed into a
virtual environment [25].

AR technologies show promise in supporting human activities
across a variety of domains. While early systems, starting with
Sutherland’s “Sword of Damocles” prototype [39], were quite lim-
ited in display fidelity, rendering speed, support for interaction, and
generalizability, recent advancements in augmented reality head-
mounted display (ARHMD) technology is creating an ecosystem of
standardized, consumer-grade see-through ARHMDs. For example,
the HoloLens and Meta 2 ARHMDs both afford high resolution
stereographic virtual imagery displayed at a 60Hz refresh rate, built-
in gesture tracking, depth sensing, and integration with standard
development tools such as Unity and Unreal Engine. This advance
in hardware accessibility is creating new opportunities for exploring
AR as an interaction medium for enhancing HRI.

Although we are not the first to recognize that AR holds potential
for improving human-robot interactions (see [8, 16, 17, 26, 35]),
we believe that this area is critically understudied and represents a
fairly nascent research space, especially within the context of the
capabilities provided by modern ARHMD hardware. We think that
AR may be more flexible than past solutions that rely on physically-
embodied cues, flight patterns, or projections and might be easily
adapted to a variety of tasks and environments. For example, AR
might overcome limitations arising from complex environments by
superimposing visuals in a head-mounted display without limiting
robot mobility or risking occlusion [26].

3 DESIGN PROCESS

We undertook an iterative design process to explore the space of
how ARHMD technology might mediate collocated human-robot
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interaction by providing feedback on robot motion intent. Our de-
sign process began with an analysis of the potential of augmented
and mixed reality technology. Synthesizing information from past
work across the VC, including mixed-reality projection systems, AR
entertainment applications, and augmented virtuality educational
software, we developed a high-level framework for considering how
ARHMDs might enhance human-robot interactions.

3.1 A Design Framework for AR-HRI

Our framework classifies potential designs for augmenting human-
robot interactions with virtual imagery into three main categories,
regarding whether additional information is communicated to the
user by (1) augmenting the environment, (2) augmenting the robot, or
(3) augmenting the user interface. This framework of broad design
concepts allows us to survey the landscape of possible AR interfaces
and provides a structure for reasoning about requirements, benefits,
and trade-offs in designing AR for HRL

Augmenting the environment: In this paradigm, virtual imagery is
represented as new cues directly embedded into the context of the
shared work area using an environment-as-canvas metaphor. This
notion extends past work using mixed-reality projection systems in
three major ways. First, ARHMDs afford a full three-dimensional
“canvas” to utilize for virtual imagery, rather than a two-dimensional
canvas from projector systems. Second, ARHMD environmental
augmentations do not risk being occluded, as when a user or robot in-
terferes with projected light. Third, ARHMDs support stereographic
environmental cues that can better leverage human depth perception,
as opposed to monocular cues in traditional projector systems.
Augmenting the robot: In this archetype, virtual imagery is di-
rectly connected to the robot platform to alter robot morphology in
a robot-as-canvas metaphor. This technique may alter robot form
and/or function by creating new “virtually/physically embodied”
cues, where cues that are traditionally generated using physical
aspects of the robot are instead generated using indistinguishable
virtual imagery. For example, rather than directly modifying a robot
platform to include signaling lights, as in [43], an ARHMD interface
might overlay virtual signaling lights on the robot in an identical
manner. Alternatively, virtual imagery might be used to give anthro-
pomorphic or zoomorphic features to robots that don’t have this
physical capacity (e.g., adding a virtual body to a single manipulator
or a virtual head to an aerial robot). Finally, virtual imagery might
be used to obscure or make more salient various aspects of robot
morphology based on user role (e.g., an override switch might be
hidden for normal users but visible for a technician). Overall, we
believe this novel paradigm, in which robot morphology becomes
a design variable that is fast, easy, and cheap to prototype and ma-
nipulate, opens up a great deal of exciting new potential for HRI
researchers and designers, especially since modifications to robot
morphology are traditionally prohibitive due to cost, time, and/or
task/environment constraints.

Augmenting the user interface: In this paradigm, virtual imagery
is provided directly in front of the user, giving them an interface to
the physical world, inspired by “window-on-the-world” AR applica-
tions [11] and heads-up display technologies used for pilots [13, 24].
This interface-as-canvas metaphor may uniquely supply egocentric
cues, either directly in front of the user’s view or in their periphery,
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Table 1: Visual summary of features supported by each design.

- NavPoints Arrow Gaze Utilities
OnpyCaegory | uerese | pmeres | mgrted | g
gieritcggrs;tination Explicit Explicit Explicit

F: :;tli:z;sn TERE Explicit Explicit

Egzgzﬁ)gestination Explicit Explicit

Arrival Time Explicit Inferred

Wait Time Explicit Inferred Explicit

Velocity Explicit Inferred

Relative Position Explicit

compared to the exocentric feedback provided by augmenting the
environment or robot [47]. For example, user interface augmenta-
tions might include spatial mini-maps that provide information on
the position or planned route of robots relative to the user, robot
status indicators (battery level, task progress, task queue, etc.), or
live video streams from a robot’s camera(s).

3.2 Creating Reference Prototypes

Inspired by prior work in communicating robot intent, we used
the design framework described above to develop several reference
designs that sample from the potentially infinite solution space of
AR visualizations for conveying robot intent. Our initial designs
ranged from showing dynamic virtual fences that outlined “safe” and
“unsafe” areas in the environment, to adding virtual engines to the
robot (inspired by [43]), to various ways of encoding robot motion
trajectories, velocities, and accelerations. After conducting series of
design iterations based on feedback from short pilot tests, in which
users viewed a collocated aerial robot while using a preliminary
ARHMD design prototype, we eventually narrowed our candidate
prototypes to four main designs.

We refer to these four candidate designs as NavPoints, Arrows,
Gaze, and Utilities (Figure 1). Together, they sample from each para-
digm in our design framework and offer potential trade-offs in terms
of information conveyed, information precision, generalizability,
and possibility for distraction/interface overdraw. Table 1 provides a
visual summary of features supported by each design.

While our work examines these designs from the context of con-
veying robot motion intent for aerial robots, we believe that our
design framework and methodology, along with the main design
metaphors and interface techniques we develop, may generalize to
additional robotic platforms where conveying intent may facilitate
human-robot interaction (e.g., industrial robotic manipulators that
also move with high degrees-of-freedom). Note the following de-
signs have heuristic parameters (e.g., X, Y, Z) able to be tuned to
the specifications of the designer. We provide the values we chose
for our specific implementations of these designs in §4.2.
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NavPoints: The NavPoints design is an example of augmenting the
environment. This design has a spatial focus as it provides virtual
imagery that displays the robot’s planned flight path as a series of
X lines and navigation waypoints, similar to what might be seen
in traditional waypoint-delegation or supervisory interfaces (e.g.,
[44]). The lines connect the robot’s current position to its future
destinations in sequential order. Destination waypoints are visualized
as spheres and indicate the robot’s precise destinations in 3D space.
Each destination sphere also renders a drop shadow on the ground
directly below it, which has been shown to aid in depth estimations
made by the user [9]. Above each navigation point are two radial
timers. An inner white timer indicates when the drone will arrive
at that location and the outer dark blue timer indicates when the
robot will leave that location. Smaller spheres travel along the lines,
moving in the same direction and velocity the robot will travel
between destinations, thus providing an anticipatory cue for future
robot velocity and direction. Information displayed by this design
regarding velocity and arrival/departure timings is thus explicitly
displayed for the user.

Arrow: The Arrow design provides an alternate example of how
virtual imagery might augment a shared environment. While the
NavPoints design provides users with a great deal of information,
it may be distracting or confusing to the user due to potential over-
draw. The Arrow design takes a more minimal approach, focusing
specifically on communicating temporal information inspired by
[8] and common user experiences with modern GPS systems. The
virtual imagery consists of a blue arrow head that travels through 3D
space in the exact path the robot will eventually take X seconds in
the future. As the arrow moves, a line is left behind that traces the
arrow’s path back to the robot. Using this line, users can explicitly
see the path the arrow has taken, which the robot will eventually fol-
low. The line the arrow creates renders a drop shadow on the ground
directly beneath it. Information displayed by this design regarding
velocity and arrival/departure timings must be inferred by the user
by watching the discrete movements of the arrow through space.
Gaze: The Gaze design represents an example of augmenting the
robot itself with virtual imagery. This design is inspired by prior
research that has demonstrated the remarkable potential of gaze
behaviors for conveying intent, even for aerial robots [43], as well
as prior designs for robotic blimps [19] and research in robotic
telepresence that has explored a metaphor of treating an aerial robot
as a “floating head” [20]. This design provides virtual imagery that
completely alters the robot form by overlaying a X-meter diameter
white sphere with a pupil directly over the aerial robot, effectively
transforming the robot from a multirotor into a “flying eye.” While
moving between destinations, the eye model stares at its current
destination until it enters a predetermined distance threshold of Y
meters between itself and the current destination, at which point the
eye turns and focuses on the robot’s next destination. Gaze shifts
such as this have been shown useful in predicting action intent in
humans [21]. Through these shifts in focus, the robot’s immediate
destinations are preemptively revealed to the user. If the robot is to
remain stationary at a destination for longer than Z seconds, the lens
over the normally transparent pupil becomes opaque. When the now
stationary robot is within Z seconds of departing, the lens fades in
back to transparent. This fade in is done as a linear interpolation
over the course of Z seconds. This lens fade in/out effect notifies

319

HRI’18, March 5-8, 2018, Chicago, IL, USA

the user how long the robot will remain stationary and was inspired
by accommodation—shifts as ciliary muscles contract and relax in
human gaze as focus switches between near and far targets—and
lens focusing in traditional cameras. The size of the display was
chosen to help users more easily determine gaze direction at near
and far distances from the robot. The back of the sphere directly
behind the pupil is rendered as flat to help users infer the rotation of
the eye when not facing the robot head on. Finally, the eye casts a
drop shadow on the ground directly below it.

Utilities: Our final design illustrates a potential method for aug-
menting a user interface to provide contextual information in an
egocentric manner. This design is inspired by peripheral utilities,
such as minimaps, radar, and off-screen indicators that often aug-
ment pilot interfaces [24], robot control interfaces [28], videogame
interfaces [32, 34], and military applications [15]. This design dis-
plays a 2D circular “radar” fixed at the bottom left corner of the
ARHMD display. The user is displayed as a blue dot that is always
centered within the radar, while the robot is rendered as a red dot
on the radar relative to the user’s location. The size of the robot’s
radar dot is directly proportional to its current height. The detection
radius, X, of the radar can be customized by the interface designer
or adjusted by the user. When the robot is in the user’s field-of-view
(FOV), it is overlaid with a targeting box, when not in the FOV, an
off-screen indicator appears in the form of a directional arrow. This
arrow is rendered along the side of the ARHMD display pointing to
the location of the off-screen robot. Both radar and targeting box/off-
screen indicator provide the user with the means to rapidly locate
the robot relative to themselves.

4 EXPERIMENT

We conducted a 5 x 1 between-participants experiment to evaluate
how our designs affect user interactions with a flying robot in a
shared workspace. The independent variable in this study was the
type of AR feedback the user received (five levels: a baseline and our
four designs described above). In the baseline condition, participants
still wore an ARHMD, but did not see any virtual imagery. Instead,
participants in this condition were informed that the robot has a
distinct “front,” which always indicates its direction of flight; this
baseline behavior meant the robot would always orient itself to the
direction of travel, leveraging the only physically-embodied cue that
the robot’s default morphology provides (Figure 3). All conditions
shared this baseline orientation behavior. Dependent variables in-
cluded objective measures of task performance and efficiency as well
as subjective ratings of communication clarity and robot usability.

4.1 Task and Environment

Our overall experimental setup was inspired by contexts where free-
flying robots might assist with logistics management in manufactur-
ing settings in the near future [40]. In the study, participants worked
with an aerial robot in a shared environment designed to mimic a
small warehouse. The environment measured 20ft x 35ft x 20ft and
contained motion tracking cameras that we utilized for precise robot
navigation to ensure participant safety.

Six workstations were placed within the physical space in two
rows of three (Figure 2). Each workstation had at least five feet of
surrounding free space and supported a container of colored beads.
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Figure 2: The experimental environment required that participants
share a workspace with a collocated arial robot.

Each bead container held only one color of beads, corresponding
to either green, black, yellow, white, blue, or red. Participants were
tasked with collecting beads from these containers and fastening
them together to make beaded strings while sharing the environment
with an aerial robot. Participants were instructed that their goal was
to make as many beaded strings as possible in exactly eight minutes.
Each completed string consisted of twenty-five beads. There were
individual instructions for each string describing the target color and
amount of beads to be used. For example, one string might ask for
10 blue beads, 5 red beads, and 10 green beads. Along with these
directions, participants were instructed on three additional rules:

1. Participants could only pick up one bead at a time and could only
place beads on strings while at the workstation.

2. Participants could collect the colors in any order, but once they
chose a color they had to remain at that color station until they
had strung all the beads of that color, as indicated by the string
instructions (i.e., colors could not be intermixed).

3. The robot would occasionally visit each workstation (ostensibly
to monitor bead supply). If the robot flew to the workstation where
participants were working, participants were required to move at
least 2 meters away from the workstation (i.e., moving back to social
distance as informed by proxemics [1]) and wait until the robot left
before continuing (i.e., giving workstation priority to the robot).

This task was designed to emulate an assembly task that might be
found in a warehouse, with shared resources (i.e., the workstations)
between the user and robot. As the robot had priority at workstations,
the task required that participants understand and predict robot intent
to best plan their activities and maximize task efficiency.
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4.2 Experimental Apparatus & Implementation

Robotic Platform: We used an AscTec Hummingbird robot as our
free-flying platform (Figure 3). During the experiment, the robot
flew autonomously to pre-programmed waypoints throughout the
experimental environment using a PID controller that received input
on robot location using a motion capture system. During the study, a
researcher stood by with an emergency kill switch that could disarm
the robot for safety, but this was never required.
ARHMD Platform: We used a Microsoft HoloLens as our ARHMD.
The HoloLens is a wireless, optical see-through stereographic aug-
mented reality HMD with a 30° x 17.5° FOV, an inertial measure-
ment unit, depth sensor, ambient light sensor, and several cameras
and microphones that support voice input, gesture recognition, and
head tracking. The HoloLens was chosen due to its emerging pop-
ularity, ease of access, ability to support hands-free AR, and high
potential as a model for future consumer ARHMD systems.
Experimental Framework: We developed a custom experimental
framework for implementing our designs, deploying them to the
HoloLens, and ensuring that visualizations are properly synchro-
nized with robot behaviors. We first prototyped our four designs
described in §3.2 using Unity, a popular game and animation engine
for designing and developing virtual and AR applications. We also
developed a waypoint system that enables the specification of a se-
quential list of desired robot destinations (i.e., target robot positions
and orientations in 6 degree-of-freedom space), desired velocity to
travel to each destination, and wait time at each destination (pos-
sibly zero). We then added an invisible virtual drone object to the
Unity scene that navigates the scene per the specifications of the
waypoint list, and whose motions control the physical robot’s flight.
For every iteration of the game engine’s update loop, we send the
virtual drone’s 3D pose from the HoloLens to the backend system
controlling the physical robot via UDP. Virtual drone pose values are
transformed from Unity coordinates to real-world coordinates using
a transformation matrix calculated a priori in an initial calibration
procedure. After this transformation, pose values in the Unity scene
correspond to the same positions in the user’s environment, enabling
the physical robot to fly through the study space in a manner that
matches the virtual drone, turning our Unity application into a way-
point delegation interface as in [44]. This framework allows us to
calculate the exact position of the physical robot relative to the user
at any time and adjust our displayed visualizations accordingly.
For the experiment, the waypoint list specified in Unity consists
of destinations corresponding to the six workstations. The waypoints
were placed directly above the workstations between 1-1.5 meters
high. Upon arriving at a workstation, the robot would pause for 5-15
seconds to simulate monitoring bead inventory. The robot’s velocity
when traveling between stations ranged from 0.2-1m/s, as suggested
by prior research into appropriate robot speeds for collocated interac-
tion [6, 31]. The waypoint list was populated by randomly selecting
workstation destinations, wait times, and velocities from the ranges
listed above to ensure there was no flight path pattern for participants
to learn. This list was populated once prior to the start of the study as
a whole, then held constant for all participants across all conditions
to remove potential variance arising from different robot trajectories.
The total time to travel through the waypoint list took 8 minutes to
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Figure 3: Participant making a bead string at one of the six assem-
bly stations mid-task. The AscTec Hummingbird robot flies nearby
(colored corner marks robot “front” for baseline participants).

complete, which was equivalent to the total task duration (chosen
due to battery/flight time capabilities).

We also tuned the heuristic parameters in implementing the de-
signs in §3.2. NavPoints has the potential to display a full flight path
of all waypoints, but early pilot tests revealed this led to a distracting
case of overdraw. We instead opted to show only a portion of the
robot’s path, which dynamically updated such that the visualization
always displayed three waypoint destinations ahead of the robot’s
current position. The Arrow design was implemented such that the
blue arrow always stayed fifteen seconds ahead of the aerial robot
(i.e., showing the robot’s position 15s in the future). The heuristic
parameters selected for eye movement in the Gaze design were de-
rived from research into human gaze behaviors [21] and set to a
distance threshold of 2m and fade threshold of 3s. The radius of
the eye model was set to 0.6m so that the hologram overlaid the
robot’s body in its entirety. The “radar” in the Utilities design used
a detection radius of 15m to cover the full area of the experiment
environment. Final implementations of these designs can be seen in
Figure 1 and in our supplemental video.

4.3 Participants & Procedure

We recruited a total of 60 participants (40 males, 20 females, evenly
balanced across conditions) from the University of Colorado Boul-
der campus to take part in our study, which was approved by our
university IRB. Average participant age was 20.7 (SD = 4.8), with
a range of 18-45. On a seven-point scale, participants reported a
moderate prior familiarity with aerial robots (M = 3.75, SD = 1.71),
but a low familiarity with ARHMDs (M = 2.65, SD = 1.83).

The study took approximately 30 minutes and consisted of five
phases: (1) introduction, (2) training, (3) calibration, (4) task, and (5)
conclusion. (1) First, participants signed a consent form and were
led into the task space. (2) Next, participants each read identical
instruction sheets detailing the task and task rules. Participants as-
signed to any of the four AR design conditions described in §3.2
then watched a corresponding 60s tutorial video that provided a brief
instruction on the AR feedback they would receive based on the
relative novelty of ARHMD technology. Only participants assigned
to the baseline condition were told verbally that the robot always
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moves towards where its marked “front” is facing, as described in §4.
(3) The ARHMD application was then started, calibrated, and fitted
on each participant, including participants assigned to the baseline
condition (even though they didn’t receive AR feedback). (4) Par-
ticipants then performed the main task for eight minutes, making as
many bead strings as possible while sharing the environment with a
collocated aerial robot, as described in §4.1. (5) Once eight minutes
of task time was completed, participants were told to stop and were
given a post-survey on their experience.

4.4 Measures & Analysis

We used a combination of four objective and subjective measure-
ments to characterize the effects of our designs. Objective rask ef-
ficiency was measured by the total time participants spent waiting
while interrupted by the robot, which could be avoided by planning
their work with an understanding of robot intent (lower times indi-
cate better performance/efficiency). In calculating task efficiency, we
removed time variance in users backing away from the stations. The
interruption timer only began when the robot was directly overhead a
station. This allowed for consistent measuring between participants.

We also constructed a number of scales from 7-point Likert-style
questionnaire items to measure subjective participant perceptions
and preferences. Scales rated interface design clarity (4 items, Cron-
bach’s a = .85), perceptions of the robot as a teammate, both as
a personal work partner (4 items, Cronbach’s o = .91), and as a
potential work partner for others (2 items, Cronbach’s o = .83), and
overall design usability (2 items, Cronbach’s o = .73).

Qualitative feedback was obtained through open-ended questions
posed to each participant as part of the concluding questionnaire
to describe their experiences “working with the AR user interface”,
“working alongside the aerial robot”, and “completing [their] task”.

We analyzed data using a one-way Analysis of Variance (ANOVA)
with experimental condition (i.e., interface design) as a fixed effect.
Post-hoc tests used Dunnett’s method to control for Type I errors
when evaluating the ARHMD designs against the baseline condition,
while Tukey’s Honestly Significant Difference (HSD) test compared
effectiveness across each design.

5 RESULTS

Figure 4 summarizes our main objective and subjective results.

Objective Results — We analyzed our task performance metric to
confirm that our designs were useful for participants to quickly and
accurately deduce robot intent and plan their own activities more
effectively. We found a significant main effect of ARHMD interface
design on total time spent interrupted, F(4, 55) = 12.56, p < .001.
Comparing the performance of each design to the baseline with
Dunnett’s multiple comparison test, we found that total time lost
to interruptions significantly decreased using NavPoints (p < .001),
Arrow (p <.001), and Gaze (p = .003), but not Utilities (p = .104).

Subjective Results — Participants rated the several facets regard-
ing the communication of robot movement intent. We found a sig-
nificant effect of design on perceived communication clarity, F(4,
55) = 11.04, p < .001. Post-hoc comparisons using Dunnett’s test
revealed that the NavPoints design was rated significantly higher
than the baseline (p < .001), but we did not find significant effects
from the other designs.
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We analyzed participant responses to the robot in terms of how
they might view it as a collaborative partner in a work environment.
We found a marginal (0.1 > p > 0.05) main effect of design on
participant perceptions of the robot as a good work partner for
themselves, F(4, 55) = 2.48, p = .054. We also found a significant
main effect of design on participant perceptions of the robot as a
good work partner for others, F(4, 55) = 2.54, p = .049. Post-hoc
comparisons revealed NavPoints was the only design to significantly
improve perceptions of the robot as a personal work partner (p =
.03) and as a work partner for others (p = .029) over the baseline.

Finally, we compared the designs to one another along a usability
metric of how the displayed virtual imagery affected participant
understanding of robot movement intent. We found a significant
main effect of design on perceived usability for understanding intent,
F(3,44) = 25.32, p < .001. Post-hoc comparisons using Tukey’s HSD
found that NavPoints (M = 6.96), p < .001, Arrow (M = 6.67), p <
.001, and Gaze (M = 5.83), p < .001, were ranked as significantly
more helpful than Utilities (M = 4.21). We also found that NavPoints
was rated as significantly more helpful than Gaze, p = .012, with
Arrow ranked marginally more helpful than Gaze, p = .092.

6 DISCUSSION

The NavPoints, Arrow, and Gaze designs improved task performance
by reducing inefficiency; participants were able to better predict ro-
bot intent and plan their own actions accordingly to reduce the length
of times they spent interrupted and unproductive. However, the Util-
ities model did not provide similar improvements over the baseline
condition. This may be due to the Utilities design emphasizing cur-
rent robot positioning relative to the user rather than displaying cues
that help users predict the robot’s future destinations, unlike the
other designs. Participant responses support this conclusion, reveal-
ing similarities between baseline and Utilities participants:

P16 [Utilities]: “I wasn’t able to predict when the drone would move
or if there was a pattern. But when it did start moving, I could figure
out where it was going and could plan my actions accordingly.”
P02 [Baseline]: “Ir was difficult to tell where the drone was going
go and for how long it would stay there. .. often times you had no
way of knowing what it was going to do.”

Another possible reason for the poorer performance of the Utilities
design could be the small scale of the task. In the experimental
scenario, there was only a single robot. This allowed participants
to simply always face or listen for the robot while working at the
stations and navigating the environment.

P25 [Utilities]: “It was just easier to look up for the drone when it
sounded like it was close/moving.”

P38 [Utilities]: “I probably used my ears more than the interface. It
was helpful and intuitive but it was simpler to listen for the drone.”
P44 [Utilities]: “I didn’t feel the need to use the radar or arrow
much because I always faced where the drone was.”

If the space was shared by more than a single robot, it is unlikely
that participants would be able to track all robots simultaneously
with only sight and sound. We speculate that Utilities design might
scale well in this case, providing unobtrusive support for tracking
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all proximal robots potentially even better than some of our other
designs. However, for the single robot in this experiment, Navpoints,
Arrow, and Gaze all performed significantly better than the baseline
in terms of decreasing inefficiencies. Participants often noted that
explicit visualizations of robot movements made the task easier:

P13 [NavPoints]: “I found the augmented reality helpful in being
able to predict where the robot would move and it made me feel
more comfortable with completing the task alongside the robot.”
P33 [NavPoints]: “It was very helpful while completing the task. I
could see clearly where the robot was going to go.”

P17 [Arrow]: “Once I saw the next two stations the robot was going
to, it was easy to work alongside the machine and focus on my work.”
P18 [Gaze]: “The eyeball design was intuitive and straightforward.
It made predicting the drone’s movements possible, which made it
easier to complete the task.”

Although each of these designs improved objective task performance,
only the NavPoints design was consistently rated highly across all
subjective scales. Many participants noted that explicitly encoding
the robot’s arrivals and departures was helpful:

P47 [NavPoints]: “The circles that indicated how long the robot
was going to stay at each station were very useful.”
P50 [NavPoints]: “The lines and station timers were very helpful.”

However, one aspect of the NavPoints model that was not well-
received by participants was the movement speed indicators. Users
deemed them to be largely ineffective:

P13 [NavPoints]: “It was easy to tell where the robot was heading
and approximately how long it would be there. It was more difficult
to determine how fast the robot would move from station to station.”
P50 [NavPoints]: “... the dots showing speed were not as helpful.”

Although the Arrow design provides cues that allow users to infer
when the robot would leave a location, participants would have
preferred this information be communicated more explicitly. Using
the Arrow design, if users wished to know when the robot would
leave a station, they had to watch the tip of the arrow indicator depart
the station and keep a mental count of how many seconds had passed
to know when the robot would also leave that location. This proved
to be a mental burden for users:

P29 [Arrow]: “The arrows gave clear indication about where the

robot would fly and how quickly it would leave. At times, I wished

for clearer indication of when it would be moving once more.”

P32 [Arrow]: “Intuitive but needed improvement/more detail about

robot movement, such as an indicator of speed and movement pauses.”

The fading opaque/transparent lens in the Gaze design explicitly
communicated this information showing users when the robot would
leave a location, but it only provided a cue regarding the robot’s
immediate next destination. Users found this information too limited:

P07 [Gaze]: “It was tough to plan two steps ahead of the robot but
at least I always knew where its next step was going to be.”
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Figure 4: Objective results show that the NavPoints, Arrows, and Gaze designs improved task performance by decreasing inefficiencies and
wasted time. Subjective results reveal that NavPoints outperformed other designs in terms of user preferences and perceptions of the robot.

Additionally, one participant had a concern with the appearance of
the virtual eye, highlighting the need for careful consideration when
altering robot appearance with AR:

P54 [Gaze]: “I had a pretty good idea of what direction the robot
was going to go, but the design made me very nervous (giant floating
eyeballs bring killer robots to mind). This probably caused me to be
far more hesitant to move towards stations.”

6.1 Limitations and Future Work

While our approach highlights the potential utility of using ARHMD
interfaces to convey robot intent, it is not without practical and the-
oretical limitations. Our current experimental framework relies on
a motion tracking system for precise robot localization and navi-
gation, meaning we must translate designs into the motion track-
ing coordinate space. Future work might merge our approach with
developments in robotic perception and simultaneous localization
and mapping (SLAM) to remove this constraint, with an ARHMD
receiving information directly from the robot regarding its local-
ized position. Other practical limitations may arise from our use
of the HoloLens apparatus. While the HoloLens offers significant
benefits over prior ARHMDs and may serve as a model for future
consumer-grade devices, participants found the headset to be gener-
ally uncomfortable with a narrow field of view (FOV).

In addition, the generalizability of our results may be limited due
to choices in our experimental design, task, and measures. For in-
stance, our choice of a between-subjects experimental design carries
with it inherent trade-offs compared with other approaches, such as a
within-subjects design. While a within design would have increased
our statistical power, we were concerned it may have introduced
detrimental transfer effects, with repeated trials increasing partici-
pants’ familiarity and comfort with the task and robot while leading
to them learn robot behaviors (e.g., orientation signaling movement).
Also, several practical concerns made a between-subjects design
more feasible (e.g., reducing participant fatigue, robot battery life
issues, etc.). Future work might increase participant sample size
and/or explore a within-participants design, or employ a different
type of task. Our task design had an emphasis on participant effi-
ciency, rather than pure productivity. We observed in our pilot tests
that the task had highly variable completion rates, owing to varying
degrees of participant manual dexterity; therefore, we did not analyze
the total the number of bead strings completed. Future work might
examine pure productivity or measure objective trade-offs between
productivity, efficiency, and accuracy. For our subjective measures,
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we chose to construct custom scales rather than utilize established
usability metrics (e.g., the SUS). This choice was motivated by our
concern that prior metrics, which have been constructed based on
user interaction with traditional computer systems (e.g., GUIs), may
not transfer well to novel interactions with flying robotics and AR.
Although our scales may be more applicable to the technologies used
in this study, more work is needed to compare them with established
metrics.

Finally, our designs represent only a subset of all possible design
choices using ARHMDs. Our goal is not to claim our designs as
optimal, but rather to show the value and potential of the AR-HRI de-
sign space and encourage further explorations. Although our designs
demonstrated objective and subjective improvements, future work
might further explore the concepts we have proposed, especially
their generalizability in more chaotic, cluttered, or separated spaces.
Alternatively, follow-up studies might explore the scalability of our
designs in supporting larger team interactions, with multiple robots
and/or multiple people. Future work could also explore gender ef-
fects for previous studies have found females to be more responsive
to non-verbal cues, including body language in robots [33, 41].

7 CONCLUSIONS

In this work, we explore the design of AR interfaces for conveying
robot motion intentions. We propose a framework for structuring the
design of AR interfaces that support HRI and use this framework to
develop four ARHMD interfaces, which provide various forms of
visual feedback for communicating motion intent. We conducted a
60-participant user study comparing these designs against a baseline
lacking AR feedback. We found that several of our designs signifi-
cantly improved user understandings of robot intent and increased
objective task efficiency. We also found several trade-offs in our
designs, with overall user preferences for more explicit information,
especially regarding flight timings. Although wearing an ARHMD
may not always be desired or feasible in all scenarios, our research
may help inform future studies by demonstrating the promise of AR
technologies for mediating human-robot interactions and showcas-
ing the design of novel interface techniques that provide intuitive,
visual cues to help users better understand robot intent and as a result
improve task efficiency and robot usability.
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