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Visual Servoing by Partitioning Degrees of Freedom

Paul Y. Oh Member, IEEEand Peter K. AllenMember, IEEE

Abstract—There are many design factors and choices when additional motion components such as a configurable gripper
mounting a vision system for robot control. Such factors may or a motorized pan-tilt unit (PTU) that holds the camera. This
include the kinematic and dynamic characteristics in the robot’s results in a hybrid robot with extra layers of motion control.

degrees of freedom (DOF), which determine at what velocities Th ts introd dditi | dat tes t
and fields-of-view a camera can achieve. Another factor is that €se components Introduce addilional servo update rales 1o

additional motion components (such as pan-tilt units) are often the robot’s underlying trajectory generator. The net resultis dis-
mounted on a robot and introduce synchronization problems. parate timing loops and this requires proper gain tuning to co-

When a task does not require visually servoing every robot DOF, ordinate all robot DOF and avoid a misconfigured camera pose.
the designer must choose which ones to servo. Questions theny robot with many DOF (possibly redundant) can also present

arise as to what roles, if any, do the remaining DOF play in the ltivle choi f isual ing imol tati E
task. Without an analytical framework, the designer resorts to multiplé choices 1or visual-servoing impiementation. For ex-

intuition and try-and-see implementations. This paper presents ample, in centering the camera’s image plane over a moving
a frequency-based framework that identifies the parameters target, only two DOF, like pan and tilt, may be required. The

that factor into tracking. This framework gives design insight questions that arise are as follows: which two to choose and what
which was then used to synthesize a control law that exploits the roles, if any, do “left-over” DOF play.

kinematic and dynamic attributes of each DOF. The resulting L. L . . .
multi-input multi-output control law, which we call partitioning, Pose regulation is ubiquitously discussed in the visual ser-

defines an underlying joint-coupling to servo camera motions. The Voing literature and implemented on 6-DOF robots to track geo-
net effect is that by employing both visual and kinematic feedback metrically simple targets like blocks, cylinders, and spheres [8],
loops, a robot can quickly position and orient a camera in a [9], [13], [17], [3]. Itis a specific case where no design choices,

o el e e Xr{TEn U8k RSO asice from mage feature selection,resuling image Jacobian
Cartesian gantry plus 2-DOF pan-tilt unit) robot. and gain tuning, are really necessary since every DOF is visu-
ally servoed. Its design synthesis and implementation are well
known [11]. Pose regulation forces the end-effector mounted
camera to mimic target motions. One only needs to define the
image and manipulator Jacobians to achieve this task in joint
I. INTRODUCTION space. The caveat, however, is that all the robot's DOF must

ROBOT is physically characterized by the kinematic angave sufficient bandwidth to keep the target's fiducials in view.
dynamic attributes of its degrees of freedom (DOF). ThEn€ DOF with the slowest time response will limit performance.
number, range limits, and time responses of the DOF defifv@'ke discusses how lag errors result from ignoring robot dy-
the robot's performance. A vision system is often mounted gimics in the control law and prescribes compensator designs
a robot with image data servoing the DOF into desired camdpd: Kalman filtering [1], [18] is an alternative solution, but re-
poses. In designing a control law to govern these robot-mounf@resa priori knowledge of target trajectory which is not al-
camera motions, one must choose which robot DOF to invok@Ys available.
and determine if they are well suited for the designated visual!n the big picture, when visual servoing of all the robot's DOF
control task. For example, tracking tasks require choosit®ynot required, like camera centering over a moving target, a
robot DOF with fast response times so that the camera can'B@re general problem arises. The combination of task, robot
quickly centered over the moving target. Workspace monitoritgOF attributes, motion component update rates, and multiple
tasks, however, may demand wide fields-of-view, and thliROF choices compound the decision of which DOF to invoke
one chooses DOF that permit a larger range of motion (albBifough visual servoing. Tracking more geometrically complex
possibly slower) for camera maneuvering. targets, without priori knowledge of trajectories, in unstruc-
In addition to the task, other factors confound the choice 8fred environments add to this problem. One must then resort to
which DOF to invoke. Oftentimes, a robot is retrofitted witr{fial-and-error implementations and perhapkshocgain tuning
of the control laws.
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Fig. 1. (a) The workcell contains two Puma robots. The gantry and PTU can position and orient the camera anywhere in the workcell. (b) The desired vision
system would automatically track objects like grippers, tools, and workpieces the Pumas manipulate.

task. The paper presents its implementation on an eye-in-ha
5-DOF hybrid robot. This robot is a 2-DOF PTU mounted on & /
3-DOF Cartesian gantry that can track geometrically comple I v /
targets like tools, workpieces and grippers, which have nond / gt Mower

terministic motion trajectories, over a large %66.4 x 1 m?
workspace. The tracking results suggest that large bandwid © 7 Moo
DOF (i.e., fast time response) can be visually servoed to phy: A
ically act as compensators for slower DOF. Section Il give: A
an overview of our vision interests and our eye-in-hand robo L Mo
Highlights from pose regulated tracking experiments illustratooors 7 »
performance limitations and motivates our need for an altern: yz/ ! y3

tive approach. Section Il analyzes the results of visually sel ? ‘ wo
voing individual DOF from the frequency domain. Under this = -
framework, the DOF to be visually servoed are chosen. Sei
tion IV then presents our joint-coupled approach called parti
tioning. The remaining DOF assist in target tracking and ar /
kinematically servoed. Three example applications are show “ ya
in Section V tracking people and a robot hand. Section VI give x5 > Origi attached /rergth = 1
conclusions and potential extensions. /| o camerntens
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Fig. 2. Denavit-Hartenberg reference frames.
Il. VISION INTERESTS

Our vision interests are in monitoring a larg® x 6.4 x 1 The off-the-shelf PTU is a modularized unit with a 9600-baud
m?* workcell containing two Puma 560 robots. We wanted serial port and consists of two steppers, driver chips and an
robot-vision system to track objects the Pumas manipulate swhbedded microprocessor (Motorola 68HC11). Pai5(>
as grippers, tools, and workpieces. We custom-built a ceilingnge, 128/s maximum velocity) and tilt {47° to +31°
mounted 3-DOF Cartesian gantry and attached a 2-DOF PTahge, 113/s maximum velocity) angles and velocities can be
and camera to its end-effector. The resulting 5-DOF hybridonitored and changed on-the-fly. The net effect is a 5-DOF
robot can position and orient the camera anywhere in thgbrid eye-in-hand robot with two separate motion controllers
workcell (see Fig. 1). and with different servo update rates.

The gantry has three steppers driven by a commercially availdimages are acquired with an off-the-shelf charge-coupled
able PC motion board and external chopper unit that reports ateVice (CCD) camera and digitized by a Sparc 20 installed
updates gantry positions and velocities on-the-fly. Motors 1 afihmegrabber and X-Vision [10] was used for image pro-
2 have 7.5& 10~% m/step resolutions with maximum veloci-cessing. The Sparc is the host computer which handles image
ties of 0.7 and 0.5 m/s, respectively. Motor 3 has a X78~°® data (acquisition and processing) and issues ASCII-encoded
m/step resolution and a 0.5-m/s maximum velocity (see Fig. Zantry and PTU motion commands via serial communications.
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integrated robot-vision system that could acquire real-time
image data and move the camera in five DOF (see Fig. 3).

: In using this robot for visually-servoed tracking, we first
T implemented a pose regulation scheme, Fig. 4, to perform the
classic block/plane following experiment [8], [9], [13], [17],

Gantry Robot

Y;dgzrg:[’: [3]. Given known side-lengths, the plane’s pose is extracted
from the image positions of four co-planar fiducials painted
SUN on the target. In our implementation, we used four<40
WorkStation ’;Tc%me,a pixel sum-of-squared difference (SSD) region-based trackers to

Motorola. Gantry report the pixel positions of the four fiducials. The tracking task
gaHC Motor Drivers results in pose regulation whereby robot servoing maintains a
predefined camera-to-target pose.

In our own experiments with this approach [14], we encoun-
tered a number of problems. First, the gantry motors have a
slow rise time due to the large inertial loads of its links. The
target translating at speeds greater than 2 cm/s would leave the
camera’s field-of-view before the gantry could accelerate up to
Fig. 3. Robot and hardware communications. speed. Tracking performance was poor for even slow target ve-
locities; pose regulation forces camera motions to mimic target
motions, thus target rotations, like yaw about its center of mass,
force the gantry to sweep large rotations quickly. In these in-
stances, the target’s fiducials often became occluded before the
gantry could circle into position and tracking would fail.

Second, abrupt gantry accelerations led to end-point camera
vibrations which corrupted image data. Kalman-based filters
[18], [1] were implemented to improve image robustness.
However, Kalman filtering requirea priori knowledge of the
target’s trajectory, which in some of our workcell operations
are unknown beforehand. To reduce the frequency of vibrations
we physically added mass to the links, but these vibrations
were not completely eliminated.

Third, targets like our grippers change configuration while in
flight. As the fingers begin closing into a grasp they can occlude
fiducials. Also, some of our workpieces are geometrically com-
plex and would require additional image features for estimating
its pose. This results in a larger image Jacobian matrix which is
more computationally expensive to invert and more sensitive to
Fig. 4. The camera-to-hand pose is to be regulated. For co-planar fidudmage noise.
marks (black squares) were taped onto the hand and tracked with four SSDThe net effect of these problems is that performance for
returning(ei, i), i =1 - 4 pixe locations. tracking moving targets with this robot is related to which DOF

are invoked in the tracking task. For example, we can track
The Sparc-to-PC and Sparc-to-PTU communicates at 38 4d@arget at high velocities using the PTU alone (fixed gantry
and 9600 baud, respectively. The gantry’s PC motion boagpdsition); however, the range of the PTU angles are limited, and
updates stepper pulses every 30 ms and low-level interrgpbitrary pose configurations of the camera-to-target cannot be
programming was used to minimize serial latency to 6 msatisfied. If we allow all five DOF to be used, we then limit our
The PTU however has a large latency (0.12 s) due to Uribacking velocities.
context switching. The PTU uses proprietary firmware and Restating our objective, we wish to track geometrically com-
has no provisions to handle low-level handshaking. To maiplex targets like workpieces, tools, and grippers traveling in a
tain fast image handling, Unix’s multitasking capabilitiesarge unstructured workspace wighpriori unknown trajecto-
were exploited by generating two processes connected byras. Our tracking needs only require camera image plane cen-
interprocess pipe. The first, a vision-handling process gratesing over the moving target within certain resolution limits.
and processes image data continuously. Its loop rate depeRdsthis, a pose regulation solution over-engineers our needs;
on the amount of image processing computation required.ohly two DOF are needed for camera centering. Although one
oversamples by repeating computations on image data stocedld take arad hoctry-and-see approach by visually servoing
in video memory until a new frame of image data is acquiredny two DOF, the aforementioned problems underscore the need
This oversampling results in loop rates faster than 30 Hz. Tha a more methodic approach and design synthesis. The next
second, a main process, requests pixel data, computes, section approaches DOF selection by analyzing the visual ser-
then issues PTU and gantry commands. The net effect is\aing responses of individual DOF in the frequency domain.

Serial Lins to
PTU Mctors

SUN to PC

Serial Line ISA Bus
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Fig. 5. Block diagram for pan-only design.

This gives quantitative measures of each DOF's tracking per-To validate the models, Section IlI-B shows experimentally
formance. Bandwidth, phase characteristics, and root locus gaimstructed Bode plots that compare closely to mathematically
tuning are then used to choose a suitable DOF pair. generated (Matlab) ones. Bandwidth, phase, and rise times of
the two systems are summarized. Comparing the two systems
reveals design insights that suggest a controller that defines a
joint coupling among DOF can improve tracking performance.
Our tracking task is the visually-servoed centering of the
camera’s image plane over a moving target. The analytigal Tracking Models

framework used 1o measure task performance is frequenc}bne can rotate or translate a camera to track a target con-

based. The target is oscillated and the frequency reSPOUFined to horizontal motions. The two differ in light of two

(bandW|dt'h and phase) Of. the wsually—servoed DOF is MERctors. The first is the relative camera and target motions. If
sured. This task only requires measuring the center of gr

a"{% camera can only rotate, the camera-to-target distahce
of the target’s image centroid. The resulting horizontand y ’ J

. . e - _ ._changes as the target translates horizontally. However, if the
vertical v pixel position pair is compared to the pixel locatio

fthe | | ¢ d i ivok (;I:amera can translate; remains constant. Measuring the center
of the Image piane center and camera motions are Invoke oPgravity of the target’s image centroid does not yield depth
minimize the difference. Typically, the invoked motions ar

. AR P formation. As a result, pan-only tracking relies on small angle
velocity commands, and tracking in this manner is cited in “bepproximations using the known initial* and perspective
visual-servoing literature gsloting [4] or steering[5]. ’ '

to map pixel locations into camera-to-target bearing angles.

These two references also report frequency response res&gﬁnera translation however does not need such approxima-

of visually-servoed DOF. The former used a target placed ONiBns. The second factor is the digital feedback law dependence

turntable (for pan-tilt response) and the later used a pair of altglﬁ update rat&", which is limited by communication latency.
nating LEDs. Beyond reporting frequency response results add. o1 and éantry have different latencies. These factors
gain tuning, we analyze frequency responses for design insi W up as parameters in the following mathematical models.
Bandwidth and phase quantitatively identify the advantages an ) Pan-Only Tracking Model:The transfer function model

disadvantages of visually servoing a DOF. Our end goal is fo visually servoing the pan DOF only can be derived using

then design a cqntroller that combineg these advan'tages:; thetﬁg'discrete-time block diagram (Fig. 5). It shows both sample
sultwould exploit each DOF’s kinematic and dynamic attributeS, - i< and units for clarity. Here, target positian is the

to increase tracking performance. input and results in a camera pan an@leoutput. The block

. qu gnalytical fr:?\mework, to meet this end goal,.begins tQ’lagram includes elements with their linearized equations and
identifying the design parameters that affect tracking perfol: . oscribed as follows (see Fig. 6)

mance. Such parameters include communication latencies angh . target translates a distancealong theX -axis. ; can

gains. We thus mathematically model, in Section IlI-A, two vip,, alternatively expressed as a bearing afgléf the target is
sually servoed, input—output, tracking systems. The first |nvokﬁ8t centered in the camera’s image plane, then a nonzero angle

pan only and the second invokes a single gantry PQF"( differenced exists betweed, and camera angle.. Assuming
Fig. 2). Each system alone can center the camera’s image plgcﬁ.%" anglesd can be approximated by

over a moving target; the target's line of motion is constraine

to be horizontal (perpendicular to the initial camera optical axis) = /
L . 5 t L

and parallel to the initial camera image plane. The performance 0=0,—0.~ - 1)

. . . 2% + 2% +
limits of camera rotation versus camera translation become clear

from the mathematical modeling. The pan and tilt motors age and L are the initial lens-to-target distance and lens’ radius
identical and all three gantry steppers are the same. Thus, ¢fi@otation, respectively is the angle the target makes with

performance limits of the pan-only system can be extendedrtsspect to the lens center. A pin-hole camera model yields
the tilt and those of one gantry stepper apply equally to the other
translational DOF. Hence, only the visual-servoing models for _m -

~

2 2
pan and for one gantry DOF are presented. ¢ o ? )

I1l. ANALYTICAL FRAMEWORK
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Fig. 6. Relevant notation used for linearization.

wherew is the horizontal pixel coordinate of the target in th&he camera is then panned at a veIoaé'ng] by the PTU
camera’s image plane anfis the lens focal length in pixels. stepper motor. This velocity is proportional to the error

The two previous equations combine to form (steering problem) with\, and K, as the gain and unit con-
version constants, respectively. Within a stepper’s start/stop
/ I a 5 (pull-in) velocity range, it accelerates instantaneously. It is
= —(zy — ==—(z"+L)0 3 .
v z* (@ = ) z* (Z"+ L) (3) thus modeledGprry, as a unit delay. Backward-rectangular

. . . . integration is used with sample tinfé
and re-expressed into the following relationships: g P

O.[k] = O.[k — 1] + Th[k — 2] )

#*

T (4) and yields the camera angg[k] in steps or in radianisusing
) the unit conversion constaht,. Centered target tracking is thus

The f(z*+L)/7* term is a camera-to-target distance depende‘ﬁ‘fhie"ed ife[k_] =0 and the resulting closed-loop linearized
gain due to perspective. The horizontal and vertical pixel unitdransfer function is
_andv define the 2-D target positio¥i= (u, v) in the camera’s Go(z) = [ _ TA, . (®)
image plane. x  2*2(z—1)+TA(z* + L)

Fig. 5 shows these two relationships as block elements bef

0 z
U

e . . . .
and after thé adder and yields an image positigit] in pixels. ?Ihe serial '?“e”cy mgntloned n Sgctlon Il was mgasured exper-
imentally with an oscilloscope. This latency constitutes the bulk

s' = s"(u, v") is a set point image location. Before trackin% the program loop time and pan speeds can be updated ever
begins, the camera pose is initialized so that its image planeg is Prog P P p P y

centered over the target. Without loss of generality,sfet= .:.0.'12 s. This Iaten_cy does not affect the _spe_ed of 'mage ac-
(0, 0) define the image plane center quisition and processing. Image data handling is accomplished

As the target moves, the current image positif¥] is com- n gag:r:; Lfnodnﬁr ?rsaiﬁﬁqraﬁgggégnﬁge;ﬁ' the gantry can
pared to the set point. The difference is a measure of the targetrans ort th)tle carrilera an ghere in .the worll)<ce’ll Asgment)i/oned in
position relative to the image center. Since the target only trargs- P : yw e
lates horizontally, one has ection Il, the gantry’s DOF are marked by large inertial loads.

' One can thus expect more lag when the camera is visually ser-
1 voed through translation than by pan action. This will be re-
S=u=——wy (5) vealed later in the frequency responses in Section I1I-B. Fig. 7

is the block diagram and (9) is its closed-loop transfer function.

wherew, is the target’s rotational velocity [rad/s] about the lendlere, the camera image and target motion planes remain par-
Assuming differential changes, we define the error [rad] to bedllel. The modelis thus much simplier than the pan-only system,

1Steppers are pseudodiscrete devices. They move one fixed displacement in-

1 . . A .
1 - X crement in response to each pulse input. There is no digital-to-analog converter
c[k] = [ (s[k])- 6) andé. (t) = K.0.[kT].
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Fig. 7. Gantry-only block diagram.

since no bearing angle relationship is necessasy. fx;/>* is
used to model perspective.
T, TX,

Gy(2) = x—t = m )

The gantry is controlled by a PC through a commercial ISA-bus
logic sequencer and chopper drive that deliver timed pulses t
the gantry’s stepper. This hardware allows pulse frequencie'}
(hence, gantry velocity) to be updated-the-flyas fast as every §
30 ms. The host, a Sparc 20, issues velocity commands (E
ASCII) to the PC via a 38400 baud serial line. With low-level
PC programming a serial latency of 6 ms was achieved. Ti
be within a safe margin, gantry velocities were updated ever
T = 40 ms.
To summarize, visually-servoed tracking by camera pan
and by camera translation have closed-loop transfer functiqf§ s. The Puma translates the block target horizontally back and forth at a
(8) and (9), respectively. Both systems use steering viauser prescribed frequency and amplitude. Bode plots can then be constructed by
proportional gain to actuate camera velocities that minimiz&Fording the joint response.
pixel errors. Pan-only tracking performance is characterized

by a camera-to-target bearing angle approximation and a lagéts (solid), thus giving confidence in the mathematical mod-
update rate. The effects these characteristics have on trackifiig. The plots are shown in Fig. 9.

will be revealed in the ensuing Bode plots. The pan-only Bode plot [Fig. 9(a) and (b)] reveals a band-
width of ~0.3 Hz (1.9 rad/s) with a phase angle =f-70°
B. Frequency Response (—1.2 rad) and 1.13-s rise time. The closed-loop transfer func-

To validate the closed-loop transfer function models, Bodmn model (8) withA, = 1.0 yields a dominant pole at =
plots were experimentally constructed. These plots were com7822 on the realz-axis. Sincez = ¢°7 then for7 = 0.12
pared to those generated mathematically using Matlab and carthe natural frequency is, = 2.05 rad/s. The gantry-only
respond closely. Bode diagrams plot sinusoidal input respon&xie plots [Fig. 9(c) and (d)] indicate a bandwidtheef. 1668
over a frequency range revealing bandwidth and phase metridg.(1.048 rad/s) and phase angle=of 46.76° and 2.08 s rise
They can be obtained experimentally in a number of ways. Ré¢ifme. Its closed-loop transfer function model (9) wikh= 1.0
erence [4] tracked a target placed on a turntable (for pan-tilt radZ” = 40 ms yields a dominant closed-loop polezat 0.956
sponse) and [5] used a pair of alternating LEDs. Alternativelgr a natural frequency @f,, = 1.12 rad/s.
one can use a spectrum analyzer or oscilloscope if the targeThe gainsA, = A, = 1.0, were selected in light of known
input and servo encoder output can be directly measured. stepper motor start/stop frequency ranges and at these values
In our implementation, a block target was mounted in a Puntizere is no stall. Root locus plots (not shown), derived from the
gripper. The Puma oscillates the target along the horizontal litransfer function models, can be used to tune performance (rise
of motion at a user prescribed frequency (see Fig. 8). The tartjgte and overshoot behaviors).
was visually tracked and both the target positigim] and re- 1) Design Insights: Tracking necessitates keeping the target
sulting joint positions (radians for the pan-only and meters fam the camera’s field-of-view and large bandwidth DOF should
gantry-only system) were recorded. Twenty different trials welee employed to afford fast camera servoing. As such, the fre-
performed over a 0.02-1.0-Hz range for the pan-only systequency responses reveal that PTU DOF are more suited for vi-
and 12 for the gantry-only system witlf = 0.25 m andf = sual servoing than gantry DOF.
633 pixels. These experimentally constructed Bode plots (cir- To reiterate our end goal, we want to design a controller that
cles) correspond closely the Matlab computer generated Bamtambines the advantages that each DOF offers by exploiting
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Fig. 9. Bode magnitude and phase plots for (a), (b) pan-only and (c), (d) gantry-only tracking. Both experimental (dots) and modeled (solighplots are

its kinematic and dynamic attributes. The modeling and the IV. PARTITIONING
dynamic attributes of visually-servoing camera rotations and
camera translations reveal design insights. First, pan-onlyA paradigm one notices in the visual-servoing literature
tracking performance depends on small camera-to-targge control laws that exclusively use image data to command
bearing angles, but its bandwidth affords fast camera motiog&mera motions. Kinematic data, like joint encoder positions
Second, although gantry-only tracking is sluggish as indicatate sometimes added in feedback or feedforward loops in
by its smaller bandwidth, there is very little attenuation. dynamic image-based look and move structures [11] to achieve
These insights suggest that better tracking, through caméater response. This hints that joint and image data combi-
rotations, can be achieved by cutting the bearing angle betwewiions can afford novel controllers for visual servoing. For
the camera and target. This requires translating the camera. ®@x@mple, in a unique approach [2] modeled visual compliance
way to achieve both camera rotation and translation is to defigtier well-understood force compliance techniques.
an underlying joint-coupling between the rotational and trans- One control strategy, when multiple sensors (like camera and
lational DOF in a control law. Its synthesis would exploit thgoint encoders) provide possible command inputs, is to define an
PTU’s large bandwidth by visual servoing rotational DOF (pannderlying joint-coupling in the servoing law. Observing the be-
and tilt). This keeps the camera’s image plane centered over tawiors people display when visually tracking also suggests that
target. The pan and tilt angles are then used to kinematicallg use an underlying joint-coupling. One behavior is that the
servo the gantry to exploit its ability to translate and cut doweyes and neck typically pan in the same direction when tracking.
the camera-target bearing angle. The net effect is a multi-inpdtother is that the eyes also lead (i.e., start panning before) the
multi-output control architecture, we calrtitioning[14],[15], neck; as the eyes reach their kinematic joint limits, neck pan
that improves tracking performance. commences. A possible explanation for such behaviors is we
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Fig. 10. Coupled pan-gantry block diagram. Notice the similarity with Figs. 5 and 7.

use both image and kinematic data when coordinating our D@fe deduced using standard block-reduction techniques. A target
Visually servoing DOF with fast response times (like the eyeganslational input:; [m] yields the following:
physically serve as lead compensators (add phase) for joints that 9. [rad] M2 — AT

are slower to reacEkeet shooting a good physical example of “Go(2) = (20)
lead compensation. Often a marksman will add phase by aiming @ [m] CE

ahead of the target to compensate for relative motion dynamics . z.[m]  (2F + L)T?A N,

and reaction time (latencies). Go(z) = s m CE (11)

The explanation for the observed human tracking behaviors
is conjecture but joint-coupling can be implemented in the co}q’-Ith
iments racking a robot hand are aiso featured. Bode plotsand " 41 4k (1 (T D D)2
. * * 2
peak-to-peak pixel error measurements (that give a clearer rep- — (T HDANT2 4 (27 + DT A
resentation of phase lags) are given in Section IV-B. The superscript in °Gy and“G,, is used to denote “coupled”
and the subscripandg describe pan and gantry, respectively.
As in Section IlI-A, z* is the lens-to-target distance,is the
A. Coupled Pan-Gantry Tracking Model camera’s radius of rotation, arfdis the sampling time.
1) Robot Hand Tracking—Step Response Experi-
A 2-DOF joint-coupled system is realized as a block diagrament: Experiments tracking a target (robot hand) were
in Fig. 10 and is structurally similar to a combination of Figs. implemented on our hybrid robot. Fig. 11 shows three sequen-
and 7. The net camera motion we wish to achieve is a couplial image stills captured while videotaping experiments. A
one; pan always centers the camera over the target and gasingle 40<40 SSD was used to acquire the center of gravity
translation is achieved through a joint-coupling, described &s, v) pixel coordinates of the robot hand’s image centroid
follows. (left-most). The coupled pan-gantry step response was achieved
The block diagram has two distinct feedback loops: the firby first translating the robot hand by 0.1 m (middle) then letting
embeds a linearized pan-orgteeringdesign. Here, camera panthe pan and gantry DOF servo the camera (right-most). The
velocity 6, is visually servoed using the pixel differenglg] — gridded background highlights the resulting pan and gantry
s* and proportional gain\,. The second embeds a gantry-onlynotions.
steeringelement that uses camera pan amjlésuperscript: for The pan angles and the gantry positions were recorded during
radians). The pan angle differen#e—6* and proportional gain the above experiment (dashed lines) and are plotted in Fig. 12.
A, servo the camera’s translational velocity. 6* is a defined The results correspond closely to computer simulations (solid
set-point angle and is the desired camera orientation. A hurriares) using the transfer functions (10) and (11). Gaips= 1.0
analogy of¢* would be the desired eye orientation, which gerand A, = 0.5 were selected using root locus plots (Fig. 13) de-
erally points forward when relaxed. Without loss of generalityjved from these transfer functions and yield closed-loop pole
#* is set to zero. The closed-loop input—output relationships cpasitions that correspond to a damping ratialof 0.95. In-
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Fig. 11. Three image stills taken from a videotape of the coupled pan-gantry system step response.

3 Coupled pan-gantry Step response to xt = 8.1 m translation s Root Locus: Coupled pan-gantry with fixed gain = 8.5

[} N I*
in: 1.0
: :i:tg; ;ain! 8.5 " gantry galn = 8.5
» a
RLE ¥k
z L

n] gantry [m]

a T Ak
(radl

pan [radl .
] —r -3
dash: Experimental pan qain = 1.8 % .~
solid: Modeled " poles: ~,
-.1 1 : ; . e : s : = z = 0.8%-2Z +/- 6.Me~
e S ie ; -9z = 0,911 v/~ 6.74e-2j
T [s]
e e . zeta = B8.95
Fig. 12. Coupled pan-gantry step response. Experimental (dash) and s . ; : ; ! . ;
simulations (solid) shown. -2 -L.2 -4 4 1.2 el H
al z

@

cluding the( lines in the root locus plots reveal necessary gains Root. Locus: Coupled pan-gantry with ixed pan gain = 1.8

to yield faster response while ensuring stability. For example,
gains can be tuned for@= 0.707 to yield a good compromise
in both stability and performance.

Thez, (target position) step input causes a rapid camera pan
acceleration and simultaneously invokes gantry translation due ak
to thed* — 67 (with 8* = 0) coupling. This gantry action conse-
quently brings the camera closer to the target and thereby cuts
the camera-to-target bearing angle, thfislecreases. The net

/

pan gain = 1.8

@ I

I Break away at nstable for

effect is that the final camera’s image plane is centered over and RIERLE qantry gain ¥ 0.255
parallel to the target. P fentr sain = 0.5
B. Frequency Response and Peak-to-Peak Pixel Errors 0 >y [ REEee—
Real z
The frequency domain offers a clearer explanation of (b)

joint-coupling effects. As mentioned previously, the visu';i 13, (a) Fixed\, — 0.5 and varyinga, oot locus with=* = 0.25
ally-servoed pan DOF physically acts as a lead compensafot, ™~ ¢ 1\ 'andT = 0.12 s yie,dstfL — (0.04227 Z0.0422 1+
for the kinematically servoed gantry DOF. Compensators camo252)/(0.25:* — 0.502° + 0.2522). (b) FixedA, = 1.0 and varying\,
be mathematically designed using feedforward or feedbaikt locus yieldsz{" = 0.00504/(0.252% — 0.52% + 0.2922% — 0.042z).
techniques [6] to place or cancel system poles and zefgjesed-loop pole positions (boxes) lie on damping ratio gine 0.95.
and improve lag. Beyond these mathematical abstraction<
however, compensation can also be physically achieved wit? "~ pan gain: 1.
joint-coupled partitioning as seen in the following sinusoidal; /\““"” gain? 9.
input response. : : ' )

In one experiment, Fig. 14, the robot hand oscillated hori  .es '
zontally at 0.1 Hz (period” = 10 s) and its positior,(¢) over = A
time ¢ is —0.1sin(27¢/T) [m] (solid thick line). The pan and  ~—® “@7*'1
gantry joint responses were recorded (dashed lines). Glaigtry %! dashi Exp;;ime"tql"’
is quite obvious with its peak following the input peak. The par ™/ Thicx: 018 Kz ireut
leadsthe gantry as evidenced by the pan peak coming befor _., , 1 . : : , ,
the gantry peak. Simulations using (10) and (11) are also shov * e * =

(solid lines) and correspond closely to experimental results. _ _ .
Fig. 14. Coupled pan-gantry response to a 0.1-Hz, 0.1-m amplitude sinusoidal

1) Partitioned JOim'COUp“ng E_”Ode PlotsThe pan DOF target translation:; (thick solid line). Both experimental (dash) and simulated
acts like alead compensatorThis can be seen from the(solid) responses shown.

8
S

.29

25
Time [s]
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Fig. 15. Bode plots of coupled pan-gantry: (a), (b) pan magnitude and phase, (c), (d) gantry magnitude and phaseXgr= 1.0. Both Matlab-generated
(solid) and experimental (dot) results are shown. The pan’s magnitude peaks at 0.189 Hz with a 12.95 dB gaphasd @ngle. The gantry 3 dB down occurs
at 0.293 Hz and-166° phase angle.

Bode phase and magnitude plots which were obtained dominantly, and at medium target frequencies (e.g., 0.189 Hz)
the same manner as in Section IlI-B. Both and A, were both pan and gantry share in the tracking task.
set to one for this plot. Fig. 15 shows the resulting pan and2) Peak-to-Peak Pixel ErrorsPeak-to-peak pixel error, in
gantry Bode plots, respectively. Also shown are the Matlaksponse to asinusoidal input, is a reliable measure of lag perfor-
generated Bode curves (solid) using the transfer functiomance. A zero error signifies that there is no lag and means that
models (10) and (11). the target is always centered in the camera’s image plane. There
The pan’s Bode plot [Fig. 15(a) and (b)] has a resonant peaill be nonzero errors for several reasons. First, the gantry has
at 0.189 Hz (12.95 dB). Below this value, there is phase leatliggish response (as measured by its limited bandwidth) and
with amplified gain. At higher frequencies, gain is attenuatedill lag behind a fast moving target (as measured by the Bode
and hence filters high-frequency signals. Fig. 14 showed thbase plot). At high enough target frequencies, the pan will also
pan phase lead and at a 0.1-Hz target frequency input, the Béamlgbehind the target. Second, both the pan-only and gantry-only
plots shows this lead to be55.88. The pan coupling improves closed-loop systems are Type 1, which means that they only
gantry lag and bandwidth40.6°, 0.283 Hz) versus-52.8° have a single integratofz — 1), in the characteristic equation.
and 0.166-Hz values when there is no coupling. The net effed@gpe 1 systems always have tracking errors in response to a sinu-
can be summarized as follows: at low target frequencies (e.gpjdal input. Partitioning however exploits both the pan’s faster
0.020 Hz) the gantry handles tracking more dominantly, at higise time (to compensate for the gantry’s slower response) and
target frequencies (e.g., 0.80 Hz) the pan manages tracking mgaetry translation (to cut down camera-target bearing angle).
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p ZAxelresponse to xt = 0.1 m at 8.10 Hzi gantry ve. coupled panyantey, =
e . pan sain!. . 1.8 North l g,,
T gantry gain: 1.8 ;
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West r East
- Camera Motion §
Tine [s)
@ ; .
Pixel response xt = 8.1 m, 8.18 Hz: pan gain effects on coupled pan—gantry 1 South Target motion
R cve :
: L gantry gain = 1.8 Motor 1 (X) E
1 133 b~
pan gain: 1.8 Start @ @ @ @
66.7
pix] in: 2.8 /77
pix o gan\‘sa n [ @
-66.7
v Fig. 17. The person’s path around the workcell perimeter.
~133 |~
T et e T 0 overhead view in Fig. 17 gives the person’s general trajectory.
Tiee =1 The 15 numbers give approximate positions of the person and
(b) correspond to the fifteen sequential image stills in Figs. 18 and

Fig. 16. (a) Pixel errors for both gantry-onlp{ = 1.0) and coupled 1_9. The image stills were acquired from two videotapes. In
pan-gantry §, = A, = 1.0) systems to a 0.1 Hz, 0.1 m amplitude targefig. 18, a handheld video camera recorded the person and the
tranlslationx(tb)’\llote how corl]Jpling impm;es phase ?]nd hasl less psak-tO-p@%ene, and in Fig. 19 the robot camera taped its field-of-view.
pixel error. ncreasing the pan gain decreases the pixel error but can yie - e .
gantry end-point vibrations due to larger accelerations. In trqckmg a person,.the partitioned system illustrates sev-
eral points. First, a region-based SSD tracker can be used to
. | el 1. litud track geometrically complex targets, like a person’s head. An
Fig. 16(a)|p ptsplxe_ f\”ﬁ?ﬂf]—s r,toaO.l_Hz,O.lmamdp 'tg © SSD is a standard image processing technique and is simple to
targe.ttr?nshatlomt.wlt T - O'ri‘)”lL _h0.10m,aL1 f = ¢ implement for the real-time pixel measurements of the image
(i?é?éplxe IStTr? gantry;on ys%ste 4 - 1'?]) asapea _errEro centroid’s center-of-gravity. The SSD tracker uses correlation
pixels. The neteffectist _ atgantry'sphase properties ee|0it|l??neasuring pixel positions and is quite robust to nondetermin-
targetmore than 5 cm offtheimage plane center. The coupled PR head motions such as bobs sways, and turns
gan;[(ryploto}g 3:.)‘1" :I 1.0)rr]eve3als boftfhlmproved phaseanda Second, partitioning exploits the dynamic and kinematic
peal errgrtc)) ,7" plxes(es§t ar(; 9m|° —center)r.] , . attributes in a robot's DOF. The PTU’s large bandwidth affords
_ Fig. 16( ()j' ustrates re l:fe pl)lie erroras t gp?ns 98N fast camera accelerations and by visually servoing pan and
|sﬁ|ncrease S.FO)?IP - 2.0k7 the pea ergor |sh:’?3 pl()j(ebs (1'3 CMyilt, the image plane can be quickly centered over the target.
off-center). Smaller peak errors can be achieved by 'ncreas'ljaglematically servoing the gantry through joint-coupling

pan gan, howevgr, t_he coupling a's‘? Increases gantry Sta_rt'é‘%rl‘oits its abilities to cut bearing angles and transport the
apceleranons which increase end-point vibrations as seen méla era throughout the workcell,
first few seconds of the figure. Third, by using joint data, additional kinematic servoing rules
can be defined to exploit redundancy in a robot’s DOF, as well
V. PARTITIONING APPLICATIONS as overcome joint limits. The gantry has two horizontal D@F,
The framework and synthesis of a partitioned controller, d@ndg= (see Fig. 2). The horizontal DOF to couple with the pan
veloped in the previous sections, were extended by coupling ¢&0 be determined by monitoring pan angle quadrant. As the
tilt DOF to the gantry’s vertical DOF¢ in Fig. 2). Visually —person corners, coupling can be handed off from one horizontal
servoing pan and tilt can center the camera’s image plane ol%pF to the other. Another advantage is that joint limits can be
a target traveling in a general trajectory. Tilt coupling adds veitandled. For example, in one people tracking experiment [15],
tical gantry action and translates the camera up and down. Tthe pan hits its physical joint limit while the person travels in

resulting system was used to track a person and robot handghe south-west corner (Fig. 17). Partitioning however shares the
tracking task among the robot’'s DOF, and when panning is no

A. People Tracking longer possible, the gantry keeps tracking the target.

An 80x80 pixel SSD tracker was initialized over the .
person’s head and the partitioned system tracked a per?dnRObOt Hand Tracking
casually walking, cornering, and ducking around the workcell The system was used to also track a robot hand which
perimeter. The person’s motions were not planned but thanslates in a triangular trajectory seen in Fig. 20. The hand
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Fig. 18. Fifteen sequential images stills (top left to bottom right) captured by a handheld video camera.

first translates diagonally, 25 cm i and 35 cm inX, and ward. This hand trajectory (solid) and resulting partitioned
stops. It then moves up 20 cm alodfy pauses, then returnscamera position (dash) are shown in Fig. 21. SSD scale data
to its home position traveling both down and diagonally fomwere used to invoke the gantry DOF along Heaxis. As the
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Fig. 19. Fifteen sequential image stills (top left to bottom right) captured by the robotic camera.

scale changes, the gantry velocity in this direction is propd@. Regulator Retrofit

tionally servoed and thus adds depth regulation. Six sequenThjs application shows how the partitioning control law can
'[I{.-,l| image stills taken while tracking the hand are shown ige retrofitted to an existing visual servoing law, like a pose
Fig. 22. regulator. Our vision interest includes monitoring targets like
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Fig. 20. The Toshiba Hand moves in the triangular trajectory shown. Pan Jr31

tools and workpieces that move in an assembly workcell. As
such, there are critical times like during tool alignment and part
manipulation operations, when a desired camera-to-target pose
needs to be established and maintained. Target motions are typ-
ically slow compared to when the tool or workpiece undergoes
transport operations. Since such targets motions are slow, pose
regulating a camera is possible.

In revisiting the block tracking experiment, we retrofitted the
partitioned controller to the pose regulator and definadi and
softconstraints. In the hard constraint case, the camera is ser-
voed under regulator control and requires estimating target pose
using a full image Jacobian (four co-planar points). In the soft
constraint case, the partitioning control law actuates camera mo-
tions using only one image feature (one of the four co-planar
points). The net effect is that the target can be tracked using
rtitioning when its motions are fast and pose can be regulated

tilt couple gantry translations alon§ and Z axis using partitioned control. WNenN target motions are slow. Tracking in this manner is high-

Scale data regulates camera-to-target distance &long

Depth Regulation of a Generalized Target Motion
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Fig. 21. (a) The target moves in a triangular trajectory (solid Targ&arget
y and Target lines). The gantry positions the camera under partitioned contr,
(dashed’,, T'. lines). Scale data regulates the camera-to-hand distance (das

lighted experimentally tracking a block target in Fig. 23.

The block’s sidelengths are known and four SSD trackers are
placed at each corner. The block translates at 10 cm/s, slowly
curves at 2 cm/s and then stops. As mentioned in Section Il, pose
regulation fails at fast target speeds due to the gantry’s slug-
gish response. But by retrofitting partitioned control to the reg-
ulator, the fast target translation can be handled. The camera-to-
target pose was reestablished under regulator control when the
block moved slowly as seen by the similarity in the initial and
final pose (Fig. 23 top left and bottom right images, respec-
tively). Fig. 24 shows the gantry and PTU position and velocity
responses. The dashed line (added) is when camera servoing
switches from partition to regulator control. Asymptotic conver-
gence can be observed as pose is reestablished under regulator
control.

VI. CONCLUSIONS ANDPOTENTIAL EXTENTIONS

Ideally one would like to simply mount a vision system on
a robot to easily perform vision-based tasks. Implementation
however is confounded by many design factors. Robots with
multiple DOF, disparate servo update rates, and the required
task performance, are factors that convolute design decisions.
When visual servoing every robot DOF is not necessary, design
guestions arise, such as which DOF to choose, and what roles, if
any, do remaining DOF play in the task. Without any analytical
framework, the visual-servoing designer resortadchocgain
tuning and try-and-see implementations.

An analytical framework however, gives quantitative mea-
sures of a robot's DOF kinematic and dynamic attributes,
and potential insights, for visual servoing design synthesis. In
our frequency-based framework, we designed a multi-input
multi-output controller we called partitioning using insight
obtained from system identification of individual DOF.
Partitioning exploits each DOF’s attributes by defining an
underlying joint-coupling in the control law. By taking advan-
tage of the PTU’s large bandwidth, visually servoing pan and
tilt keeps the camera’s image plane centered over the moving
tzlirget. By exercising the gantry’s ability to transport the camera
ﬂg{pughout the workcell, tracking improves because of the

T, line) and converges whenever the target stops. (b) the pan and tilt respomiégluced camera-target bearing angle. Improved lag was seen by
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Fig. 22. Six sequential snapshots while regulating camera-to-hand distance. Rows 1 and 3 are image stills from a video camera and Rows 2 andilsare image s
from the robot camera. Top left to bottom right: (top left) from home the hand moves diagonally away from and to the left of the camera and resulip@mcamer
and side translatiorx'. The hand moves up and results in a camera tilt and upward transktiohe hand then moves both downward and toward the camera,

returning to its home position (bottom right). The final camera position has the target centered and parallel to its image plane, with the deaitedaaysie
distance.

the coupled pan-gantry Bode plots and peak-to-peak pixel ersmuggests sensor fusion; image and kinematic data are combined
measurements. Partitioning was then applied to track targetsa multi-input control strategy that defines an underlying
like people and robot hands withaapriori knowledge of their joint-coupling and achieves improved visually-servoed per-
motion trajectories. Partitioning can also be retrofitted witformance. Analysis of the resulting phase characteristics
other control laws to regulate pose [15]. The net effect is thedveals that large bandwidth DOF, which are visually ser-
with partitioning, we meet our end goal of visually trackingioed, physically act as lead compensators for DOF with slow
geometrically complex targets like grippers, parts, and toalssponse times. One extension is to incorporate additional
that move in a large assembly workcell. large bandwidth sensors, such as accelerometers, with vision.

A paradigm one notices in the visual-servoing literature ISombined with fast actuators, one can use frequency response
that only image data is used to actuate a robot’'s DOF to efféotsynthesize a system that mimics human oculomotor lead/lag
camera pose. Most robots however come readily equippeaimpensation. Such a system would afford quick tracking and
with additional sensors such as joint encoders. Our systevould be robust to end-point vibrations.
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Fig. 23. Hard and soft constraints: A Puma moves the block in a curvilinear trajectory (white arrow in the large left photo). The block translatgs, @it Oes
slowly at 2 cm/s, then stops. The block’s sidelengths are known and 4 SSDs track each corner. The 4 smaller photos on the right are sequentiairorage still
a videotape while recording the camera’s field-of-view. The top left image is the desired camera-to-target. pose. Partitioned control tstckeviregfhlock

(top right). As the block slowly curves and stops, regulator control begins (bottom left) and establishes the desired pose (bottom right).
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This can give further insight on synthesizing a robot-vision
solution. Combined with dynamic attributes such as bandwidth,
a performance cost can be defined that weights the servoing
of individual DOF. A prototype linear quadratic regulator for
partitioned tracking was designed in [16].

There are limitations in our system, some of which can be
handled through better hardware and software. The PTU’s se-
rial latencies increase program loop time and thereby reduce
the rate at which camera velocities can be updated. Access to
the PTU’s microcontroller interrupts and a real-time operating
system would define a precise timing budget and overcome this
limitation.

Our tracking tasks only requires simple image processing and
SSD region-based trackers were used to measure the image cen-
troid’s center of gravity pixel positions. Often one wants to regu-
late the camera-to-target distance for desired image resolution.
Measuring depth while both target and monocular camera are
moving ina priori unknown trajectories is an open problem.
We used SSD scale data for limited depth regulation, but under
gross changes in target pose or when image features are com-
pletely occluded, our system will fail.

Image understanding and processing are integral aspects in
designing a robot-vision system. However, in the big picture
of designing “eyes” for robots, this paper points to considering
“eyeball” design. In other words, visually-servoed tasks should
considering the mechanisms, like PTU’s, that servo the camera.
Our framework and resulting joint-coupled controller under-
score the advantages of such considerations and their potential
in synthesizing solutions.
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