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Abstract

In this paper we introduce a relighting algorithm for dif-
fuse outdoor scenes that enables us to create geometrically
correct and illumination consistent models from a series of
range scans and a set of overlapping photographs that have
been taken under different illumination conditions. To per-
form the relighting we compute a set of mappings from the
overlap region of two images. We call these mappings Ir-
radiance Ratio Maps (IRMs). Our algorithm handles cast
shadows, being able to relight shadowed regions into non-
shadowed regions and vice-versa. We solve these cases by
computing four different IRMs, to handle all four combina-
tions of shadowed vs. non-shadowed surfaces. To relight
the non-overlapping region of an image, we look into the
appropriate IRM which we index on surface normal, and
apply its value to the corresponding pixels. The result is an
illumination consistent set of images.

1. Introduction

Our experience in modeling architectural and archaeo-
logical sites [2, 3] has taught us that accurately capturing
the appearance of an outdoor scene is a difficult process.
Ideally, one would like to take a set of range scans and pho-
tographs to produce a correct geometric and photometric
model. But in practice, modeling is an incremental pro-
cess in which range scan and image acquisition are inter-
leaved. The main consequence of this interleaving is that
the images that we capture to represent the appearance of
the scene are spaced in time, and hence, since our sites are
outdoors, the illumination conditions can change from pho-
tograph to photograph. Thus, these images no longer repre-
sent a consistent appearance of the scene. If they are used
without further processing to render a textured model, the
result will show noticeable color discontinuities. In this pa-
per we address this problem and show how to relight a set of
photographs of an outdoor scene taken under different illu-
mination conditions to generate an illumination consistent
appearance.

The relighting algorithm uses the region of overlap be-

tween two photographs to compute a set of mappings that
we will use to relight the non-overlapping region. By ex-
ploiting the fact that most of the surfaces on our scenes
are diffuse and that illumination is distant, these mappings,
which we will refer to as Irradiance Ratio Maps (IRM), are
computed per surface normal. Shadows cast by the sun will
be present, and our proposed algorithm will handle them.
To relight in the presence of shadows we will need to com-
pute four IRMs, one that will map non-shadowed regions to
non-shadowed regions, one that will map shadowed regions
to shadowed regions, and two more, for the non-shadowed
versus shadowed cases. Once the IRMs are computed, each
pixel in the source image is multiplied by its corresponding
irradiance ratio to obtain the relighted color.

Relighting of outdoor scenes is a difficult problem and
little previous work has been done in the area. These scenes
consist of complex geometry and contain numerous occlud-
ing surfaces that make the problem even harder. We present
relighting results for a scanned building on the Columbia
University campus, and highlight the key aspects of our al-
gorithm along with areas for future improvement.

2. Background and motivation

Our long-term goal is to build accurate geometric and
photometric models of large sites that can be used for visu-
alization in augmented reality applications and also serve as
teaching tools. In archaeology, for instance, an augmented
reality application can assist researchers in post-excavation
analysis. During the past years we have been developing a
set of tools to automate the modeling pipeline, with empha-
sis in point cloud registration and image registration. We
introduced in [17] a set of algorithms for planar segmenta-
tion of point clouds, 3D line extraction and texture regis-
tration. The extracted 3D lines can be used for point cloud
registration, as presented in [3]. For scenes that do not con-
tain a large number of 3D line segments and planar regions,
we have developed a method that uses the shadows cast by
the sun for image registration [19]. We have successfully
applied these ideas to a real archaeological excavation con-
ducted by a team from the Stanford Archaeology Center.
The complete 3D modeling and visualization pipeline is de-
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scribed in [2].

3. Related work

Our work falls in the area of image-based reconstruction
of spatial appearance attributes using geometric informa-
tion, for which a wide range of techniques have been pro-
posed. Early work introduced the idea of view dependent
texture mapping (VDTM) [8, 15]. These methods use a set
of images to model the appearance attributes and recreate
view dependent effects by a weighted average of the images
that changes with the view direction. If the illumination of
the scene is kept constant while the images are taken, and
view dependent effects are not significant, VDTM can pro-
vide reasonable results.

3.1. Image-based BRDF reconstruction

To overcome the restrictions of a fixed illumination en-
vironment, more sophisticated appearance modeling tech-
niques have been sought [23, 10, 16, 6]. In these works
the images are given to an inverse rendering algorithm that
solves for the reflectance properties of the scene. The tech-
niques in this category factor the contributions of the illumi-
nation from intrinsic surface reflectance, which is described
by the spatially varying bidirectional reflectance distribu-
tion function (BRDF). The BRDF is a five variable function
fr(θi, φi, θo, φo, λ) that defines the ratio of incident to re-
flected radiance at wavelength λ, for a pair of incident and
viewing directions (θi,φi) and (θo,φo) respectively.

The recovery of the BRDF from a set of images re-
quires inverting the image formation process. To overcome
the high dimensionality of the BRDF and make this pro-
cess feasible, more compact representation that depend on a
small number of parameters have been developed. The sim-
plest of such models is the Lambertian reflectance model.
Other more realistic and physically possible models include
Ward’s model for anisotropic reflection [21], Lafortune’s
model for modeling specularities at different reflection an-
gles [9], and Oren and Nayar’s model for rough diffuse ob-
jects [13], among others.

Data acquisition for BRDF recovery in controlled lab-
oratory conditions requires taking images of an object un-
der a point light source that is moved around the object to
known 3D positions. The resulting images and light posi-
tions are used to find a best fit of a chosen parametric BRDF
model. In an outdoor setting, the case we are studying, solv-
ing for the BRDF is more difficult because there is no con-
trol over the incident illumination. Hence, the illumination
of the scene must be captured as well. This is not trivial for
the sun and sky, which together have a dynamic range far
greater than that of an indoor setting. Love [11] attempts
a simplified version of this problem. Keeping the camera
fixed, he acquires a set of images of a flat sample at dif-

ferent times of the day. He uses a sky and sun model to
compute the incident illumination and solves for a paramet-
ric BRDF. Yu et al. [24] propose a method to measure the
incoming illumination from the sun, sky and environment
from images and solve for the spatially varying BRDF of
an architectural setting. They assume a dichromatic model,
with a diffuse and specular component, where the diffuse
component varies over the surface and the specular is con-
stant for every surface patch. More recently, Debevec et al.
[7] extended the method of Yu et al. by introducing a novel
lighting measurement apparatus that can record the high dy-
namic range of both, sunlit and cloudy environments, using
a set of specular and diffuse calibrated spheres. They cal-
culate spatially varying diffuse surface reflectance using an
iterative inverse global illumination technique.

Illumination invariant representations of appearance are
good for graphics application where an object or scene
needs to be rendered under different illumination condi-
tions. In our visualization applications, however, we do not
require the illumination to change; we are only interested
in displaying our models in a static illumination environ-
ment, but we require the appearance attributes to be consis-
tent with that illumination. Hence, we employ a different
approach and choose to relight the images to compute an
illumination consistent texture.

3.2. Relighting and recoloring

Relighting methods are techniques derived from the
physics of the image formation process that work on an im-
age to change its illumination. Marschner and Greenberg
[12] use a range-scanned model and a photograph to com-
pute the incident illumination and relight the image to a user
specified lighting. The relighting is achieved by rendering
the model under the original and user specified illumination
conditions, computing the ratio between these two render-
ings, and multiplying the image by this ratio. Their method
works for Lambertian surfaces in the absence of cast shad-
ows. Beauchesne and Roy [5] present a relighting technique
that takes two images and a 3D model of a face, and com-
putes a relighted version of one of the images so that it
matches the illumination of the other one. On the overlap
region of the two images they compute an irradiance ratio
(which they call “ratio lighting”) for each surface normal.
To relight an image, they multiply it by the irradiance ra-
tio of the corresponding pixel surface normal. Our work
extends this idea to outdoor environments, where shadows
can be present and must be accounted for. The ratio image
has also been used for relighting in [22].

In addition, some researchers have proposed recoloring
methods to obtain color consistent textures. In general,
these recoloring methods apply a color transformation to
the image. Unlike relighting methods, these techniques
are not usually physically based. Agathos and Fisher [1]
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present a technique to create textures that look seamless.
Their method works by computing a global 3x3 color cor-
rection matrix from a pair of images. They compute this
matrix from the overlap region of the two images, and dis-
card pixels in shadow or highlight areas by thresholding.
They recolor one of the images applying the color correc-
tion matrix, and then they blend the overlapping areas us-
ing a weighted average. In computing the color correction
matrix they employ an image-based approach that does not
make explicit use of the underlying geometry. An extension
of this work to multiple overlapping images is presented
by Bannai et al. in [4], where they compute multiple color
space transformations, first between patches of the same im-
age and then between multiple overlapping regions.

4. Relighting using irradiance ratio maps

The problem we are solving can be stated as follows.
Given,

1. G the scene geometry, geo-referenced.

2. I = {I1, I2, . . . , In} a set of photographs of the
scene captured under illumination conditions L =
{L1, L2, . . . , Ln}. Some of the images overlap.

3. P = {P1, P2, . . . , Pn} the set of camera projection
matrices that relates G with I.

we want to create a textured model of G as illuminated by
one of Lr ∈ L, i.e. we want to relight all images in I to il-
lumination Lr and map them to the model. In addition, we
know the time at which each photograph was taken; hence,
we also know the sun position at the instant. We also know
we are dealing with a naturally lighted scene, where the
light comes from the sky and the environment. Shadows
will be present and dealt with.

The reflection equation describes how light in the en-
vironment is reflected by a surface point x. For a viewer
whose position relative to x is described by a direction
(θo, φo), the reflected radiance B is given by:

∫
Ωi

L(x, θi, φi)fr(x; θi, φi; θo, φo) cos θidωi (1)

where L is the incident radiance, i.e. illumination, and fr

is the BRDF. Although we have not explicitly stated so, this
equation has an additional dependence on wavelength. For
diffuse surfaces, (1) becomes

B(x) = ρ(x)
∫

Ωi

L(x, θi, φi) cos θidωi (2)

where ρ is the surface albedo. For simplicity, define the
irradiance at x as

E(x) =
∫

Ωi

L(x, θi, φi) cos θidωi (3)

Then the reflected radiance equation (2) becomes

B(x) = ρ(x)E(x) (4)

Note that there is still a dependence on the surface posi-
tion, on both the albedo ρ and the irradiance E. In outdoor
environments, the illumination from the sun and sky is far
from the scene. If we momentarily ignore cast shadows,
and make the assumption of distant illumination, we can
reparametrize equation (4) by the surface normal at x and
remove the dependence of the irradiance on spatial position:

B(x) = ρ(x)E(n(x)) (5)

To perform the relighting operation, we will define an irra-
diance ratio map (IRM). Given both, the target and source
illumination environments Lr and Ls, we define the irradi-
ance ratio map parametrized by the surface normal n as:

Rr,s(n) =
ELr

(n)
ELs(n)

(6)

where EL(n) is the irradiance at a surface point with normal
n and incident radiance L. Given the IRM R for all surface
orientations, it is possible to compute the reflected radiance
under the target illumination Lr:

BLr
(x) = ρ(x)ELs

(n(x))R(n(x)) (7)

Hence, if we can compute R from the image set I we can
solve the relighting problem.

4.1. Computing the IRM from a set of images

An image is an array of brightness measurements. A
single measurement I(x, y) is related to the reflected scene
radiance B by the camera response function s. For a point
x in the 3D world, its measured intensity is:

I(P (x)) = s(B(x)) (8)

where P is the 3D to 2D projection function. By dividing
the light spectrum into distinct channels (e.g. RGB) and
replication the above equation for each of these, the depen-
dence on wavelength is accounted for. We can now write
the IRMs in term of image measurements:

Rr,s(n(x)) =
s−1(Ir(Pr(x)))
s−1(Is(Ps(x)))

(9)

4.2. Extending the IRMs to handle shadows

In an outdoor environment, there are two main sources
of light: the sun and the sky, giving rise to two components
of incident illumination, a direct and a diffuse component.
Some surfaces will receive light from both, some others will
be shadowed and only receive light from the sky. There
are two types of shadows. A surface might be shadowed
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because its surface normal points away from the sun. In this
case, we will refer to these shadows as attached shadows.
In addition, a surface might also be shadowed because there
is an object occluding the sun, producing a cast shadow.

A single IRM can be used to relight in the presence of at-
tached shadows. Cast shadows, however, present a different
problem. Irradiance at a surface point that is occluded from
the sun will be different from the irradiance at another sur-
face point with the same orientation that is receiving light
from the sun. A single IRM will not be enough to handle
this situation. Under the assumption that irradiance at all
shadowed surface points with the same orientation is simi-
lar, it is possible to extend the IRM concept to handle cast
shadows. It will be necessary to split the set of surfaces
normals that can receive light from the sun into two sets: a
shadowed set and a non shadowed set. Instead of a single
IRM, four will be necessary: one for relighting those sur-
face normals that are not in shadow in both images, one for
those surface orientations that are in shadow in both images,
and two more for the shadowed / non-shadowed cases. The
IRMs are computed from the overlap region between the
two images involved in the relighting operation. To relight
surfaces in the non-overlap region, the irradiance ratio for
the corresponding orientation is looked up in the appropri-
ate IRM.

5. The relighting pipeline

Our relighting pipeline has three stages: a pre-processing
stage, an IRM computation stage, and a relighting stage, as
shown in Figure 1. For accurate results, we work directly
with the raw images produced by a Nikon D100 camera.
These images have 12 bits per channel per pixel, thus giving
a higher dynamic range than regular 8 bit images.

5.1. Preprocessing

The input to our relighting procedure is a set of images,
the geometric model of the scene, and the corresponding
image registration. To build our geometric models we used
a Leica HDS 3000 time-of-flight scanner that can take 360
degrees scans. The resulting point cloud (see Figure 3 ) is
tessellated into a triangular mesh. The images and the ge-
ometry are registered in the same coordinate system. This
can be done manually by picking matching features in the
image and the 3D model and computing a projection ma-
trix, or using automatic methods that we have previously
developed [18, 19].

Before we can compute the IRMs we need to compute
at each vertex of our model two maps: a visibility and a
shadow map, as described next.

Visibility map. The visibility map is a boolean mapping
that for each vertex-image pair is true if the vertex is visible
in the image. Three conditions are tested for each image at

each vertex to determine its visibility (see also [16]): first,
the projection of the vertex must be within the boundaries of
the image; second, the the surface normal at the vertex must
be pointing towards the camera (i.e., the angle between the
optical axis of of the camera and the surface normal vector
must be less tan π/2); and, finally, there must be no other
surface point in the line connecting the camera and the ver-
tex (i.e. the vertex must be visible from the camera).

Shadow map. The shadow map is another boolean map.
For each vertex-image pair, the value of the shadow map is
true if there was was an occluder from the vertex in the di-
rection of the sun at the moment the image was taken. To
compute this mapping, we record the date and time each
image was taken, which together with the latitude and lon-
gitude coordinates of the scene are given to a sun position
calculator to obtain the position of the sun in the sky. For
every mesh vertex we then trace a ray in the direction of the
sun. If the ray intersects with the known scene geometry,
the vertex is shadowed, otherwise it is unshadowed.

Our geometric models are not always complete, and
missing geometry might lead to a vertex being incorrectly
labeled as unshadowed. We can get better results if we sup-
plement the object space shadow detection by an image-
based approach. We detect the shadows in the image us-
ing thresholding and then map the vertices in the model to
pixels in the image. If the vertex maps to a shadow pixel,
we can mark it as shadowed. This technique will work for
all vertices that map between the boundaries of a given im-
age and is essential for accurate computation of the IRMs.
For other vertices, however, we rely solely on the geometry
based-shadow detection. This will not affect the IRM com-
putation, but can have an impact on the relighting operation.

Image linearization. All images are linearized to re-
move the effects of the camera response. The camera ra-
diometric calibration is achieved by taking an image of a
Macbeth color calibration chart and computing a piecewise
linear gain function and a color transformation matrix. We
use the tools provided by the Radiance Lighting Simulation
System [20] for this purpose. The resulting linearized im-
ages are stored in floating point format and all subsequent
operations are performed with floating point precision.

5.2. Computing the IRMs

At this point we select two images, the one to be re-
lighted, or source image, and the image whose illumination
we want to match, the target image. To compute the IRMs
we iterate over all the vertices of the mesh that are visible in
both images. In addition, we look at the shadow bit for each
image to establish which of the four IRMs the irradiance ra-
tio sample will go to. We project the vertices to the images,
gather their RGB values and compute the ratio. The IRMs
are stored as 2D maps. The surface normal at the vertex is
quantized to its corresponding bin in the 2D map and the
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Figure 1. The stages of our relighting pipeline. In the pre-processing stage we compute a shadow and visibility maps
for each image at each vertex. We then use this information to collect the IRM samples and compute the 4 IRMs, which
are the input to the final stage, where the relighting is performed per pixel. See text for more details.

sample is stored in the IRM. Once all samples are collected,
we compute the mean irradiance ratio at each bin in each of
the four IRMs.

5.3. Relighting

While we sample a sparse set of points to compute the
IRMs, the relighting operation is performed on a per pixel
basis, since every pixel in the source image needs to be re-
lighted. Hence, for each pixel in the source image we need
to know: its surface normal, its shadow bit for the source
image and its shadow bit for the target image. These three
values had been previously collected per vertex on the ge-
ometric model. To compute these on a per pixel basis, we
render the geometry using the computed camera projection
for each image and color encode the required information.
First, we create a color encoded rendering of the surface
normals. At each vertex, we map its surface normal to an
RGB value. The graphics hardware rasterizer does the in-
terpolation between two vertices and fills the intermediate
pixel values. In a similar way, we render the shadow maps
for the source and target image illumination. A shadowed
vertex is given a blue color and a non- shadow vertex is col-
ored red. If a mesh triangle contains blue and red vertices,
the colors will be interpolated, allowing also to linearly in-
terpolate between IRMs.

Once these auxiliary images have been generated, we it-
erate over each pixel in the source image and compute its
relighted value in the following manner: first we look at
the source and target shadow maps to select the appropri-
ate IRM; then we look up the surface normal, quantize it to

its 2D representation and index the selected IRM to obtain
the corresponding irradiance ratio; finally, we multiple the
source pixel by the irradiance ratio. We ignore those pixels
for which we do not have geometry (e.g. sky pixels). The
resulting image is a floating point high-dynamic range im-
age. All floating point images in our system are converted
to their 8-bit counterpart using the same exposure and color-
balance settings.

It is important to highlight that the relighted image is
not shadow free. Our goal is not to remove shadows but to
make the shadows look consistent. Whether a pixel should
be in shadow or not is given by the position of the sun in
the target illumination. Hence, during the relighting opera-
tion four different scenarios can occur. A shadowed pixel in
the source image can be turned into a non-shadowed pixel;
a shadowed pixel can be left as a shadowed pixel; a non-
shadowed pixel can be turned into a shadowed pixel; and a
non-shadowed pixel can be scaled to a non-shadowed pixel.
For the relighting to perform well, it is required that high-
dynamic range images are used. Otherwise, there might not
be enough information in the shadow region to compute a
meaningful color.

6. Experimental results

To verify the validity of our approach, we scanned
an area of the Columbia Campus (see Figure 3) and ac-
quired several photographs that spanned different illumina-
tion conditions. For testing purposes (to have ground truth),
the photographs overlap almost completely. We masked out
windows and trees to exclude them from the relighting op-

Proceedings of the 5th Int’l Conf. on 3-D Digital Imaging and Modeling (3DIM 2005) 
1550-6185/05 $20.00 © 2005 IEEE 



Figure 2. Two of the images that we used in our experiments. Notice the difference in illumination and shadows (both
images are displayed with the same white balance settings). In the relighting test described in the text, the left image is
the source and the right image the target.

Figure 3. A point cloud of the model we used in our
tests.

eration.
Figure 2 shows two of the images that we used to per-

form our experimental verification. The left image, which
contains shadows cast by a nearby building, was set as the
source, and the right image was picked as the target. We ran
both images through our relighting pipeline and the results
are displayed in Figure 4.

Figure 4 shows the model at different scales both before
and after the relighting. In the left column, the left half of
the model is textured with the target image and the right
half with source image. In the middle column, the left half
of the model is textured with the target image and the right
half with the relighted version of the source image.With no
relighting, the color transitions between the two textures
(marked with an ellipse in Figure 4 are noticeable. After

the relighting, the transitions look seamless and the regions
that were darkened by shadows (marked with a rectangle in
Figure 4) are no longer dark. The rightmost column shows
the ground truth; the images in this column are renderings
of the model textured with the target image. It can be seen
that the relighted image and the ground truth agree well ex-
cept for a yellow streak in the shadow to non-shadow tran-
sition. This yellow streak lies in the penumbra regions of
the source image, i.e. the regions where the sun is partially
occluded and the shadows are not as dark. Even though we
do interpolate between IRMs in these regions, the resulting
image still has some artifacts. A potential solution to this
problem is discussed below.

7. Discussion and future work

The relighting problem in the context of outdoor envi-
ronments is a difficult one and little previous work has been
done. To the best of our knowledge, our work is the first
of its kind that addresses the problem of relighting shadows
cast by the sun that does not explicitly measure the inci-
dent illumination. Our method is derived from the theory
of the image formation process and how light interacts with
participating surfaces as opposed to weighted averaging ap-
proaches. In addition, we have also performed a radiometric
calibration of the camera to account for the response func-
tion of the sensor, which is ignored in other previous work.
Still, further work needs to be done in the following areas:

Penumbra transition. As described earlier, our algo-
rithm does not yet handle penumbras correctly. The size of
the penumbra is proportional to the distance to the object
that is occluding the sun. Near-by occluding surfaces cast
small penumbras, while objects that are far away produce
a larger penumbra. Since we know the distance to the oc-
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Figure 4. Results of the relighting operation. The left column shows the model texture-mapped on the left half with the
target image and the right half with the source image. The middle column shows the model with the target image on
the left half and the relighted source image on the right half. The right column shows the target image texture mapped
on the entire model. Row 2 shows two areas of interest. The rectangular area shows how the shadows in the source
image have been relighted using the target image. Row 3 is a zoomed image of the elliptical area in row 2 showing the
seam from the two images (left) and seamless transition due to the relighting (middle). These images should be viewed
in color.

cluder, we can use this information to handle the transition
smoothly.

Shadow detection. Shadow detection requires knowl-
edge of the complete scene geometry to produce accurate
results. In scanning applications one hardly acquires the
scene geometry completely and the resulting models usu-
ally contain holes. These holes proved to be a problem to
us since some shadowed vertices would be marked as non-
shadowed (the sun ’leaked’ through the hole). To fix these
cases, we supplemented this object-space method by the
image-based technique described in section 5.1. However,
we believe further improvements can be done that exploit
both image and geometry constraints.

Non-diffuse surfaces. Our method assumes a diffuse
surface reflectance model. There may be imaging condi-
tions which will not meet this assumption. We are currently
experimenting using more sophisticated reflectance models

in the context of IRM relighting.

Extending irradiance ratio maps to unseen surface
normals. We compute the IRMs over the overlap region
of two images and use them to relight both the overlapping
and non-overlapping regions. In the process, we might en-
counter some surface orientations in the non-overlapping
region for which we have not computed an irradiance ra-
tio. Beauchesne and Roy [5] solve this issue by applying
a Gaussian filter to the ’ratio lighting’ map and computing
the missing values. We plan to take a different approach. In
outdoor scenes, light comes from the sun and sky. There are
empirical and theoretical models available (e.g. Preetham’s
model [14] ) that describe daylight. We would like to use
these models to predict from the irradiance ratio samples
some parameters for the illumination and hence compute
the missing irradiance values for the unseen surface nor-
mals.
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