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What is the problem?
Classification is a canonical machine learning problem that enables machines to predict the category of

some query data. The problem is formalized as finding an optimal boundary between data points to decide

that data points on one side of the boundary belong to one category, and data points on the other side of

the boundary belong to another category. Mathematically, the boundary is represented by a line in two

dimensions, a plane in 3-dimensions, and a hyperplane in higher dimensions. Since most real-world

classification problems are in higher dimensions, the computation that it takes to determine the best

boundary can be taxing, which presents a lot of opportunities for parallelizing the problem. In this project,

we plan to classify the Red Wine Quality Dataset

(https://www.kaggle.com/datasets/ryanholbrook/dl-course-data?select=red-wine.csv), which classifies

wines into different quality categories based on their physicochemical properties, using the stochastic

gradient descent algorithm with the supervised machine learning model known as the support vector

machine. We are working with an existing sequential implementation of support vector machines using

stochastic gradient descent.

Where can we parallelize?
Gradient Descent is used in the support vector machine to find the best parameters of the hyperplane.

However, when using all the points in the calculation of loss and derivatives, it requires a large number of

vector calculations, so we use stochastic gradient descent to only calculate a mini-batch of the training

data, and we can also optimize the speed of training using parallelization. There are two ways of

parallelization. One is synchronous, and the other is asynchronous, also known as hogwild. We will

compare the performance of the two algorithms and how much speedup they can achieve compared to the

non-parallel stochastic gradient descent and find their limitations.
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