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Project Intro 

Target: Use FPGA to accelerate the inference process of a CNN architecture 

Import parameters 
and image

Run inference purely 
on hardware

Display result
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CNN Architecture 
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MATLAB Golden Model 

Accuracy in TF: ~95%
Accuracy in MATLAB: ~92%

Input/Output: 8-bit fixed point
Computation (Addition & Multiplication): 16-bit fixed point

Purpose: Model every single output from accelerator for verification
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Hardware Top Level

Hardware Blocks:
• Mem_Read
• Mem_Write
• 4 image RAM
• 4 Dense RAM
• 4 Result RAM
• 1 Conv RAM
• NPU (Processing Core)

Image & Dense & Conv RAM

Result RAM
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HW/SW Interface

• 32-bit Avalon bus: pass the image, weights and biases data before all the 
computation.

• Bus connected to “data_reg” and “control_reg” 32-bit registers in hardware

• “set_data” function passes Avalon bus data to “data_reg”

• “set_control” functions passes Avalon bus data to “control_reg”

• “read_ready” functions continuously check if the computation is completed

• “read_answer” functions read the computation result from the FPGA
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HW/SW Interface
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Current Problem:
• The frequency of software (HPS) is higher than the frequency of hardware (FPGA)

• Timing requirement of Mem_Write is very strict, which cannot be fulfilled by HPS

• It is difficult to perfectly align the timing of software and hardware



NPU Architecture
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Three main blocks:
• FSM
• NPU Core
• SSFR (Stationary Special Function Registers)



NPU Architecture
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Features:
• 4 parallel MAC channels
• 8-bit input
• 8-bit/16-bit output
• 7 flexible output options
• Auto saturation control
• Auto result recording
• Auto maxpooling support
• Auto output neuron comparison
• Activation function choice



Memory Operation
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Example of a 2D image (10 by 10)

Temporary buffer approach for generated the required sequence



Memory Operation
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The transformation of four 4 by 4 regions after convolution and maxpooling



Inference Procedure
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Conv2d1 + maxpooling 1

Conv2d2 + maxpooling 2

Conv2d3

Dense1

Dense2

Memory Use: 4 Image RAMs + 1 conv RAM, Results go to 4 Result RAMs

Memory Use: 4 Result RAMs + 1 conv RAM, Results go to 4 Result RAMs

Memory Use: 4 Result RAMs + 1 conv RAM, Results go to 1 Result RAM

Memory Use: 1 Result RAM + 4 dense RAMs, Results go to 4 Result_RAMs

Memory Use: 1 Result RAM + 4 dense RAMs, Results go to 7-segment LED
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