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1 Overview & Background

Item-based Collaborative Filtering is an algorithm that computes item similarity based on the
ratings or interactions of items by users. With this algorithm, one will be able to predict the products
that a user might like. Hence, it is widely used in recommendation systems. Large companies such
as Amazon use Item-based Collaborative filtering to recommend products to their users.

To compute item-item similarity, a utility matrix is involved. In this example, there are 6 movies
and 12 users, and we are trying to predict the rating of movie 1 by user 5. (Note: Some movies are
not rated):
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Steps to predict rating of movie 1 by user 5

Let S;; be the similarity between movie ¢ and j, r5; be the rating of user « on movie j, N(i;x) be
the items rated by user x that are similar to 7. The predicted rating for item ¢ by user z is:
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1. Mean-center the rating of each movie. (For movie 1, the mean centered ratings are [-2.6, 0,
-0.6, 0, 0, 1.4, 0, 0, 1.4, 0, 0.4, 0]

2. Compute N(1;5): Compute the cosine similarity between movie 1 and other movies (S1,), and
select the top k movies that are similar to movie 1. (For k = 2, the answers are movie 3 and
6).

3. Compute 75 1: Predict movie 1’s rating by taking the weighted average of the top k movies
similar to movie 1 (Equation 1).



2 Problem Formulation

In this project, I will be using the MovieLens dataset, which provides 100000 ratings (943 users,
1682 movies). The program will take a user id as the input and recommend n movies for each movie
that the user has already rated.

Deliverables

1. Implement a sequential version
2. Implement a parallelized version

3. Compare the difference between the two versions

Possible ways to implement parallelism or compare different methods

1. Store the utility matrix in different formats and compare the performance of parallelism among
these formats. (Ex. Traditional 2D matrix vs. CSR format).

2. Parallelize the computation of item-item similarity. Computing the similarity between an item
and all items sequentially will cost O(|I||U]). Where |I| is the number of items and |U| is the
number of users.
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