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Abstract The Switchboard Dialog Act (SwDA) corpus has been widely used for di-
alog act prediction and generation tasks. However, due to misalignment between the
text and speech data in this corpus, models incorporating prosodic information have
shown poor performance. In this paper, we report the misalignment issues present in
the SwDA corpus caused by previous automatic alignment methods and introduce a
re-aligned, improved version called RASwDA (Re-Aligned Switchboard Dialog Act
Corpus). Our goal is to create the largest publicly available two-speaker dialog act
corpus that has correctly aligned transcripts and speech. Through manual realign-
ment and validation of 537.5 conversations completed so far, we have exceeded
the state-of-the-art dialog act recognition results trained on SwDA. As we continue
to expand RASwDA by re-aligning the remaining conversations from SwDA, we
anticipate further improvements in model performance, facilitated by a larger and
more accurate dataset.

1 Introduction

Dialog Act (DA) prediction and production is of seminal importance today in re-
search, government and industry, as more and more dialog systems are being built
to interact with people for training, education, decreasing human workload in call
centers, and providing problem-solving advice. While many corpora have been de-
veloped and annotated for building machine learning models in DA prediction or
generation tasks, only a few have been transcribed in speech. Many others were
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annotated using domain-specific DAs or are limited in the number or length of con-
versations. Among the annotated DA corpora, only the Switchboard Dialog Act
(SwDA) Corpus [16] includes domain-independent spoken conversations between
two speakers, making it unique for modeling the type of interactions that are primary
in most systems used today, such as information services and online chats.

Although the SwDA corpus is widely used for DA prediction and generation
tasks, it suffers from a critical limitation: inaccurate alignments. The corpus con-
sists of transcripts and speech derived from the larger Switchboard corpus [13],
which were originally aligned using a GMM-HMM speech recognition system.
However, these alignment results are unreliable, making it extremely difficult to
use both speech and text data to accurately predict or generate DAs. There is very
little evidence that the use of speech features from the currently aligned corpus
significantly improves their results in any way and sometimes even leads to worse
performance [28, 21, 29, 30].

Previous attempts to re-segment the Switchboard corpus, upon which SwDA is
built, have resulted in completely different transcriptions and utterance boundaries
that do not coincide with those in the SwDA [11]. While the NXT-format Switch-
board Corpus links the transcriptions in SwDA with the alignments from [11], it
does so for only 642 of the 1,155 conversations in SwDA [8]. To date, no one has
produced a full realignment of all 1,155 SwDA conversations.

Our project aims to create an improved, Re-Aligned Switchboard Dialog Act
(RASwDA) corpus for DA tasks by manual re-alignment and validation by experts
on both sides of all SwDA conversations to correct the errors introduced by the early
automatic alignment. Our goal is to 1) produce a more accurate RASwDA corpus
for DA prediction and generation tasks and 2) set a new benchmark for identifying
DAs using machine learning models that incorporate both text and speech features.
We demonstrate that this new version of the SwDA corpus provides more useful
information in both text and speech for DA identification models by comparing the
new results to models built on the earlier version of the corpus. To encourage the
wider community to make use of the fully re-aligned corpus, we will make it pub-
licly available, thereby facilitating the current research efforts focused on modeling
human-human and human-machine conversation. 1

2 Related Work

2.1 Dialog Act Labeled Corpora

Many corpora, including SwDA, have been annotated for DAs. They vary in do-
mains, languages, types of interactions, and the number and type of annotated
DAs. While some corpora were annotated using small tag sets, such as the DCIEM

1 Data will be available through Linguistic Data Consortium (LDC), which currently provides
many earlier versions of this corpus.
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Map Task [4], the AMI Meeting [9] (under 20), and the Columbia Games Cor-
pus (only 7) [14], others were annotated using tag sets with hundreds of tags, such
as DIHANA [5] and NESPOLE [10]. Furthermore, some corpora, including the
DCIEM Map Task, SwDA, SCHISMA [18], ICSI-MRDA [25], and AMI Meeting,
utilized domain-independent tag sets suitable for annotating various corpora. On
the other hand, corpora such as VERBMOBIL [17], NESPOLE, DIHANA, LEGO
[24], TourSG [19], Ubuntu IRC [20], MultiWOz and its multiple updated versions
[7, 12, 31], and Audio Visual Scene-Aware Dialog (AVSD) [1] were annotated us-
ing domain-dependent tag sets. Notably, many corpora did not include speech data,
such as DSTC6 corpora (Twitter, WOCHAT) [15], Ubuntu IRC, and MultiWOz.

Among these DA corpora, SwDA is particularly valuable for investigating how
speech and transcripts synergize to facilitate DA modeling in conversations. The
corpus contains a substantial number of annotated segments and provides both
speech and transcripts with domain-independent data, distinguishing itself from oth-
ers with a limited number of annotations, such as SCHISMA and DCIEM Map
Task. Although ICSI-MRDA and the AMI Meeting corpus also offer sizable anno-
tated speech data in multi-participant meetings, only SwDA exclusively comprises
dialogs between two individuals, making it particularly relevant for modeling the
types of two-party interactions prevalent in conversational systems today. However,
the limitation of SwDA lies in its inaccurate alignment of speech and transcripts,
which cannot be used to identify or generate appropriate acoustic-prosodic features,
such as pitch, intensity, speaking rate, and voice quality.

2.2 The Switchboard Dialog Act Corpus

The original Switchboard Corpus is a corpus of 2,400 two-sided telephone conver-
sations, each between two native speakers of American English from different parts
of the United States, and was collected in 1990-91 by Texas Instruments. The initial
goal for this corpus collection was to develop speech processing algorithms, particu-
larly speaker verification algorithms [13]. The SwDA corpus [16] was created from
a portion of the Switchboard corpus, specifically LDC’s Switchboard-1 Release 2
(LDC97S62) [13]. It consists of 1,155 conversations out of the original 2400 con-
versations, ranging from 1.5 to 10 minutes, comprising a total of 205,000 utterances
and 1.4 million words.

SwDA was labeled with an augmented version of the Discourse Annotation and
Markup System of Labeling (DAMSL) tag-set [2], the SWBD-DAMSL label set
of 42 DA labels. The DA labels include items such as Statement-non-opinion, Ac-
knowledge, and Statement-opinion, which represent over two thirds of the 42 DA
items annotated; the full list is shown in Table 1.

The SwDA conversations were initially force-aligned with the participants’
speech in the 1990s using a GMM-HMM Switchboard recognition system to iden-
tify the start and end times of speech segments [26, p. 454]. However, due to the
limited reliability of ASR systems used during that era and various challenges posed
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by the recordings and the transcripts, much of this alignment contained major errors,
so it is impossible to perform accurate prosodic analysis on the DAs from their poor
alignment with the audio.

Problems with this speech aligner included misalignment of reduced and low-
energy speech. Based on manual inspection of hundreds of audio files, we have also
found that background noise from sources such as static, telephones ringing, chil-
dren crying, music, radios, and TV’s has also reduced the original alignment quality.
Problems with the conversations’ transcripts at the time included mis-transcribed or
simply missing words (some had been excised in a previous transcription task as
“not useful words”). Only a small subset of these alignments were corrected to cre-
ate a small DEV test set. The rest of the corpus was left in its original, poorly aligned
state.

3 SwDA Alignment Diagnosis

While the SwDA corpus has been widely used to build models to detect different
DAs, studies have observed that incorporating the audio information from SwDA
does not improve DA prediction or generation scores, and can sometimes even
worsen them. This is likely due to the poor alignment of the audio with transcripts
and dialog act labels. [28, 21] showed that integrating prosodic information with
transcripts improved DA prediction accuracy only for a couple of selected DAs,
while having negative or no effects on the rest. The DA recognition model that in-
corporates prosody reported a lower F1 score, compared to the model trained solely
on transcripts [29]. Similarly, [30] found that removing pitch and energy features
resulted in only a marginal decrease in accuracy (1% and 0.6%, respectively) for
their end-to-end DAC model on the SwDA corpus.

Transcripts and their aligned speech were often completely incorrect. We have
found 27 conversations in which speakers were recorded on the wrong channel, re-
sulting in incorrect speaker identifications when we attempt to match speaker audio
with transcripts. Overlapping speech segments also cause confusion in the automatic
alignment process. In many cases, shorter DAs such as backchannel or simple “yes”
or “no” responses are missed entirely by the aligner. Furthermore, the presence of
numerous simple timing errors in earlier parts of the conversations can propagate
throughout the rest. These issues further highlight the challenges and limitations
of DA modeling based on the SwDA corpus, underscoring the urgent need for its
correction and improvement.

4 Re-alignment Methods

To produce high-quality alignments between the audio and transcripts of SwDA, we
employ a two-step process. First, for conversations among the 642 conversations
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DA Description Count (Full) % (Full) Count (RASwDA) % (RASwDA)
sd Statement-non-opinion 75145 34.26 32406 24.53
b Acknowledge (Backchannel) 38298 17.46 16297 12.34
sv Statement-opinion 26428 12.05 11762 8.90

% Abandoned, Turn-Exit, or
Uninterpretable 15550 7.09 6729 5.09

aa Agree/Accept 11133 5.08 4973 3.76
x Non-verbal 3630 1.65 3591 2.6
qy Yes-No-Question 4727 2.15 2053 1.55
ba Appreciation 4765 2.17 1799 1.36
ny Yes answers 3034 1.38 1252 0.95
fc Conventional-closing 2582 1.18 1056 0.80
qw Wh-Question 1979 0.90 874 0.66
nn No answers 1377 0.63 595 0.45
bk Response Acknowledgement 1306 0.60 555 0.42
h Hedge 1226 0.56 507 0.38

qy ˆ d Declarative Yes-No-Question 1219 0.56 472 0.36

bh Backchannel in question
form 1053 0.48 445 0.34

bf Summarize/reformulate 952 0.43 444 0.34
ˆ q Quotation 983 0.45 427 0.32

fo o fw ” by bc Other 883 0.40 408 0.31
na Affirmative non-yes answers 847 0.39 351 0.27
qo Open-Question 656 0.30 310 0.23
ˆ 2 Collaborative Completion 723 0.33 308 0.23

b ˆ m Repeat-phrase 688 0.31 283 0.21
ad Action-directive 746 0.34 282 0.21
qh Rhetorical-Questions 575 0.26 265 0.20

ˆ h Hold before
answer/agreement 556 0.25 219 0.17

ar Reject 346 0.16 141 0.11
ng Negative non-no answers 302 0.14 137 0.10
br Signal-non-understanding 298 0.14 137 0.10
no Other answers 286 0.13 121 0.09
fp Conventional-opening 225 0.10 117 0.09
qrr Or-Clause 209 0.10 98 0.07

arp nd Dispreferred answers 207 0.09 91 0.07
ˆ g Tag-Question 92 0.04 53 0.04

oo co cc Offers, Options, Commits 110 0.05 52 0.04
t1 Self-talk 103 0.05 44 0.03
bd Downplayer 103 0.05 43 0.03

aap am Maybe/Accept-part 105 0.05 40 0.03
qw ˆ d Declarative Wh-Question 80 0.04 37 0.03

fa Apology 79 0.04 34 0.03
t3 3rd-party-talk 117 0.05 32 0.02
ft Thanking 78 0.04 28 0.02

Table 1: Comparison of the original SwDA DA counts (“Count (Full)”) and our
realigned corpus RASwDA DA counts (“Count (RASwDA)”). Original counts from
[23].
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(a) Automatic alignment.

(b) Automatic alignment + manual correction.

Fig. 1: A section of a SwDA transcript in the Praat interface (a) before and (b)
after manual correction of the automatic alignment generated by aeneas. Praat al-
lows aligners to view the waveform and spectrogram of the speech signal (top two
sections of display) and a TextGrid transcript (bottom section of display) simultane-
ously.

which are included in the NXT-format Switchboard Corpus [8], we parse time-
aligned SwDA transcripts from the NXT-provided XML files into TextGrid format.
For conversations not included in the NXT-format Corpus, we parse each conversa-
tion’s transcript into separate transcripts for each speaker. We also take advantage
of the fact that speakers are recorded on separate channels to separate the audio for
each conversation into two WAV files, one with each speaker’s speech [27]. Then
(for transcripts not sourced from NXT-format Switchboard) we compute the forced
alignment for each utterance in each speaker transcript and conversation with the
aeneas library [22], shown in Figure 1a. Based on manual inspection, we find that
further manual realignment is still necessary to correct forced alignments generated
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with aeneas, as many of the issues that affected the original forced alignments (e.g.
background noise) also affect the accuracy of the aeneas alignment.

Second, we manually correct the TextGrids produced both from the NXT-format
Switchboard Corpus alignments and the aeneas forced alignments (Figure 1b). We
use the Praat speech analysis interface, which allows expert aligners to easily manip-
ulate audio and transcripts simultaneously [6]. Specifically, we convert each SwDA
transcript into a TextGrid, a text file format commonly used for annotating audio in
Praat.

In addition to correcting the transcript alignment, aligners are also instructed to
mark speaker overlap and laughter with the special “SIL” and “⟨laughter⟩” tokens,
and correct mis-transcriptions, segmentation errors, and omissions in the transcript.
We attempt to resolve mis-transcriptions and segmentation errors marked by the
original SwDA annotators themselves for correction at a later date [16]. Our align-
ers included 2 high school students, 15 undergraduates, and 8 graduate students in
computer science, linguistics, and mathematics, some compensated for their time in
either course credit or a stipend.

5 Results

Our Re-Aligned Switchboard Dialog Act (RASwDA) corpus currently consists of
537.5 manually realigned and validated conversations (1075 single speaker tran-
scripts) from the 1155 SwDA conversations. Our final goal is to create a new, cor-
rectly aligned version of the entire SwDA corpus that is publicly available and to
demonstrate the effect of adding correct acoustic-prosodic features for DA predic-
tion.

Table 1 presents the counts of different DA tags in the original SwDA corpus
as compared to our RASwDA. The original corpus consists of 203,801 dialog acts
[23], while our realigned subset of RASwDA contains 98,274 dialog acts and 42,231
silence segments.

6 DA Classification

By training dialog act classification (DAC) models on 55,049 utterances from
RASwDA, we have achieved 59.53% accuracy on a 13,762-utterance validation set
constructed from RASwDA, a 2.56% improvement over the 56.97% accuracy re-
ported by [30] on a 4,088-utterance test set from the original SwDA corpus using
their state-of-the-art end-to-end neural model trained on 192,768 utterances from
the original SwDA corpus (Table 2).

Our model uses a convolutional neural network (CNN) and treats DAC as an im-
age classification task on spectrograms of the speech signal, as this has proven a
successful approach for applications such as emotion recognition [3]. The input to



8 Chen et al.

Model [30] Ours
Dataset SwDA RASwDA

Accuracy 56.97 59.53
Train 192,768 55,049

Validation 3,196 13,762
Test 4,088 –

Table 2: Dialog act classification accuracy on speech from SwDA and RASwDA
corpora, along with sizes of training, validation, and test splits in numbers of utter-
ances.

the CNN is a 256×256×3 spectrogram of the speech signal, computed with mat-
plotlib.2 The CNN consists of three convolutional layers using 3× 3 kernels, each
followed by a ReLU layer, normalization, a max pooling layer with a 2× 2 win-
dow, and another normalization sequentially. The first convolutional layer consists
of 32 kernels with a stride of 2 pixels. The second convolutional layer consists of
64 kernels with a stride of 1. The third convolutional layer consists of 128 kernels
with a stride of 1. After applying the ReLU non-linearity, normalization, and pool-
ing, the output of the third convolutional layer is flattened into a 32768× 1 vector.
This vector is then passed through three fully connected layers with normalization.
Finally, the softmax function is applied to produce the prediction. We train on a
55,049-utterance subset of RASwDA and validate on a held-out 13,762-utterance
subset. We believe that as we continue to build RASwDA by realigning the rest of
the SwDA conversations, the model performance will further improve with a larger,
more accurate dataset.

7 Conclusions

We have identified inaccuracies in the current automatic alignments of the Switch-
board Dialog Act (SwDA) corpus and have undertaken a manual realignment pro-
cess for a subset of 537.5 out of 1155 conversations. Our Re-Aligned Switchboard
Dialog Act (RASwDA) subset has already demonstrated improved performance of
state-of-the-art models on the dialog act classification task. We plan to continue the
realignment process for the remainder of the SwDA corpus and make it publicly
available for the wider speech community.

Acknowledgements We express our gratitude to the students who contributed to this project by
assisting with annotation and validation.

2 https://matplotlib.org/stable/api/_as_gen/matplotlib.pyplot.
specgram.html

https://matplotlib.org/stable/api/_as_gen/matplotlib.pyplot.specgram.html
https://matplotlib.org/stable/api/_as_gen/matplotlib.pyplot.specgram.html
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