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Abstract

The linguistic notion of formality is one dimension of stylistic
variation in human communication. A universal characteristic
of language production, formality has surface-level realizations
in written and spoken language. In this work, we explore ways
of measuring the formality of such realizations in multilingual
speech corpora across a wide range of domains. We compare
measures of formality, contrasting textual and acoustic-prosodic
metrics. We believe that a combination of these should correlate
well with downstream applications. Our findings include: an
indication that certain prosodic variables might play a stronger
role than others; no correlation between prosodic and textual
measures; limited evidence for anticipated inter-domain trends,
but some evidence of consistency of measures between lan-
guages. We conclude that non-lexical indicators of formality
in speech may be more subtle than our initial expectations, mo-
tivating further work on reliably encoding spoken formality.
Index Terms: formality, speech analysis, code-switching,
prosody

1. Introduction

The linguistic notion of formality can be defined as one of the
many dimensions of stylistic variation, notably introduced in
[1]. This particular aspect of stylistic variation is a way of
characterizing interaction with others; whenever speakers in-
teract with one another they adopt a specific register, i.e. level
of formality. As a universal characteristic of language produc-
tion [2, 3], formality has surface-level realizations in the form
of written and spoken language. We are interested in measur-
ing the formality of such realizations in order to gain a deeper
understanding of the underlying linguistic phenomenon. How-
ever, characterizing formality has proven difficult from a com-
putational perspective, as measurements of formality need to be
validated, which is difficult without human-labeled data. Addi-
tionally, most existing measurement techniques have been de-
veloped for the written rather than the spoken domain.

Being able to measure formality in speech is useful, both
for understanding it more clearly and for a number of down-
stream applications, including in the domain of code-switching.
Additional possible application areas include the improvement
of virtual assistants’ conversational style (as alluded to in
[4]), making artificially synthesized speech sound more natural
and/or context-appropriate, augmenting prior work on charisma
and likeability (e.g. [5]), and improving L2 language education.

A major challenge in studying spoken language formality
is that it is hard to reliably characterize at the level of an indi-
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vidual conversation. We avoid this problem by developing an
innovative validation framework operating across multiple do-
mains or genres of language where we have a reasonable belief
that average formality follows a certain trend. These can serve
as a proxy for discrete labels of formality level, because certain
domains of speech can, to some extent, be treated as having an
inherent and stable level of formality [3]; for example, in any
language, speech from broadcast news tends to be quite formal,
while telephone conversations between friends tend to be rela-
tively informal.

This work serves as a computational exploration of the lin-
guistic notion of formality through examination of its written
and spoken realizations. In the first part of this paper, we an-
alyze formality across diverse written and spoken corpora, in-
vestigating textual and acoustic-prosodic measures of formality
across languages and domains. We verify that there are sur-
face realizations of formality that are language-independent. In
particular, we find that F-score [2] and standard deviation in
jitter, shimmer, speaking rate, and mean pausal duration are
generally promising measures of formality in text and speech
respectively. However, we find that measures of formality de-
rived from text-based representations are not consistent with
acoustic-based measures. We then explore an application of our
findings on a select number of code-switched speech corpora.
We believe formality to have a particularly strong association
with code-switching behavior, and therefore look specifically at
code-switching contexts to ascertain whether measures of for-
mality generalize beyond monolingual contexts. We find that
these do indeed generalize to code-switched contexts.

The novelty of our work is primarily based on the fact that,
although the concept of formality in written language is rela-
tively well understood, this is not the case for spoken language.
We have been ambitious in conducting a multilingual study
across several corpora. Our contributions include validating an
existing measure of textual formality on transcripts of spoken
language in multiple languages and across a wide range of do-
mains; and moving beyond previous research in attempting to
do the same for speech. Given the fundamental linguistic notion
of formality, we suggest that both lexical and acoustic aspects
of spoken language should encode the same patterns of formal-
ity (see Section 2). Thus, we looked for raw characteristics of
speech that encode the same linguistic signals of formality as
textual features do. While our findings are not definitive, they
are promising and we hope that this work will encourage further
study in this area.

2. Related work

Though formality has not been well-studied computationally,
there has been some prior research in the area that serves as the



foundation of our work. The earliest work on formality was
focused on characterizing the linguistic phenomenon in writ-
ing. Notably, [6] and [7] defined a five-level scale of formal-
ity and established the notion of formality in terms of syntactic
and lexical differences, respectively. Similarly, [8] character-
ized formality as a “cohesive device” of language that mani-
fests itself in the form of specific linguistic constructions. [9]
complemented this work by proposing that formality can be un-
derstood in terms of the clarity and effort put into language
production. Although there have been many proposed defini-
tions and frameworks of written linguistic formality, and many
people can intuitively distinguish between formal and informal
language [10, 11, 12], “it is an ongoing challenge to grasp the
exact relation between particular speech situations and their cor-
responding linguistic characteristics” [13].

Much previous work to address this difficulty in extracting
non-lexical aspects of spoken language meaning has focused
on determining the characteristics of formal English, and has
shifted towards measuring, rather than characterizing, formal-
ity in written language. In particular, [2] proposed one of the
first metrics of formality in written language, the F-score, based
on the distribution of various parts of speech, motivated by the
findings of [7]. [14] and [15] studied the relationship between
formality and the use of contractions in emails and website text
respectively, measuring its presence in informal communica-
tion. More recently, [16] developed models of formality per-
ception at both the multi-textual- and word-level and compared
these to existing metrics including F-score, finding that certain
language, discourse, and psychological features are better than
others at capturing formality as humans perceive it.

In addition to studies of written language, there has been
some work examining formality in spoken language transcripts,
e.g. [17, 18, 19]. Notably, [20] showed that adjective density is
an appropriate indicator of formality in both transcribed speech
and written language.

In contrast to studies of speech transcripts, some work
has measured acoustic-prosodic and linguistic features of for-
mal and informal speech directly. Numerous authors, includ-
ing [21, 22, 23], have found that speaking rate is an impor-
tant indicator of formality across Korean, Elche Spanish, and
Japanese respectively. [13]’s investigation of Dutch uncovered
relationships between lower articulation rates and formal inter-
actions, as well as the greater presence of interjections, filled
gaps, laughter, and disfluencies in informal interactions. In a
follow-up study, [24] reinforced the idea that there are possi-
ble cross-linguistic patterns in the relationship between prosody
and formality, referring to work done in Catalan in addition to
previously mentioned studies in Korean and Japanese. How-
ever, each of these studies focused on a single language; in
this paper we seek to establish whether we can characterize and
measure formality in a way that generalizes across languages
and domains.

3. Research questions

The research questions we address in this work are:

1. Do metrics that have been developed for textual realizations
of formality generalize to lexical representations of speech
across languages?

2. Can traditional acoustic-prosodic features of speech reliably
measure formality in its spoken realization across languages?

3. Are metrics developed for text consistent with metrics devel-
oped for speech?

4. Do the answers to all of the above questions generalize be-
yond monolingual contexts?

It is hard to predict whether metrics developed for textual for-
mality will hold on speech transcripts, and harder still to pre-
dict the reliability of speech features in encoding the linguistic
notion of formality. But, if we uncover affirmative answers to
questions 1 and 2, we expect an affirmative answer to question
3, as written and spoken language ultimately represent the same
underlying linguistic notion of formality. And, if our findings
generalize across multiple languages in monolingual settings,
we might expect them to also generalize between languages
within code-switched contexts.

4. Corpora

We examine a number of monolingual English, Spanish, Man-
darin, and Hindi spoken corpora across a predefined set of do-
mains, listed in Table 1. We designate written language data
sets as those that contain transcripts of speech and spoken lan-
guage data sets as those that contain speech audio. We choose a
number of domains ranging from relatively informal telephone
conversations and instructional fitness YouTube videos, to rel-
atively formal TED Talks, broadcast news, and legal proceed-
ings.!

We also consider three multilingual code-switched corpora:
the Bangor Miami Spanish-English corpus [25], the SEAME
Mandarin-English corpus [26], and the All-CS Hindi-English
corpus.> The former two consist of interview-based and con-
versational data where speakers code-switch on occasion, while
the latter consists of movie scripts.

5. Method
5.1. Written language data sets

We assume throughout this work that a corpus has an estab-
lished level of formality. For the monolingual data sets, we per-
form part-of-speech (POS) tagging® using the spacy and stanza
Python libraries, and use the resulting tags to compute F-scores.
The formula for F-score comes from [2], whose authors pro-
posed that formal language is more precise, structurally com-
plex, and context-independent than informal language. This
distinction is reflected in certain categories of parts of speech
lending themselves to more precise and unambiguous language,
and other categories producing more implicit language:

F = (noun frequency + adjective freq. 4 preposition freq.
+-article freq.—pronoun freq.—verb freq.
—adverb freq.—interjection freq. + 100) /2 e

For the code-switched data sets, we first use taggers of both
relevant languages to obtain two sets of POS tags for each sen-
tence. We then perform token-level language identification for
each sentence and create a final sequence of POS tags by choos-
ing each token’s final tag based on its corresponding identified
language.

ISelf-collected YouTube and TED Talks Hindi data can be found
at: https://tinyurl.com/3vitberc. NOW - News on the
Web data can be found at: https://www.corpusdata.org/
formats.asp.

2The All-CS and All India Radio data sets were kindly made avail-
able to us by Preethi Jyothi at The Indian Institute of Technology Bom-
bay.

3For Mandarin data, we additionally use the Jieba tokenizer.



Table 1: Summary of written and spoken language data sets, in order of increasing formality.

Speech settings Text

Speech

Telephone conversations

CallHome (en, es) [27, 28], HUB5(zh) [29]

CallHome (en, es) [27, 28], HUB5(zh) [29], CALLFriend(hi)[30]

YouTube YouTube(en,es,zh)

YouTube(en,es,zh,hi)

TED Talks

Multilingual TEDx (en, es) [31], Multitarget
TED(en,zh) [32], TED Talks India(hi)

Multilingual TEDx (en, es) [31]
TED Talks India(hi)

Broadcast news NOW(en), HUB4-NEf(es) [33],

TDT4(en,zh) [34], All-India Radio(hi)

HUBA4-NE(es) [33], TDT4(en,zh) [34],
All-India Radio(hi)

Legal proceedings

SigmaLaw(en) [35], Europarl v7(es) [36], UN(zh) [37], IITB(hi)[38] /

Code-switched

Bangor Miami(en-es)[25], SEAME(en-zh)[26], ALL-CS(en-hi)

Bangor Miami(en-es)[25], SEAME(en-zh)[26]

5.2. Spoken language data sets

We compute the following conversation-level acoustic-prosodic
features for each corpus, separated by speaker. We examine
only the spoken segments of each audio, using a silence thresh-
old to separate speech from silence at the top-level.

5.2.1. Voice quality measures

Pitch, intensity, jitter, and shimmer are selected to represent
voice quality and prosodic information in our experiments. We
use Praat to extract the mean and standard deviation of pitch
and intensity within each audio automatically, as well as the
mean of jitter and shimmer. We set the pitch floor to 75Hz and
pitch ceiling to 600Hz. For intensity, we use the ‘energy’ aver-
aging method. We extract local jitter only, setting period floor
to 0.0001s, period ceiling to 0.02s, and maximum period fac-
tor to 1.3. We use the same settings for local shimmer, and set
maximum amplitude factor to 1.6.

5.2.2. Speaking rate

For corpora with timestamps indicating boundaries between ut-
terances, we use these to calculate the entire duration of voiced
activity. Otherwise, we use Praat to extract duration with a si-
lence threshold of -25dB and a minimal sounding interval of
0.1s. We then calculate the average number of words per sec-
ond, as well as the number of words per utterance.

5.2.3. Pauses

Similar to speaking rate, we first obtain the total duration of
the utterances and use Praat to extract pauses, where a pause is
defined as a silent interval of less than 2s. We then calculate
both the average duration per pause and the number of pauses
per utterance.

6. Results

6.1. F-score generalizes to lexical representations of speech
across languages

We begin by validating F-score as a measure of written formal-
ity. We find that the metric seems to generalize across languages
and domains as its value generally increases in more formal do-
mains, as expected. Figure 1 additionally reveals that within
a given genre, Hindi generally scores the highest, followed by
Spanish, then English, and finally Mandarin. We expect this
trend is a reflection of the syntactic complexity of each of the
languages under consideration, as the F-score draws directly on
part-of-speech information.

6.2. Variation in speaking rate, jitter, shimmer, and mean
pausal duration may encode formality across languages

We next turn to possible measures of spoken formality. We fo-
cus on the most promising corpus-level speech features of those
that we examined — i.e. the ones that showed a generally con-
sistent effect: standard deviation in speaking rate, jitter, and

Mean F-scores of written language corpora across languages and domains
— English  —— Spanish = Mandarin Hingi

Figure 1: Comparing F-scores of written language corpora
across domains and languages. Mean values within domains
across all four languages exhibit the same patterns as above.

shimmer, and mean pausal duration (Figure 2).

First, we find some general patterns across domains and
languages in standard deviation in speaking rate, measured as
words per second. In English, we see some indication of greater
informality being encoded by greater variation in speaking rate,
as suggested by telephone conversations having a higher stan-
dard deviation value than TED Talks. Similarly, in Spanish,
telephone conversations have the greatest standard deviation,
followed by TED Talks, and finally broadcast news. But, we
do not find any such coherent patterns in the Mandarin or Hindi
data. We also note that the instructional fitness YouTube cor-
pora do not behave as expected, leading us to conclude that we
were not entirely successful in controlling for inherent varia-
tion in the domain. We ignore the instructional fitness YouTube
domain in the remainder of our discussion.

The next two promising features that we uncover in our ex-
ploration are standard deviation in jitter and shimmer. In En-
glish, as above, we find a similar pattern in standard deviation in
jitter and shimmer, where telephone conversations have greater
values than TED Talks. We find comparable patterns in Span-
ish, with broadcast news having the lowest standard deviation
across domains. In Hindi, too, telephone conversations have
greater standard deviation in jitter and shimmer than TED Talks.
However, while broadcast news has the lowest standard devia-
tion in shimmer across genres, it is odd that the domain has
higher standard deviation in jitter than TED Talks.

The final promising feature we find is the mean duration
per pause. In English, the ordering of (informal) telephone con-
versations above more prepared TED Talks aligns with our pre-
viously found patterns. In Spanish, broadcast news having the
lowest mean pausal duration also makes sense, as above; how-
ever the remaining domains are similar to one another, making
any distinction between them difficult to find. In Hindi, tele-
phone conversations have the highest mean pausal duration and
broadcast news has the lowest value, with TED Talks in be-
tween; these results align with our expectations.

Overall, the patterns we find in this section are similar to,
but less consistent than, those we uncovered in the written do-
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Figure 2: Comparing speaking rate, jitter, shimmer and pause duration across spoken language corpora.

mains. However, our findings largely support previous work
(e.g. [23, 24]) that has pointed to the importance of variation in
speech variables in encoding formality of spoken language.

6.3. Textual measures of formality do not seem consistent
with spoken measures

We perform correlation analysis at the domain- and language-
level, treating each conversation as a data point. We gener-
ally do not find any correlation between F-score and any of the
speech variables mentioned in the previous section. R-squared
values from each of these attempted correlations have a mini-
mum of 0.000, maximum of 0.644, mean of 0.034, median of
0.015, and mode of 0.000. We had expected to find some cor-
relation between text-based measures of formality and speech-
based measures as we believe that both written and spoken sur-
face realizations of formality ultimately reflect the same under-
lying phenomenon. We know that humans are good at judging
formality [10, 11], so the lack of correlation tells us that the way
in which the linguistic notion of formality manifests itself in the
prosodic features of speech is more subtle than expected.

6.4. Patterns in monolingual data generalize to code-
switched contexts

Finally, we examine our code-switched corpora and check
whether the patterns that appear on monolingual data generalize
to code-switched data. Note that we continue to ignore the in-
structional fitness YouTube domain in the following discussion.

We largely find that the patterns do generalize. First, the
mean F-score for code-switched data is similar to that for tele-
phone conversations, the lowest (most informal) among the do-
mains under consideration. Further, across standard deviation
in speaking rate, jitter, and shimmer, and mean pausal duration,
values for the code-switched Spanish-English and Mandarin-
English corpora are either greater than or very similar to those
for telephone conversations, the most informal of the mono-
lingual domains. These patterns are what we would expect
since the code-switched data sets are also conversational and
are probably about the same level of formality as the telephone
conversation data. One exception we find is in standard devi-
ation in speaking rate for the Spanish-English data, where the
code-switched domain has a lower value than that of Spanish
TED Talks, indicating a higher level of formality than in TED
Talks. We think that the Spanish TED Talks data may not have

been representative of the domain due to large variations in du-
ration (as short as 2 minutes) and nature (including singing and
other musical performance) of talks. Overall, we find indica-
tions that textual and spoken measures of formality generalize
beyond monolingual contexts to code-switched ones.

We also look at the correlation between text and speech
measures for the code-switched corpora. As with the monolin-
gual corpora, we find no correlation between conversation-level
F-score and any of the relevant speech variables, further sup-
porting our conclusion that patterns of formality in monolingual
data generalize to code-switched contexts.

7. Conclusion

In this work, we measure the formality of surface-level real-
izations of speech. In response to the four research questions
we posed at the outset, we find: (1) metrics that have been de-
veloped for textual realizations of formality generalize to lexi-
cal representations of speech, with this result being consistent
across the languages we investigated; (2)(a) an initial indica-
tion that certain traditional acoustic-prosodic variables might
play a stronger role than others in reliably encoding formality
in speech, though we find limited evidence for our anticipated
inter-domain trends; (2)(b) some evidence of consistency of
speech-based measures between the languages investigated; (3)
no correlation between text-based measures and speech-based
measures; and (4) patterns in monolingual domains are also re-
flected in code-switched domains.

We conclude that non-lexical indicators of formality may
be more subtle than our initial expectations. While in written
domains the measurement of formality is quite successful, on
the spoken side this remains a challenging task. Further work
is required to determine how strong the effect of our promising
speech variables is and to definitively produce a reliable for-
mality score from audio features of spoken language. It may be
fruitful to consider additional speech variables, e.g. speaking
rate measured in terms of syllables and the duration of vowels in
particular, or to consider interaction effects of current features
on formality. Another inspiring direction to pursue might in-
volve using off-the-shelf acoustic representations that have con-
ventionally been used in automatic speech recognition and are
starting to be used in prosodic analysis [39], but it is an open
question as to how we would use such representations in the
absence of gold standard labels for formality, an inherent limi-
tation of study in this area.
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