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ABSTRACTThe problem of organizing information for multidoumentsummarization so that the generated summary is oherenthas reeived relatively little attention. In this paper, wedesribe two naive ordering tehniques and show that theydo not perform well. We present an integrated strategy forordering information, ombining onstraints from hronolog-ial order of events and ohesion. This strategy was derivedfrom empirial observations based on experiments asking hu-mans to order information. Evaluation of our augmentedalgorithm shows a signi�ant improvement of the orderingover the two naive tehniques we used as baseline.
1. INTRODUCTIONMultidoument summarization poses a number of newhallenges over single doument summarization. Researhershave already investigated issues suh as identifying repeti-tions or ontraditions aross input douments and deter-mining whih information is salient enough to inlude in thesummary [1, 3, 6, 11, 15, 19℄. One issue that has reeivedlittle attention is how to organize the seleted informationso that the output summary is oherent. One all the rel-evant piees of information have been seleted aross theinput douments, the summarizer has to deide in whihorder to present them so that the whole text makes sense.In single doument summarization, one possible ordering ofthe extrated information is provided by the input dou-ment itself. However, [10℄ observed that, in single doumentsummaries written by professional summarizers, extratedsentenes do not retain their preedene orders in the sum-mary. Moreover, in the ase of multiple input douments,this does not provide a useful solution: information maybe drawn from di�erent douments and therefore, no onedoument an provide an ordering. Furthermore, the orderbetween two piees of information an hange signi�antlyfrom one doument to another.We investigate onstraints on ordering in the ontext ofmultidoument summarization. We �rst desribe two naive
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ordering algorithms, used in several systems and show thatthey do not yield satisfatory results. The �rst, MajorityOrdering, is ritially linked to the level of similarity of theinformation ordering aross the input texts. But many timesinput texts have di�erent struture, and therefore, this al-gorithm is not aeptable. The seond, Chronologial Or-dering, an produe good results when the information isevent-based and an, therefore, be ordered based on tempo-ral ourene. However, texts do not always refer to events.We have onduted experiments to identify additional on-straints using a manually built olletion of multiple order-ings of texts. These experiments show that ohesion as animportant onstraint. While it is reognized in the gener-ation ommunity that ohesion is a neessary feature for agenerated text, we provide an operational way to automati-ally ensure ohesion when ordering sentenes in an outputsummary. We augment the Chronologial Ordering algo-rithm with a ohesion onstraint, and ompare it to thenaive algorithms.Our framework is the MultiGen system [15℄, a domain in-dependent multidoument summarizer whih has been trainedand tested on news artiles. In the following setions, we�rst give an overview of MultiGen. We then desribe thetwo naive ordering algorithms and evaluate them. We followthis with a study of multiple orderings produed by humans.This allows us to determine how to improve the Chronologi-al Ordering algorithm using ohesion as an additional on-straint. The last setion desribes the augmented algorithmalong with its evaluation.
2. MULTIGEN OVERVIEWMultiGen operates on a set of news artiles desribingthe same event. It reates a summary whih synthesizesommon information aross douments. In the ase of mul-tidoument summarization of artiles about the same event,soure artiles an ontain both repetitions and ontradi-tions. Extrating all the similar sentenes would produe averbose and repetitive summary, while extrating only someof the similar sentenes would produe a summary biasedtowards some soures. MultiGen uses a omparison of ex-trated similar sentenes to selet the appropriate phrasesto inlude in the summary and reformulates them as a newtext.MultiGen onsists of an analysis and a generation ompo-nent. The analysis omponent [7℄ identi�es units of textwhih onvey similar information aross the input dou-ments using statistial tehniques and shallow text analy-sis. One similar text units are identi�ed, we luster them



into themes. Themes are sets of sentenes from di�erentdouments that ontain repeated information and do notneessarily ontain sentenes from all the douments. Foreah theme, the generation omponent [1℄ identi�es phraseswhih are in the intersetion of the theme sentenes, andselets them as part of the summary. The intersetion sen-tenes are then ordered to produe a oherent text.
3. NAIVE ORDERING ALGORITHMS ARE

NOT SUFFICIENTWhen produing a summary, any multidoument summa-rization system has to hoose in whih order to present theoutput sentenes. In this setion, we desribe two algorithmsfor ordering sentenes suitable for domain independent mul-tidoument summarization. The �rst algorithm, MajorityOrdering (MO), relies only on the original orders of sen-tenes in the input douments. It is the �rst solution one anthink of when addressing the ordering problem. The seondone, Chronologial Ordering (CO) uses time related featuresto order sentenes. We analyze this strategy beause it wasoriginally implemented in MultiGen and followed by othersummarization systems [18℄. In the MultiGen framework,ordering sentenes is equivalent to ordering themes and wedesribe the algorithms in terms of themes, but the on-epts an be adapted to other summarization systems suhas [3℄. Our evaluation shows that these methods alone donot provide an adequate strategy for ordering.
3.1 Majority Ordering

3.1.1 The AlgorithmTypially, in single doument summarization, the orderof sentenes in the output summary is determined by theirorder in the input text. This strategy an be adapted tomultidoument summarization. Consider two themes, Th1and Th2; if sentenes from Th1 preeed sentenes from Th2in all input texts, then presenting Th1 before Th2 is an a-eptable order. But, when the order between sentenes fromTh1 and Th2 varies from one text to another, this strategyis not valid anymore. One way to de�ne the order betweenTh1 and Th2 is to adopt the order ouring in the majorityof the texts where Th1 and Th2 our. This strategy de�nesa pairwise order between themes. However, this pairwise re-lation is not transitive; for example, given the themes Th1and Th2 ouring in a text, Th2 and Th3 ouring in anothertext, and Th3 and Th1 ouring in a third text, there is aonit between the orders (Th1; Th2; Th3) and (Th3; Th1).Sine transitivity is a neessary ondition for a relation to bealled an order, this relation does not form a global order.We, therefore, have to expand this pairwise relation toa global order. In other words, we have to �nd a linearorder between themes whih maximizes the agreement be-tween the orderings imposed by the input texts. For eahpair of themes, Thi and Thj , we keep two ounts, Ci;j andCj;i | Ci;j is the number of input texts in whih sentenesfrom Thi our before sentenes from Thj and Cj;i is thesame for the opposite order. The weight of a linear order(Thi1 ; : : : ; Thik ) is de�ned as the sum of the ounts for everypair Cil;im , suh that il � im and l; m 2 f1 : : : kg. Statingthis problem in terms of a direted graph where nodes arethemes, and a vertex from Thi to Thj has for weight Ci;j ,we are looking for a path with maximal weight whih tra-verses eah node exatly one. Unfortunately this problem

is NP-omplete; this an be shown by reduing the travel-ing salesman problem to this problem. Despite this fat, westill an apply this ordering, beause typially the length ofthe output summary is limited to a small number of sen-tenes. For longer summaries, the approximation algorithmdesribed in [4℄ an be applied. Figures 1 and 2 show ex-amples of produed summaries.The main problem with this strategy is that it an pro-due several orderings with the same weight. This happenswhen there is a tie between two opposite orderings. In thissituation, this strategy does not provide enough onstraintsto determine one optimal ordering; one order is hosen ran-domly among the orders with maximal weight.The man aused of �rebombing two Manhattan subwaysin 1994 was onvited Thursday after the jury rejeted thenotion that the drug Proza led him to ommit the rimes.He was found guilty of two ounts of attempted murder,14 ounts of �rst-degree assault and two ounts of riminalpossession of a weapon.In Deember 1994, Leary ignited �rebombs on two Manhat-tan subway trains. The seond blast injured 50 people { 16seriously, inluding Leary.Leary wanted to extort money from the Transit Authority.The defense argued that Leary was not responsible for hisations beause of "toxi psyhosis" aused by the Proza.Figure 1: A summary produed using the Majority Or-dering algorithm, graded as Good.A man armed with a handgun has surrendered to Spanishauthorities, peaefully ending a hijaking of a Moroan jet.OÆials in Spain say a person ommandeered the plane.After the plane was direted to Spain, the hijaker said hewanted to be taken to Germany.After several hours of negotiations, authorities onvinedthe person to surrender early today.Polie said the man had a pistol, but a Moroan seuritysoure in Rabat said the gun was likely a \toy".There were no reported injuries.OÆials in Spain say the Boeing 737 left Casablana, Mo-roo, Wednesday night with 83 passengers and a nine- per-son rew headed for Tunis, Tunisia.Spanish authorities direted the plane to an isolated setionof El Prat Airport and oÆials began negotiations.Figure 2: A summary produed using the Majority Or-dering algorithm, graded as Poor.
3.1.2 EvaluationWe asked three human judges to evaluate the order ofinformation in 20 summaries produed using the MO algo-rithm into three ategories| Poor, Fair and Good. We de-�ne a Poor summary, in an operational way, as a text whosereadability would be signi�antly improved by reordering itssentenes. A Fair summary is a text whih makes sense butreordering of some sentenes an yield a better readability.Finally, a summary whih annot be further improved byany sentene reordering is onsidered a Good summary.The judges were asked to grade the summaries taking onlyinto aount the order in whih the information is presented.To help them fous on this aspet of the texts, we resolveddangling referenes beforehand. Figure 8 shows the gradesassigned to the summaries using majority to ombine the



judges grades. In our experiments, judges had strong agree-ment; they never gave three di�erent grades to a summary.TheMO algorithm produes a small number of Good sum-maries, but most of the summaries were graded as Fair. Forinstane, the summary graded Good shown in Figure 1 or-ders the information in a natural way; the text starts witha sentene summary of the event, then the outome of thetrial is given, a reminder of the fats that aused the trialand a possible explanation of the fats. Looking at the Goodsummaries produed by MO, we found that it performs wellwhen the input artiles follow the same order when present-ing the information. In other words, the algorithm produesa good ordering if the input artiles orderings have highagreement.On the other hand, when analyzing Poor summaries, as inFigure 2, we observe that the input texts have very di�erentorderings. By trying to maximize the agreement of the inputtexts orderings, MO produes a new ordering that doesn'tour in any input text. The ordering is, therefore, not guar-anteed anymore to be aeptable. An example of a new pro-dued ordering is given in Figure 2. The summary would bemore readable if several sentenes were moved around (thelast sentene would be better plaed before the fourth sen-tene beause they both talk about the Spanish authoritieshandling the hijaking).This algorithm an be used to order sentenes auratelyif we are ertain that the input texts follow similar orga-nizations. This assumption may hold in limited domains.However, in our ase, the input texts we are proessing donot have suh regularities. MO's performane ritially de-pends on the quality of the input texts, therefore, we shoulddesign an ordering strategy whih better �ts our input data.From here on, we will fous only on the Chronologial Or-dering algorithm and ways to improve it.
3.2 Chronological Ordering

3.2.1 The AlgorithmMultidoument summarization of news typially deals withartiles published on di�erent dates, and artiles themselvesover events ourring over a wide range in time. Usinghronologial order in the summary to desribe the mainevents helps the user understand what has happened. Itseems like a natural and appropriate strategy. As mentionedearlier, in our framework, we are ordering themes; in thisstrategy, we therefore need to assign a date to themes. Toidentify the date an event oured requires a detailed in-terpretation of temporal referenes in artiles. While therehave been reent developments in disambiguating temporalexpressions and event ordering [12℄, orrelating events withthe date on whih they ourred is a hard task. In our ase,we approximate the theme time by its �rst publiation date;that is, the �rst time the theme has been reported in ourset of input artiles. It is an aeptable approximation fornews events; the �rst publiation date of an event usuallyorresponds to its ourrene in real life. For instane, in aterrorist attak story, the theme onveying the attak itselfwill have a date previous to the date of the theme desribinga trial following the attak.Artiles released by news agenies are marked with a pub-liation date, onsisting of a date and a time with three �elds(hour, minutes and seonds). Artiles from the same newsageny are, then, guaranteed to have di�erent publiation

dates. This also holds for artiles oming from di�erentnews agenies. We never enountered two artiles with thesame publiation date during the development of MultiGen.Thus, the publiation date serves as a unique identi�er overartiles. As a result, when two themes have the same pub-liation date, it means that they both are reported for the�rst time in the same artile.Our Chronologial Ordering (CO) algorithm takes as in-put a set of themes and orders them hronologially when-ever possible. Eah theme is assigned a date orrespondingto its �rst publiation. This establishes a partial order overthe themes. When two themes have the same date (that is,they are reported for the �rst time in the same artile) wesort them aording to their order of presentation in this ar-tile. We have now a omplete order over the input themes.To implement this algorithm in MultiGen, we selet foreah theme the sentene that has the earliest publiationdate. We all it the time stamp sentene and assign itspubliation date as the time stamp of the theme. Figures 3and 4 show examples of produed summaries using CO.One of four people aused along with former PakistaniPrime Minister Nawaz Sharif has agreed to testify againsthim in a ase involving possible hijaking and kidnappingharges, a proseutor said Wednesday.Raja Quereshi, the attorney general, said that the formerCivil Aviation Authority hairman has already given a state-ment to polie.Sharif's lawyer dismissed the news when speaking to re-porters after Sharif made an appearane before a judiialmagistrate to hear witnesses give statements against him.Sharif has said he is innoent.The allegations stem from an alleged attempt to diverta plane bringing army hief General Pervez Musharraf toKarahi from Sri Lanka on Otober 12.Figure 3: A summary produed using the ChronologialOrdering algorithm graded as Good.Thousands of people have attended a eremony in Nairobiommemorating the �rst anniversary of the deadly bombingsattaks against U.S. Embassies in Kenya and Tanzania.Saudi dissidentOsama bin Laden, aused of mastermindingthe attaks, and nine others are still at large.President Clinton said, "The intended vitims of this viiousrime stood for everything that is right about our ountryand the world".U.S. federal proseutors have harged 17 people in thebombings.Albright said that the mourning ontinues.Kenyans are observing a national day of mourning in honorof the 215 people who died there.Figure 4: A summary produed using the ChronologialOrdering algorithm graded as Poor.
3.2.2 EvaluationFollowing the same methodology we used for the MO al-gorithm evaluation, we asked three human judges to grade20 summaries generated by the system using the CO algo-rithm applied to the same olletion of input texts. Theresults are shown in Figure 8.Our �rst suspiion was that our approximation deviatestoo muh from the real hronologial order of events, and,



therefore, lowers the quality of sentene ordering. To ver-ify this hypothesis, we identi�ed sentenes that broke theoriginal hronologial order and restored the ordering man-ually. Interestingly, the displaed sentenes were mainlybakground information. The evaluation of the modi�edsummaries shows a slight but not visible improvement.When omparing Good (Figure 3) and Poor (Figure 4)summaries, we notie two phenomena: �rst, many of thebadly plaed sentenes annot be ordered based on theirtemporal ourene. For instane, in Figure 4, the sentenequoting Clinton is not one event in the sequene of eventsbeing desribed, but rather a reation to the main events.This is also true for the sentene reporting Albright's rea-tion. Assigning a date to a reation, or more generally toany sentene onveying bakground information, and pla-ing it into the hronologial stream of the main events doesnot produe a logial ordering. The ordering of these themesis therefore not overed by the CO algorithm.The seond phenomenon we observed is that Poor sum-maries typially ontain abrupt swithes of topis and gen-eral inoherenes. For instane, in Figure 4, quotes from USoÆials (third and �fth sentenes) are split and sentenesabout the mourning (�rst and sixth sentenes) appear toofar apart in the summary. Grouping them together wouldinrease the readability of the summary. At this point, weneed to �nd additional onstraints to improve the ordering.
4. IMPROVING THE ORDERING:

EXPERIMENTS AND ANALYSISIn the previous setion, we showed that using naive or-dering algorithms does not produe satisfatory orderings.In this setion, we investigate through experiments with hu-mans, how to identify patterns of orderings that an improvethe algorithm.Sentenes in a text an be ordered in a number of ways,and the text as a whole will still onvey the same meaning.But undoubtedly, some orders are de�nitely unaeptablebeause they break onventions of information presentation.One way to identify these onventions is to �nd ommon-alities between di�erent aeptable orderings of the sameinformation. Extrating regularities in several aeptableorderings an help us speify the main ordering onstraintsfor a given input type. Sine a olletion of multiple sum-maries over the same set of artiles doesn't exist, we reatedour own olletion of multiple orderings produed by dif-ferent humans. Using this olletion, we studied ommonbehaviors and mapped them to strategies for ordering.Our olletion of multiple orderings is available athttp://www.s.olumbia.edu/~noemie/ordering/. It wasbuilt in the following way. We olleted ten sets of artiles.Eah set onsisted of two to three news artiles reporting thesame event. For eah set, we manually seleted the inter-setion sentenes, simulating MultiGen1 . On average, eahset ontained 8.8 intersetion sentenes. The sentenes wereleaned of expliit referenes (for instane, ourrenes of\the President" were resolved to \President Clinton") andonnetives, so that partiipants wouldn't use them as luesfor ordering. Ten subjets partiipated in the experimentand they eah built one ordering per set of intersetion sen-tenes. Eah subjet was asked to order the intersetion1We performed a manual simulation to ensure that idealdata was provided to the subjets of the experiments

sentenes of a set so that they form a readable text. Over-all, we obtained 100 orderings, ten alternative orderings perset. Figure 5 shows the ten alternative orderings olletedfor one set.We �rst observe that a surprising majority of orderingsare di�erent. Out of the ten sets, only two sets had someidential orderings (in one set, one pair of orderings wereidential while in the other set, two pairs of orderings wereidential). In other words, there are many aeptable order-ings given one set of sentenes. This on�rms the intuitionthat we do not need to look for a single ideal global orderingbut rather onstrut an aeptable one.We also notie that, within the multiple orderings of aset, some sentenes always appear together. They do notappear in the same order from one ordering to another, butthey share an adjaeny relation. From now on, we refer tothem as bloks. For eah set, we identify bloks by luster-ing sentenes. We use as a distane metri between two sen-tenes the average number of sentenes that separate themover all orderings. In Figure 5, for instane, the distanebetween the sentenes D and G is 2. The bloks identi�edby lustering are: sentenes B, D, G and I; sentenes A andJ; sentenes C and F; and sentenes E and H.Partiipant 1 D B G I H F C J A EPartiipant 2 D G B I C F A J E HPartiipant 3 D B I G F J A E H CPartiipant 4 D C F G I B J A H EPartiipant 5 D G B I H F J A C EPartiipant 6 D G I B F C E H J APartiipant 7 D B G I F C H E J APartiipant 8 D B C F G I E H A JPartiipant 9 D G I B E H F A J CPartiipant 10 D B G I C F A J E HFigure 5: Multiple orderings for one set in our olle-tion.We observed that all the bloks in the experiment or-respond to lusters of topially related sentenes. Thesebloks form units of text dealing with the same subjet, andexhibit ohesive properties. For ordering, we an use this toopportunistially group sentenes together that all refer tothe same topi.Colleting a set of multiple orderings is an expensive task;it is diÆult and time onsuming for a human to order sen-tenes from srath. Furthermore, to disover signi�antommonalities aross orderings, many multiple orderings ofthe same set are neessary. We plan to extend our olletionand we are on�dent that it will provide more insights onordering. Still, the existing olletion enables us to identifyohesion as an important fator for ordering. We desribenext how we integrate the ohesion onstraint in the COalgorithm.
5. THE AUGMENTED ALGORITHMIn the output of the CO algorithm, disuenies arise whentopis are distributed over the whole text, violating ohesionproperties [13℄. A typial senario is illustrated in Figure 6.The inputs are texts T1, T2, T3 (in order of publiation).A1, A2 and A3 belong to the same theme whose intersetionsentene is A and similarly for B and C. The themes A and



B are topially related, but C is not related. Summary S1,based only on hronologial lues, ontains two topial shifts;from A to C and bak from C to B. A better summary wouldbe S2 whih keeps A and B together.
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S2Figure 6: Input texts T1T2T3 are summarized by theChronologial Ordering (S1) or by the Augmented algo-rithm (S2).
5.1 The AlgorithmOur goal is to remove disuenies from the summary bygrouping together topially related themes. This an beahieved by integrating ohesion as an additional onstraintto the CO algorithm. The main tehnial diÆulty in in-orporating ohesion in our ordering algorithm is to iden-tify and to group topially related themes aross multipledouments. In other words, given two themes, we need todetermine if they belong to the same ohesion blok. For asingle doument, segmentation [8℄ ould be used to identifybloks, but we annot use suh a tehnique to identify o-hesion between sentenes aross multiple douments. Themain reason is that segmentation algorithms exploit the lin-ear struture of an input text; in our ase, we want to grouptogether sentenes belonging to di�erent texts.Our solution onsists of the following steps. In a prepro-essing stage, we segment eah input text, so that given twosentenes within the same text, we an determine if theyare topially related. Assume the themes A and B, whereA ontains sentenes (A1 : : :An), and B ontains sentenes(B1 : : :Bm). Reall that a theme is a set of sentenes on-veying similar information drawn from di�erent input texts.We denote #AB to be the number of pairs of sentenes(Ai;Bj) whih appear in the same text, and #AB+ to bethe number of sentene pairs whih appear in the same textand are in the same segment.In a �rst stage, for eah pair of themes A and B, we om-pute the ratio #AB+=#AB to measure the relatedness oftwo themes. This measure takes into aount both positiveand negative evidene. If most of the sentenes in A andB that appear together in the same texts are also in thesame segments, it means that A and B are highly topiallyrelated. In this ase, the ratio is lose to 1. On the otherhand, if among the texts ontaining sentenes from A andB, only a few pairs are in the same segments, then A and Bare not topially related. Aordingly the ratio is lose to 0.A and B are onsidered related if this ratio is higher thana predetermined threshold. In our experiments, we set it to0.6.This strategy de�nes pairwise relations between themes.A transitive losure of this relation builds groups of relatedthemes and as a result ensures that themes that do not ap-pear together in any artile but are both related to a thirdtheme will still be linked. This reates an even higher degreeof relatedness among themes. Beause we use a thresholdto establish pairwise relations, the transitive losure does

not produe elongated hains that ould link together unre-lated themes. We are now able to identify topially relatedthemes. At the end of the �rst stage, they are grouped intobloks.In a seond stage, we assign a time stamp to eah blok ofrelated themes, as the earliest time stamp of the themes itontains. We adapt the CO algorithm desribed in 3.2.1 towork at the level of the bloks. The bloks and the themesorrespond to, respetively, themes and sentenes in the COalgorithm. By analogy, we an easily show that the adaptedalgorithm produes a omplete order of the bloks. Thisyields a maro-ordering of the summary. We still need toorder the themes inside eah blok.In the last stage of the augmented algorithm, for eahblok, we order the themes it ontains by applying the COalgorithm to them. Figure 7 shows an example of a summaryprodued by the augmented algorithm.This algorithm ensures that ohesively related themes willnot be spread over the text, and dereases the number ofabrupt swithes of topis. Figure 7 shows how the Aug-mented algorithm improves the sentene order omparedwith the order in the summary produed by the CO al-gorithm in Figure 4; sentenes quoting US oÆials are nowgrouped together and so are desriptions of the mourning.Thousands of people have attended a eremony in Nairobiommemorating the �rst anniversary of the deadly bomb-ings attaks against U.S. Embassies in Kenya and Tanzania.Kenyans are observing a national day of mourning in honorof the 215 people who died there.Saudi dissidentOsama bin Laden, aused of mastermindingthe attaks, and nine others are still at large. U.S. federalproseutors have harged 17 people in the bombings.President Clinton said, "The intended vitims of this viiousrime stood for everything that is right about our ountryand the world". Albright said that the mourning ontinues.Figure 7: A Summary produed using the Aug-mented algorithm. Related sentenes are groupedinto paragraphs.
5.2 EvaluationFollowing the same methodology used to evaluate the MOand the CO algorithms, we asked the judges to grade 20summaries produed by the Augmented algorithm. Resultsare shown in Figure 8.The manual e�ort needed to ompare and judge systemoutput is extensive; onsider that eah human judge had toread three summaries for eah input set as well as skim theinput texts to verify that no misleading order was introduedin the summaries. Consequently, the evaluation that weperformed to date is limited. Still, this evaluation shows asigni�ant improvement in the quality of the orderings fromthe CO algorithm to the augmented algorithm. To assess thesigni�ane of the improvement, we used the Fisher exattest, onating Poor and Fair summaries into one ategory.This test is adapted to our ase beause of the redued sizeof our test set. We obtained a p value of 0.014 [20℄.
6. RELATED WORKFinding an aeptable ordering has not been studied be-fore in summarization. In single doument summarization,



Poor Fair GoodMajority Ordering 2 12 6Chronologial Ordering 7 7 6Augmented Ordering 2 7 11Figure 8: Evaluation of the the Majority Ordering, theChronologial Ordering and the Augmented Ordering.summary sentenes are typially arranged in the same orderthat they were found in the full doument (although [10℄reports that human summarizers do sometimes hange theoriginal order). In multidoument summarization, the sum-mary onsists of fragments of text or sentenes that wereseleted from di�erent texts. Thus, there is no ompleteordering of summary sentenes that an be found in theoriginal douments.The ordering task has been extensively investigated in thegeneration ommunity [14, 17, 9, 2, 16℄. One approah istop-down, using shemas [14℄ or plans [5℄ to determine theorganizational struture of the text. This appproah postu-lates a rhetorial struture whih an be used to selet in-formation from an underlying knowledge base. Beause thedomain is limited, an enoding an be developed of the kindsof propositional ontent that math rhetorial elements ofthe shema or plan, thereby allowing ontent to be seletedand ordered. Rhetorial Struture Theory (RST) allows formore exibility in ordering ontent. The relations our be-tween pairs of propositions. Constraints based on intention(e.g., [17℄), plan-like onventions [9℄, or stylisti onstraints[2℄ are used as preonditions on the plan operators ontain-ing RST relations to determine when a relation is used andhow it is ordered with respet to other relations.MultiGen generates summaries of news on any topi. Inan unonstrained domain like this, it would be impossibleto enumerate the semantis for all possible types of sen-tenes whih ould math the elements of a shema, a planor rhetorial relations. Furthermore, it would be diÆult tospeify a generi rhetorial plan for a summary of news. In-stead, ontent determination in MultiGen is opportunisti,depending on the kinds of similarities that happen to existbetween a set of news douments. Similarly, we desribehere an ordering sheme that is opportunisti and bottom-up, depending on the oherene and temporal onnetionsthat happen to exist between seleted text. Our approahis similar to the use of basi bloks [16℄ where a bottom-uptehnique is used to group together strethes of text in along, generated doument by �nding propositions that arerelated by a ommon fous. Sine this approah was devel-oped for a generation system, it �nds related propositions byomparisons of proposition arguments at the semanti level.In our ase, we are dealing with a surfae representation, sowe �nd alternative methods for grouping text fragments.
7. CONCLUSION AND FUTURE WORKIn this paper we investigated information ordering on-straints in multidoument summarization. We analyzed twonaive ordering algorithms, the Majority Ordering (MO) andthe Chronologial Ordering (CO). We show that the MO al-gorithm performs well only when all input texts follow sim-ilar presentation of the information. The CO algorithm anprovide an aeptable solution for many ases, but is notsuÆient when summaries ontain information that is not

event based. We report on the experiments we ondutedto identify other onstraints ontributing to ordering. Weshow that ohesion is an important fator, and desribe anoperational way to inorporate it in the CO algorithm. Thisresults in a de�nite improvement of the overall quality of au-tomatially generated summaries.In future work, we �rst plan to extend our olletion ofmultiple orderings, so that we an extrat more regulari-ties and understand better how human order information toprodue a readable and uent text. Even though we didnot enounter any misleading inferenes introdued by re-ordering MultiGen output, we plan to do an extended studyof the side e�ets aused by reorderings. We also plan toinvestigate whether the MO algorithm an be improved byapplying it on ohesive bloks of themes, rather than themes.
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