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1 IntroductionTraditional network management provides management application tools at aNetwork Management System (NMS) for operations administrators to moni-tor and control element con�gurations, performance and failure modes. NMSmanager applications access element agents who instrument monitoring andcontrol functions. SNMP provides such GET/SET/Notify access by NMSmanagers to element agents by organizing the instrumentation in a globalnaming directory { the Management Information Base (MIB).This traditional manager-agent architecture is based on several funda-mental assumptions:1. The task of management software is to provide tools for administratorswho monitor and control the network through man-in-the-loop opera-tions2. Element con�gurations and network topology remain static and changeinfrequently3. Management tasks { such as provisioning, con�guration changes andproblem management are handled in non real-time with operations4. Elements play a passive role of exporting instrumentation access throughlocal agents; the locus of control is with manager applications and oper-ations sta�. Elements are independent of each other, with administra-tors coordinating their con�gurations and correlating their behaviorsActive networks present fundamental new management challenges. Thefour basic assumptions above are no longer valid. An active network evolvesdynamically as new elements are deployed, provisioned, con�gured, changedand deleted; dynamic changes are the norm rather than the exception. Both,element con�gurations and connectivity relationships can change on rapidtime scales, not controllable through a man-in-the-loop administration paradigm.Elements can no longer play a passive role and function independently of theirenvironment; instead they require autonomic capabilities to adapt and con-trol their operating environment through coordination with other elements.Therefore, a major challenge in managing active ever-evolving networks isto extend traditional static/man-in-the-loop/passive network managementparadigm to support a new dynamic/autonomic/active network managementparadigm. 3



The challenges of dynamic/autonomic/activemanagement permeate throughthe entire stack of current management architecture. We illustrate thesechallenges through examples. Consider an active application (AA) deployeddynamically in the network; it would be necessary to deploy with it a respec-tive instrumentation MIB and manager applications to monitor and controlthe AA. These instrumentation and managers become active elements too,whose operations must be intimately coordinated with the dynamics of theAA. The SNMP model, furthermore, allocates manager functions (monitor-ing and control) to NMS applications with element agents functioning aspassive instrumentation servers. With active networks AAs and EEs mustmonitor and control their environments and thus perform manager functionsas well as export agent functions; this leads to a di�usion of manager/agentfunctions with elements, creating autonomic management model, in contrastwith the sharper NMS/agent division. Furthermore, SNMP assumes thatMIB schemas (SMI) are statically replicated at the NMS and at elementagents to guide protocol access. The NMS is typically con�gured staticallyto include the SMI of all elements it must manage. With an active networkthe SMI of an AA MIB must be available to autonomic elements that needto adapt to, or control, the AA. This means that the SMI schema must bedynamically deployed and manipulated by multiple AA elements. SNMP'sstatic replication model must be extended to a full repository model whichsupports shared access and dynamic manipulations of the very SMI schemaand coordinated recon�guration of the active instrumentation they represent.Dynamics introduces signi�cant new complexities to MIB design. For ex-ample, SNMP typically accumulates historical data through counters; thesecounters, furthermore, may be used to identify signi�cant management eventsthrough thresholding. Suppose an AA is deployed, encounters a problem andaborts repeating this intermittent activations inde�nitely. The MIB associ-ated with the AA will be deleted with every such aborted activation and thuslose record of history. Yet to identify and analyze such intermittent dynam-ics it is necessary to accumulate a historical record of the instrumentationvalues. Therefore the AA MIB will need to provide persistent footprint andcorrelate it across multiple activations.To summarize, managing active networks requires novel active autonomicmanagement technologies that extend beyond the fundamental assumptionsand paradigms of existing management frameworks. There could be two ap-proaches to creation of such active autonomic management. One alternativewould seek to construct a radically novel framework and mechanisms that4



resolve the challenges. This would involve design of distributed repositorystructures that can support active autonomic management of dynamicallyevolving networks; mechanisms to deploy active management componentsand coordinate their monitoring and control activities with those of EEs andAA; and mechanisms for coordinated autonomic con�guration, problem andperformance management. All these require substantial research to develope�ective solutions.A second alternative, pursued by this paper, is to use an Occam's Razordesign. Under this option existing frameworks and mechanisms are extendedas minimally as possible to support a suÆcient base to manage active net-works. The goal is to provide the simplest working model leaving the broaderquestions and challenges of the �rst alternative to further research and fu-ture extensions. In what follows we describe such Occam's Razor design of anSNMP-based framework to support active autonomic management of activenetworks.
2 Assumptions and RequirementsA Managed Active NOde (MANO) is an active node that provides the basemanagement capabilities described below.
2.1 Required capabilities1. A MANO shall support SNMP-based monitoring and control of activenodes.2. A MANO shall provide instrumentation to monitor and control thesystem and network resources of active node and of the EEs it executes.3. A MANO shall enable EEs to provision node and network resourcesrequired for their execution.4. A MANO shall protect management components against security at-tacks.
2.2 Optional capabilities1. A MANO shall enable EEs to dynamically deploy MIBs with its SNMPagent. 5



2. A MANO shall enable EEs and AAs to manipulate MIBs safely andsecurely3. A MANO shall provide an active management EE supporting dynamicdelegation of management applications and their execution under localand remote controls.4. The management EE shall support standard management applicationtools to test liveness of links to neighboring nodes and the status oftheir EEs.
3 Architecture and Functions of A ManagedActive NodeThis section describes the base architecture, components and operations ofa managed active node.
3.1 Base MANO ArchitectureThe overall architecture of a MANO is depicted in the �gure below. A MANOcontains an SNMP MANO Agent and an optional Active Management EE(AME) that executes active management applications (AMA).

---- ---- ---- ---- ---- -----|AA11| |AA12| |AA21| |AMA1||AMA2| |Tools|------------- --------- -------------------| EE1 | | EE2 | | AME |------------- --------- . . . --------------------------------------- ----------------------------| | | MANO SNMP Agent || | ----------------------------| |------------------------------| Active NodeOS |---------------------------------------------------The MANO Agent maintains MIBs to support an active managementframework. It provides standard SNMP access to these MIBs by remote6



managers as well as more extensive, safe and secure API for local access byEEs and by AME applications.The MANO Agent incorporates several standard MIBs into a MANOMIB used to manage the active node environment. These MIBs includeadapted forms of standard MIBs to instrument the node OS and resources(Host MIB); an ANet MIB to monitor and control links to neighboring ANetnodes as well as network resources that facilitate them; and a RegistrationMIB that supports dynamic registration of Active MIBs by EEs and establishprotection features of their access. The Registration MIB provides the facilityfor dynamic deployment of MIBs and SMI schemas by EEs and their AAs.The optional Active Management EE (AME) provides a standard EEto deploy and execute active management applications (AMAs). The AMEprovides a standard MIB, the AME MIB, to deploy monitor and controlAMAs. These AMAs can access the MANO MIBs according to their protec-tion capabilities and use these MIBs to monitor and control the operationsand resources of the active node and its EEs. The AME supports certainuniversal tools to monitor and control the node, network and EEs opera-tions. These tools, organized as AMAs shall include testing liveness of linksto neighboring MANOs and of their EEs; tools to provision EEs, allocateresources to them and to change their con�gurations.An EE could only monitor and control its allocation of node resources andits operations through the MANO Agent, either directly or as a side e�ect ofinvoking respective node OS functions. An EE may use the MANO Agentto register its MIB and enable local and external management applicationsto access them. Alternatively, an EE may execute its own SNMP agent (orany other management mechanisms) as an AA and bypass the MANO agentin supporting its management.If the MANO incorporates the optional AME, then its EEs may use theAME to deploy and execute AMAs to manage its operations or those of itsAAs.
3.2 Support SNMP AccessAll MANO must support SNMP access to local instrumentation MIBs. Inparticular, a MANO needs to support a local SNMP agent (the MANOAgent) and SNMP/UDP/IP stack. A MANO is also assumed to incorporatestandard SNMP security mechanisms (...LOL) to protect external accessesto the MANO agent.
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Additionally, a MANO provides local API for secure access to all localMIBs. These API shall support full repository access to both SMI schemaand their instrumentation data; protect the safety of the MIBs data throughstandard transaction interfaces; and protect the security of the MIBs datathrough standard access control.
3.3 Provide A MANO MIBAll MANO must support the MANO MIB. The MANO MIB shall includethe Host MIB to instrument the MANO OS and EE processes, includingappropriate extensions that permit identi�cation of speci�c EE processes.The MANOMIB shall additionally include a common EEMIB to monitor thestatus and traÆc of all EEs executing at the node. The MANO Agent shallprovide a set of traps to indicate standard status/failure/activity conditionsof EEs.The MANO MIB shall also include an ANet MIB to monitor and controlthe local ANet topology and its mapping to underlying network resources.The ANet MIB shall incorporate instrumentation to provision, con�gure andmonitor links to neighboring active nodes and allocate to them underlyingnetwork resources (e.g., QoS features). The MANO Agent shall provide aset of traps to indicate standard status/failure conditions of these links toneighboring active nodes and of the underlying network resources.
3.4 Support Active MIBs of EEsAll MANO must support active MIB (AMIBs) of EEs (and their AAs) asfollows. An EE shall be able to deploy, activate, deactivate and delete MIBsand respective traps, as well as control their protections. The followingMANO facilities are required.1. There shall be an AMIB Registration MIB, organizing information onall AMIBs registered by EEs with the MANO Agent.2. The Registration MIB shall incorporate for each EE the following data:all AMIBs registered by the EE; for each AMIB its SMI de�nitions,its binding to instrumentation executed by the EE, traps associatedwith it, its status and its access protection speci�cations. Notice thatmultiple instances of an EE will have independent Registration MIBdata. 8



3. The MANOAgent shall instrument the RegistrationMIB to enable EEsto register AMIBs, change their status, instrumentation bindings andprotection structures and delete them as needed. The MANO Agentshall also terminate and delete all AMIBs associated with an EE upontermination of such EE.The Registration MIB thus provides a limited repository infrastructurethat permits dynamic deployment of MIBs and SMIs and their shared pro-tected access and manipulations by management applications, EEs and AAs.It should be recognized, however, that these capabilities are bounded by in-trinsic limitations of SNMP in supporting safe and secure transaction seman-tics. It is implicitly assumed here that such broader repository functions canbe provided using more advanced mechanisms beyond the minimal scope ofthis design.
3.5 Optional Support of Active Management EEMANO could optionally support an Active Management EE (AME). TheAME shall provide a common environment to deploy active management ap-plications (AMA) to support autonomic self-managing features of a MANO.For example, an EE could deploy a management application that provisionslinks to neighboring active nodes, replicate the EE at selected neighbors andallocates node and network resources to this EE overlay. For another examplean EE could deploy a management application that monitors its operations,automatically reboots it upon failure and instruments log of such failures ina respective MIB to enable other management applications to detect, diag-nose and recover from intermittent failures or report bugs. Similarly, an AAfor content-distribution service could deploy a performance management ap-plication that monitors traÆc patterns and underlying topology status andrecon�gures the AA to respond to emergent changes in these.The AME shall incorporate mechanisms to deploy (delegate) AMA. Itshall enable AMAs to access and manipulate MIBs of the MANO Agent,according to their security permissions. It shall instrument an AME MIB tomonitor and control AMAs and register it with the MANO Agent. The AMEMIB shall also provide standard traps to notify signi�cant status events ofAMAs. The AME MIB shall enable EEs to deploy, execute, monitor andcontrol AMAs associated with their operations.

9



4 ToolsSupport for a small number of management tools is needed to encourage thedevelopment of a rich active network infrastructure.
4.1 DiscoveryMany AAs need knowledge of the network topology for correct operation.Others need the topology information for deployment or optimization.Management has three areas of interest in topology discovery:1. The topology of MANOs.2. The topology of particular EEs running on MANOs3. The topology of particular active applications deployed on a set of EEsThe information on the topology of active nodes resides in the ANet MIB.As stated in Section 3.3, the ANet MIB incorporates instrumentation to toprovision, con�gure and monitor links to neighboring active nodes.The development and maintenance of the neighbor information for a par-ticular EE on a MANO is optional. However, EE's AMIB can be designed tomaintain neighbor information. The AMIB binds the EE-speci�c instrumen-tation to status variables. Upon EE invocation, the AMIB Registration MIB,registers the AMIB for this EE with the MANO MIB. Correspondingly, thewhen links to \neighbors" of this EE are discovered, they can be identi�edas entries in the AMIB.The development and maintenance of the topology of active applicationsdeployed on a set of EEs in the active network is the responsibilty of the theEE or application in question. The manangement infrastructre supports theidenti�cation of active nodes and their corresponding connectivity, which canbe used by the EE or application to support topology at this level. It is anarchitectural decsion as to whether the EE's AMIB is designed to track AA-speci�c information, or if the AMIB parallels the MANO MIB and supportsthe registration of AA AMIBs.In general, topology discovery is very diÆcult in existing networks. Whilethis document cannot address the problem of layer-2 topology discovery, theMIBs must provide suÆcient information to perform end-to-end, multi-layertopology discovery, assuming that information on the layers is available.
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4.2 ReachabilityIn order to establish communication to an EE or between EEs, reachabilityhas to be determined. Management has two areas of interest with respect toreachability:1. KEEP-ALIVE to check EE link availability (neighbor)2. PING of EE through IP (management channel)Both of the above are similar to the ICMP echo service widely used in IP.EEs should support a KEEP-ALIVE service that can determine if the linkbetween neighboring similar EEs is operating. Since the \link" is an EE-derived notion and may cover multiple hops through conventional networknodes, the KEEP-ALIVE service should have the EE perform some work toindicate that the peer is not only reachable (with respect to the underlyingnetwork), but also capable of communication and/or computation.Earlier we stated that the basic management channel to an active nodewas via IP. IP services alone can determine if an IP path to the active nodeexists. However, IP services are not able to determine if a particular EE isrunning on the active node. EEs should support an interface through themanagement facilities within the NodeOS to determine EE liveness. Thus aquery can be made from the NodeOS of an active node to \PING" an EE todetermine its liveness.
5 SecuritySeveral of the classical communication threats to network protocols are ap-plicable to the network management problem. In addition to the threats tocommunications, there exist threats that occur by executing code containedin AAs, as detailed in [1]. The correct operation of the network requiresthat individual routers are not subverted from forwarding packets correctly.Thus, protecting the correct operation of the router and its con�guration isalso a goal of these requirements. This section discusses the principal threatsto an Active Network Management Architecture.
5.1 ThreatsThe principal communication threats to a robust management model are:11



Modi�cation: the danger that some unauthorized entity may alter in-transitmessages generated on behalf of an authorized user,Masquerade: the danger that operations not authorized for some user maybe attempted by assuming the identity of another user that has theappropriate authorizations, andDisclosure: the danger of eavesdropping on the exchanges between man-aged nodes and a management station(s). Protecting against thisthreat may be required as a matter of local policy.Note that the above can be countered by integrity, authentication, au-thorization, and con�dentiality services.The principal operating environment threats to a robust managementmodel are:Unlimited consumption: the danger that a program can consume noderesources without bound,Unlimited access: the danger that an unauthorized program can access ore�ect sensitive areas, andUnsafe evaluation: the danger that a fault during program execution cancause harm to the node evaluating the program.Reference monitors or low-level instrumentation in the NodeOS can beused to protect against unlimited consumption. The NodeOS architecturespeci�es that enforcement mechansms should exist control running programs.Authorization policy, including access control mechanisms, if implemeted inthe NodeOS, as suggested by the Security architecture, should prevent un-bounded access by unauthorized entiies. Dangers from unsafe evaluationcan be addressed by various methods, including evaluating the program in atightly controlled sandbox to veri�ng that a proof carried with the programmeets the security/resource policies of this node. The nature of the protec-tion and its implementation is a function of both the NodeOS and the EEimplememtations.
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5.2 Needed Services in the NodeOSThe Security architecture provides strong arguements for placing the respon-sibilty for the authentication of packets in the NodeOS, which are brie
yreiterated here:� The security functions are of common use to all EEs (including andespecially those used for management functions)� The NodeOS had resource of its own to protect and thus requires thefunctionality� Some types of processing or communications are diÆcult to protect ifthe authentication support was in an EE. For example, cut-throughchannels are designed to avoid EE processing.The management architecture should leverage the availabilty of the fol-lowing components from the Security architecture:Cryptography: providing integrity, authentication and key managementfunctionsCredential: a system to create, store, retrieve, disseminate and revoke cre-dentialsPolicy: a datebase to store policy statements and an engine to evaluatepolicy during enforcementEnforcement: binds security context to code execution, such that contextis available to authorization functions but not the code.
References[1] S. Murphy, ed., \Security Architecture for Active Networks," AN draft,AN Security Working Group, Nov. 2001.
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