


Original images (top insets) source: www.123rf.com, used with permission.

Figure 10: The Tiger and Frog are two large-scale examples realized virtually
with our system. We only use up to five different paint colors. While being
limited in the color spectrum, our optimization in CIE Lab space is able to find a
perceptually acceptable match. The two inset images show the target, as well as
Shilkrot et al.’s results.

specifications of the spray can (e.g. deposition profile), the tra-
jectory (e.g. human vs. robot), and the optimization strategy
(e.g. conservative vs. normal mode). We refer the reader to our
supplemental webpage for more examples.

5. Discussion and future work

Analogous to the “sculpting by numbers” approach of Rivers
et al. [11], we do not aim to train the user to become a skilled,

Table 1: Statistics about our datasets and experiments.

Image #A0 Sheets Size (m2) Painting time (min) #Color switches

Boxer 2 1.7�1.2 13 4
Toucan 2 1.7�1.2 21 6
Chaplin 2 1.2�1.7 30 12
Snail 12 4.7�2.5 80 26
Clown 4 1.5�1.7 52 21
Chameleon 5.2�3.0 129 7
Frog 3.5�3.3 72 5
Tiger 4.5�3.0 85 5

(a)

(b)

(c)

Original image (subfigure (a)) source: Flickr Creative Commons.

Figure 11: The Clown is a medium-size painting realized with six colors. Guided
by the user, our system is able to recover important semantic features, even at
this limited resolution.

unassisted spray painter, nor are we expecting to reach the qual-
ity of professional artists. Instead, our system provides the basic
technology to spray paint an input image. Without it, a novice
would only produce a rough abstraction of the image, especially
for the scale we target. However, our current system does not
offer a very creative user experience and considerably limits the
artistic freedom of the user. As in Shilkrot et al.’s airbrushing sys-
tem [15], adding an override trigger to our device could improve
creativity at the expense of automation. Doing so empowers the
user to paint manually while the system only acts as a fail-safe.
Our high fidelity online simulation could become the bedrock of
creative or educational systems. Our system enables researchers
to explore multiple future directions (e.g. automation, user inter-
action, quality, training) either by completely replacing the user
by a robot with full control over the trajectory, or by leveraging
the user’s creativity with more complex tools such as stencils, or
even by training the user by developing a guidance system.

Several improvements could push the quality of our results
or practicality of our system further. We would like to optimize
the design and performance of our device to allow better and
faster control over the spray response. Our system currently
works best with high-contrast images that are not dominated by
high frequency detail. We rely on our small time intervals for
actuation to blend colors in a soft way, but a more direct approach
would need to control the pressure precisely. This would require
us to build a much more sophisticated – but not necessarily much
more expensive – device or switch to a different spraying tool.
Another direction could be to design a special cap with aperture
control. While these modifications are interesting engineering
problems and could significantly aid in reconstructing smooth
gradients and high frequencies, their integration in our current
optimization would be relatively straightforward. Moreover, our
simulation and optimization run mostly on the GPU and perform
one order of magnitude faster than the servomotor actuation rate.
Therefore, using a higher quality servomotor would directly
impact the quality of the paintings.

We used an affordable and efficient tracking solution to proto-
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(a) (b)

(c)

(d)

(e)

(f)

Original image (subfigure (a)) source: www.123rf.com, used with permission.

Figure 12: (a) Target, (b) Result made by the user with our physical setup, (c)
Optimization/triggering time ∆t = 2sec with the same setup, (d) Different nozzle
with larger deposition radius r and rate β and the normal strategy, (e) Different
nozzle with small dispersion radius r and the conservative strategy, (f) Generated
diagonal scanline trajectory with optimal strategy

type our painting setup, and custom-made state-of-the-art track-
ing is out of the scope of this project. Nevertheless, we believe
than one direction for improving the quality of the paintings lies
in using more sophisticated tracking technology and advanced
tracking algorithms. When relying solely on a vision-based sys-
tem, the lighting conditions can become an issue. It would also
be beneficial to make the setup even more lightweight, eliminat-
ing the external cameras. A vision-based tracker fully embedded
on the spray can, while appealing, seems extremely challenging
due to restricted view, airborne paint particles, lack of suitable
features to track, etc. It would be interesting to explore the use
of other types of sensors (e.g. inertial or time-of-flight).

Our feedback display already serves as a good visual aid to
guide the user, but an interesting avenue for future work would
be to investigate other interfaces to train inexperienced users. We
considered other options, such as projecting information directly
onto the wall, into virtual reality glasses, or onto a phone/tablet
attached to the spray can.

Finally, even though we are able to produce color paintings,
we believe more investigation of the suitable color spaces and
color mixing models would prove useful. Moreover, in our
model, colors can mix, but we believe that some features can
become incredibly challenging to reproduce if the choice of ini-
tial colors was inadequate. An interesting (though challenging)
idea for future work would be to suggest colors to buy, given an
input image and a paint catalog.

6. Conclusion

We presented an interactive system and an online spray paint-
ing simulation algorithm, enabling novice users to paint large-
scale murals of arbitrary input photographs. Our system aids
the user in tasks that are difficult for humans, especially when
lacking artistic training and experience: it automatically tracks
the position of the spray can relative to the mural and makes
decisions regarding the amount of paint to spray, based on an on-
line simulation of the spraying process. We devise a lightweight
calibration method and a fast spraying simulation resulting in
close matching between our simulation and the murals. We
presented a number of physically-realized and simulated murals
that demonstrate the flexibility of our system. We hope that
this work will inspire further interactive, creative applications of
computer graphics in physical environments.
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