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Figure1: Top row: Imagescapturedby multiview radialimagingsystems.Bottomrow: Sceneinformationrecoveredfrom theimagesin the
top row. (a)The3D structureof apieceof breadis recovered.(b) TheanalyticBRDFmodelparametersfor redsatinpaintareestimatedand
usedto rendera teapot.(c) The3D structureof a faceis recovered.(d) Thetexturemap(topandall sides)of acylindrical objectis captured.
(e)Thecompletegeometryof a toy headis recovered.For theresultsin (a-d)only asingleimagewasusedandfor (e) two imageswereused.

Abstract
In this paper, we presenta classof imagingsystems,calledradial
imaging systems, thatcapturea scenefrom a largenumberof view-
pointswithin a single image,usinga cameraanda curved mirror.
Thesesystemscan recover scenepropertiessuchas geometry, re-
�ectance,andtexture. We derive analyticexpressionsthat describe
thepropertiesof acompletefamilyof radialimagingsystems,includ-
ing their loci of viewpoints,�elds of view, andresolutioncharacteris-
tics. Wehavebuilt radialimagingsystemsthat,from asingleimage,
recover the frontal 3D structureof anobject,generatethecomplete
texture mapof a convex object,andestimatethe parametersof an
analyticBRDF modelfor an isotropicmaterial. In addition,oneof
our systemscanrecover the completegeometryof a convex object
by capturingonly two images.Theseresultsshow that radial imag-
ing systemsaresimple,effective, andconvenientdevicesfor a wide
rangeof applicationsin computergraphicsandcomputervision.

CR Categories: I.4.1 [Image Processingand ComputerVision]:
Digitization and Image Capture—Imaginggeometry,Re�ectance;
I.4.8 [Image Processingand ComputerVision]: SceneAnalysis—
Stereo
Keywords: radial imaging,multiview imaging,catadioptricimag-
ing, 3D reconstruction,stereo,BRDFestimation,texturemapping.

1 Multi-Viewp oint Imaging
Many applicationsin computergraphicsandcomputervisionrequire
the samesceneto be imagedfrom multiple viewpoints. The tradi-
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tional approachis to eithermove a singlecamerawith respectto the
sceneandsequentiallycapturemultiple images[Levoy andHanra-
han1996; Gortler et al. 1996; Peleg andHerman1997; Shumand
He 1999; Seitz and Kim 2002], or to simultaneouslycapturethe
sameimagesusingmultiple cameraslocatedat differentviewpoints
[Kanadeet al. 1996;Kanadeet al. 1997]. Usinga singlecamerahas
theadvantagethat theradiometricpropertiesarethesameacrossall
the capturedimages. However, this approachis only applicableto
staticscenesandrequirespreciseestimationof thecamera's motion.
Using multiple camerasalleviatestheseproblems,but requiresthe
camerasto be synchronized.More importantly, the camerasmust
beradiometricallyandgeometricallycalibratedwith respectto each
other. Furthermore,to achieve a densesamplingof viewpointssuch
systemsneeda largenumberof cameras– anexpensiveproposition.

In this paper, we develop a classof imagingsystemscalled radial
imaging systemsthatcapturethescenefrom multiple viewpointsin-
stantlywithin a singleimage1. As only onecamerais used,all pro-
jectionsof eachscenepoint are subjectedto the sameradiometric
cameraresponse.Moreover, sinceonly a singleimageis captured,
thereareno synchronizationrequirements.Radialimagingsystems
consistof a conventionalcameralooking througha hollow rotation-
ally symmetricmirror (e.g.,a truncatedcone)polishedon theinside.
The �eld of view of thecamerais folded inwardsandconsequently
the sceneis capturedfrom multiple viewpointswithin a single im-
age.As theresultsin Figure1 illustrate,thissimpleprincipleenables
radial imagingsystemsto solve a variety of problemsin computer
graphicsandcomputervision. In this paper, we demonstratetheuse
of radialimagingsystemsfor thefollowing applications:

ReconstructingSceneswith Fewer Ambiguities: Onetypeof ra-
dial imagingsystemcapturesscenepointsmultiple timeswithin an
image. Thus, it enablesrecovery of scenegeometryfrom a single

1Althoughanimagecapturedbyaradialimagingsystemincludesmultiple
viewpoints,eachviewpointdoesnotcapturea`complete'imageof thescene,
unliketheimagingsystemsproposedin [Ungeretal.2003;Levoy etal.2004].



image.We show that theepipolarlinesfor sucha systemareradial.
Hence,unlike traditionalstereosystems,ambiguitiesoccurin stereo
matchingonly for edgesorientedalongradial lines in the image–
anuncommonscenario.This inherentpropertyenablesthesystemto
producehigh quality geometricmodelsof both�ne 3D texturesand
macroscopicobjects,asshown in Figures1(a)and1(c),respectively.
Sampling and Estimating BRDFs: Anothertypeof radial imaging
systemcapturesasamplepoint from alargenumberof viewpointsin
a singleimage.Thesemeasurementscanbeusedto �t ananalytical
BidirectionalRe�ectanceDistribution Function(BRDF) that repre-
sentsthematerialpropertiesof an isotropicsamplepoint, asshown
in Figure1(b).
Capturing CompleteObjects: A radialimagingsystemcanbecon-
�gured to look all arounda convex objectandcaptureits complete
texturemap(exceptpossiblythebottomsurface)in a singleimage,
asshown in Figure1(d). Capturingtwo suchimageswith parallax,
by moving theobjector thesystem,yieldsthecompletegeometryof
theobject,asshown in Figure1(e).To ourknowledge,this is the�rst
systemwith suchacapability.
In summary, radial imaging systemscan recover useful geometric
and radiometricpropertiesof sceneobjectsby capturingone or at
most two images,making them simple and effective devices for a
varietyof applicationsin graphicsandvision. It mustbenotedthat
thesebene�ts comeat the costof spatialresolution– the multiple
views areprojectedonto a singleimagedetector. Fortunately, with
theever increasingspatialresolutionof today's cameras,this short-
comingbecomeslesssigni�cant. In oursystemswehave used6 and
8 megapixel camerasandhave foundthatthecomputedresultshave
adequateresolutionfor ourapplications.

2 Related Work
Severalmirror-basedimagingsystemshavebeendevelopedthatcap-
turea scenefrom multiple viewpointswithin a singleimage[South-
well etal.1996;NeneandNayar1998;Gluckmanetal.1998;Gluck-
manandNayar1999;Han andPerlin 2003]. Thesearespecialized
systemsdesignedto acquireaspeci�c characteristicof thescene;ei-
ther geometryor appearance.In this paper, we presenta complete
family of radial imagingsystems.Speci�c membersof this family
havedifferentcharacteristicsandhencearesuitedto recoverdifferent
propertiesof ascene,including,geometry, re�ectance,andtexture.

Oneapplicationof multiview imagingis to recover scenegeometry.
Mirror-based,single-camerastereosystems[NeneandNayar1998;
GluckmanandNayar1999]instantlycapturethescenefrom multiple
viewpointswithin animage.Similar to conventionalstereosystems,
they measuredisparitiesalonga singledirection,for examplealong
imagescan-lines.As a result, ambiguitiesarisefor scenefeatures
thatprojectasedgesparallelto this direction.Thepanoramicstereo
systemsin [Southwell et al. 1996; Gluckmanet al. 1998; Lin and
Bajcsy2003]haveradialepipolargeometryfor two outwardlooking
views; i.e., they measuredisparitiesalongradial lines in the image.
However, they suffer from ambiguitieswhenreconstructingvertical
sceneedgesasthesefeaturesaremappedontoradial imagelines. In
comparison,our systemsdo not have such large panoramic�elds
of view. Their epipolar lines are radial but the only ambiguities
thatarisein matchingandreconstructionarefor scenefeaturesthat
projectasedgesorientedalongradiallinesin theimage,ahighly un-
usualoccurrence2. Thus,radialimagingsystemsareableto compute
thestructuresof sceneswith lessambiguitythanpreviousmethods.

Samplingthe appearanceof a materialrequiresa large numberof
imagesto be taken underdifferentviewing andlighting conditions.
Mirrors have beenusedto expeditethis samplingprocess.For ex-
ample,Ward [1992] andDana[2001] have usedcurved mirrors to
capturein a singleimagemultiple re�ections of a samplepoint that

2In our systems,ambiguitiesarisefor vertical sceneedgesonly if they
projectontothevertical radial line in theimage.

correspondto differentviewing directionsfor a singlelighting con-
dition. We show thatoneof our radial imagingsystemsachievesthe
samegoal. It shouldbenotedthatadensesamplingof viewing direc-
tions is neededto characterizetheappearanceof specularmaterials.
Our systemusesmultiple re�ectionswithin thecurvedmirror to ob-
tain densesamplingalong multiple closedcurves in the 2D space
of viewing directions. Comparedto [Ward 1992; Dana2001], this
systemcapturesfewer viewing directions. However, the mannerin
which it samplesthe spaceof viewing directionsis suf�cient to �t
analyticBRDF modelsfor a large variety of isotropicmaterials,as
we will show. HanandPerlin[2003] alsousemultiple re�ections in
a mirror to capturea numberof discreteviews of a surfacewith the
aimof estimatingits BidirectionalTextureFunction(BTF).Sincethe
samplingof viewing directionsis coarseanddiscrete,thedatafrom
a singleimageis insuf�cient to estimatetheBRDFsof pointsor the
continuousBTF of the surface. Consequently, multiple imagesare
taken underdifferent lighting conditionsto obtain a large number
of view-light pairs. In comparison,we restrictourselvesto estimat-
ing theparametersof ananalyticBRDF modelfor anisotropicsam-
ple point, but canachieve this goalby capturingjust a singleimage.
Our systemis similar in spirit to the conicalmirror systemusedby
Hawkins et al. [2005] to estimatethephasefunctionof a participat-
ing medium.In fact,thesystemof Hawkinsetal. [2005] is aspeci�c
instanceof theclassof imagingsystemswepresent.
Someapplicationsrequireimagingall sidesof anobject.Peripheral
photography [Davidhazy 1987] doesso in a single photographby
imaginga rotatingobjectthrougha narrow slit placedin front of a
moving �lm. Thecapturedimages,calledperiphotographsor cyclo-
graphs[SeitzandKim 2002],provide aninward looking panoramic
view of theobject.Weshow how radialimagingsystemscancapture
the top view aswell asthe peripheralview of a convex object in a
single image,without usingany moving parts. We alsoshow how
the complete3D structureof a convex object canbe recoveredby
capturingtwo suchimages,by translatingtheobjector the imaging
systemin betweenthetwo images.

3 Radial Imaging Systems
To understandthebasicprincipleunderlyingradialimagingsystems,
considerthe examplecon�guration shown in Figure 2(a). It con-
sistsof a cameralooking througha hollow conethat is mirroredon
the inside. The axis of the coneand the camera's optical axis are
coincident.Thecameraimagesscenepointsbothdirectly andafter
re�ection by the mirror. As a result,scenepointsareimagedfrom
differentviewpointswithin asingleimage.
The imagingsystemin Figure2(a)capturesthescenefrom the real
viewpoint of the cameraaswell asa circular locusof virtual view-
pointsproducedby themirror. To seethis considera radialsliceof
theimagingsystemthatpassesthroughtheopticalaxisof thecamera,
asshown in Figure2(b). Therealviewpoint of thecamerais located
at O. Themirrorsm1 andm2 (thatarestraightlinesin a radialslice)
producethetwo virtual viewpointsV1 andV2, respectively, whichare
re�ectionsof therealviewpointO. Therefore,eachradialsliceof the
systemhastwo virtual viewpointsthataresymmetricwith respectto
theopticalaxis. Sincethecompleteimagingsystemincludesa con-
tinuum of radial slices,it hasa circular locusof virtual viewpoints
whosecenterlieson thecamera'sopticalaxis.
Figure 2(c) shows the structureof an imagecapturedby a radial
imagingsystem.ThethreeviewpointsO, V1, andV2 in a radialslice
projectthesceneontoaradialline in theimage,whichis theintersec-
tion of the imageplanewith thatparticularslice. This radial image
line hasthreesegments– JK, KL, andLM, asshown in Figure2(c).
Therealviewpoint O of thecameraprojectsthesceneontothecen-
tral partKL of theradial line, while thevirtual viewpointsV1 andV2
projectthesceneontoJK andLM, respectively. Thethreeviewpoints
(realandvirtual) captureonly scenepointsthat lie on thatparticular
radialslice. If P is sucha scenepoint, it is imagedthrice(if visible
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Figure2: (a) Radialimagingsystemwith a conemirroredon thein-
sidethatimagesthescenefrom acircularlocusof virtual viewpoints
in additionto therealviewpoint of thecamera.Theaxisof thecone
and the camera's optical axis are coincident. (b) A radial slice of
thesystemshown in (a). (c) Structureof the imagecapturedby the
systemshown in (a). (d) Radialimagingsystemwith acylindermir-
roredon theinside.(e) Radialimagingsystemwith a conemirrored
on theinside.In this case,theapex of theconelies on theotherside
of thecameracomparedto thesystemin (a).

to all threeviewpoints)alongthecorrespondingradial imageline at
locationsp, p1, andp2, asshown in Figure2(c). Sincethis is truefor
everyradialslice,theepipolarlinesof suchasystemareradial.Since
all radialimagelineshave threesegments(JK, KL, andLM) andthe
lengthsof thesesegmentsareindependentof the chosenradial im-
ageline, thecapturedimagehasthe form of a donut. Thecamera's
real viewpoint capturesthe scenedirectly in the inner circle, while
theannuluscorrespondsto re�ection of thescene– thesceneasseen
from thecircularlocusof virtual viewpoints.

Varying the parametersof the conicalmirror in Figure2(a) andits
distancefrom the camera,we obtaina continuousfamily of radial
imagingsystems,two instancesof which areshown in Figures2(d)
and2(e). The systemin Figure2(d) hasa cylindrical mirror. The
systemin Figure2(e) hasa conicalmirror whoseapex lies on the
othersideof thecameracomparedto theonein Figure2(a). These
systemsdiffer in thegeometricpropertiesof their viewpoint loci and
their �elds of view, makingthemsuitablefor differentapplications.
However, theimagesthatthey all capturehave thesamestructureas
in Figure2(c).

Multiple circular loci of virtual viewpoints can be generatedby
choosinga mirror that re�ects light raysmultiple timesbeforebe-
ing capturedby the camera.For instance,two circular loci of vir-
tual viewpointsareobtainedby allowing light rays from the scene

to re�ect atmosttwice beforeenteringthe camera.In this case,the
capturedimagewill have aninnercircle,wherethesceneis directly
imagedby thecamera'sviewpoint,surroundedby two annuli,onefor
eachcircularlocusof virtual viewpoints.Laterwe show how sucha
systemwith multiplecircularloci of virtual viewpointscanbeused.
In thispaper, for thesakeof simplicity, werestrictourselvesto radial
imagingsystemswith conicalandcylindrical (which is justaspecial
case)mirrors,which appearaslinesin theradialslices.It shouldbe
notedthat in generalthe mirrors only have to be rotationallysym-
metric;they canhavemorecomplex cross-sections.

4 Properties of a Radial Imaging System
We now analyzethepropertiesof a radial imagingsystem.For sim-
plicity, we restrict ourselves to the casewherelight rays from the
scenere�ect at mostoncein themirror beforebeingcapturedby the
camera.In Section5.3,wewill analyzeasystemwith multiplere�ec-
tions.For illustration,wewill useFigure3 whichshowsaradialslice
of thesystemshown in Figure2(a).However, theexpressionswede-
rive hold for all radial imagingsystemsincludingtheonesshown in
Figures2(d) and2(e). A conecanbedescribedusingthreeparame-
ters– theradiusr of oneend(in our case,theendnearthecamera),
its lengthl , andthehalf-angleb at its apex, asshown in Figure3(a).
Thecompletesystemcanbedescribedusingonemoreparameter–
the �eld of view (fov) 2q of the camera3. To differentiatebetween
thecon�gurationsin Figures2(a)and2(e),weusethefollowing con-
vention:if thecone'sapex andthecameralie on thesamesideof the
cone,b � 0; elseb < 0. Therefore,for thesystemsshown in Figures
2(a),(d), and(e),b > 0, b = 0, andb < 0, respectively.
Thenearendof theconeshouldbeplacedat a distanced = r cot(q)
from thecamera'srealviewpointsothattheextremeraysof thecam-
era's fov grazethenearend,asshown in Figure3(a).Suchad would
ensurethattheentirefov of thecamerais utilized.

4.1 Viewpoint Locus
In Section3 wesaw thatradialimagingsystemshaveacircularlocus
of virtual viewpoints. We now examinehow the sizeand location
of this circularlocusvarieswith theparametersof thesystem.Since
thesystemis rotationallysymmetric,wecandothisanalysisin 2D by
determiningthe locationof thevirtual viewpointsin the radialslice
shown in Figure3(a). The virtual viewpointsV1 andV2 in a radial
slice arethe re�ections of the camera's real viewpoint O produced
by the mirrors m1 andm2, respectively. The distanceof the virtual
viewpoints from the optical axis gives the radiusvr of the circular
locusof virtual viewpoints,whichcanbeshown to be

vr = 2r cos(b) sin(q � b) csc(q): (1)
The distance(alongthe optical axis) of the virtual viewpointsfrom
therealviewpointof thecamerais thedistancevd betweenthecircu-
lar locusof virtual viewpointsandthecamera's realviewpoint:

vd = � 2r sin(b) sin(q � b) csc(q): (2)
It is interestingto notethat whenb > 0, asin the systemshown in
Figure2(a),vd < 0, implying that the virtual viewpoint locusis lo-
catedbehindtherealviewpointof thecamera.In con�gurationswith
b = 0, asin Figure2(d), thecenterof thecircularvirtual viewpoint
locusis attherealviewpointof thecamera.Finally, thecircularlocus
movesin front of thecamera's realviewpoint for con�gurationswith
b < 0, asin theoneshown in Figure2(e).
The lengthof the conedetermineshow many timeslight raysfrom
thescenere�ect in themirror beforebeingcapturedby thecamera.
Sincein this sectionwe considersystemsthatallow light raysfrom
the sceneto be re�ected at most once,from Figure 3(a) it can be
shown thatthelengthl of theconeshouldbelessthanl 0, where

l0= 2r cos(b) cos(q � 2b) csc(q � 3b): (3)
For easeof analysis,from thispointonwardsweassumethatl = l 0.

3The�eld of view of acamerain a radialimagingsystemis theminimum
of thecamera's horizontalandvertical�elds of view.
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Figure3: Propertiesof a RadialImagingSystem.(a) Radialsliceof theimagingsystemshown in Figure2(a). (b) The�elds of view of the
viewpointsin a radialslice. (c) Theorientationof a virtual viewpoint in a radialslice. (d) Thetangentialresolutionof animagecapturedby
animagingsystemwith b = 12� , r = 3:5 cm,andq = 45� for a sceneplaneparallelto theimageplanelocatedat a distanceof 50 cm from
thecamera's realviewpoint. Theradialdistanceis measuredon theimageplaneatunit distancefrom thecamera's realviewpoint.

4.2 Field of View
We now analyzehow the fov of the viewpointsin a radial slice de-
pendon the parametersof the imagingsystem.Considerthe radial
slice shown in Figure3(b). As we cansee,the fov f of a virtual
viewpoint is theportionof the fov of thecamerathat is incidenton
thecorrespondingmirror andis givenby

f = arctan(
2cos(q � 2b) sin(q) sin(q � b)

sin(q � 3b) + 2sin(q) cos(q � 2b) cos(q � b)
): (4)

Therefore,theeffective fov y of therealviewpoint of thecamerais
theremainingportionof thecamera's fov, which is

y = 2(q � f ): (5)

Thenumberof imageprojectionsof any givenscenepointequalsthe
numberof viewpointsin thecorrespondingradialslicethatcan`see'
it. This in turn dependson wherethe scenepoint lies. If a scene
point lies in the trinocularspace– areacommonto the fovs of all
viewpointsin a radialslice– it is imagedthrice. On theotherhand,
if a point lies in thebinocularspace– areacommonto thefovs of at
leasttwo viewpoints– it is imagedat leasttwice. Figure3(b) shows
thetrinocularandbinocularspaces.Thescenepoint in thetrinocular
spaceclosestto O is obtainedby intersectingthe fovs of thevirtual
viewpoints.Thispoint liesatadistance

dt = r sin(2q � 2b) csc(q) csc(q � 2b) (6)

from O. Similarly, by intersectingthe effective fov of the camera's
realviewpoint andthefov of a virtual viewpoint, we obtainthedis-
tanceof the two scenepointsin thebinocularspaceclosestto O as

db = r sin(2q � 2b) cos(q � f ) csc(q) csc(2q � 2b � f ): (7)
Examiningtheexpressionfor dt tells usthatfor systemswith b > 0
(Figure 2(a)), the trinocular spaceexists only if q > 2b. On the
otherhand,in con�gurationswith b � 0 (Figures2(d) and2(e)),the
fovs of all viewpointsin a radialslicealwaysoverlap. Notethat the
binocularspaceexistsin all cases.
We de�ne theorientationof a virtual viewpoint astheangled made
by thecentralray in its fov with theopticalaxis,asshown in Figure
3(c). It canbeshown, usingsimplegeometry, thatd is givenby

d = (q �
f
2

� 2b)t: (8)

Here,t = 1, if thecentralraysof thevirtual viewpoint fovs meetin
front of thecamera's realviewpoint, i.e., thefovs converge,andt =
� 1 otherwise.It canbeshown thatwhenb � 0, thevirtual viewpoint
fovsalwaysconverge.Whenb > 0, thefovsconvergeonly if q > 3b.

4.3 Resolution
Wenow examinetheresolutioncharacteristicsof radialimagingsys-
tems. For simplicity, we analyzeresolutionsalong the radial and
tangentialdirectionsof a capturedimageseparately. As described
in Section3, a radial line in the imagehasthreesegments– onefor
eachviewpoint in thecorrespondingradialslice. Therefore,in a ra-
dial line thespatialresolutionof thecamerais split amongthethree
viewpoints.Usingsimplegeometry, it canbeshown thaton a radial

imageline, theratio of thelengthsof theline segmentsbelongingto
thecamera's realviewpointandavirtual viewpoint is cos(q)

cos(q� 2b) .

Wenow studyresolutionin thetangentialdirection.Considerascene
planePs parallelto theimageplanelocatedat a distancew from the
camera's real viewpoint. Let a circle of pixels of radiusr i on the
imageplaneimagea circle of radiusr s on the sceneplanePs; the
centersof bothcircleslie on theopticalaxisof thecamera.We then
de�ne tangentialresolution,for thecircle on theimageplane,asthe
ratioof theperimetersof thetwo circles= r i=r s. If acircleof pixels
ontheimageplanedoesnotseethemirror, its tangentialresolutionis
1=w (assumingfocal lengthis 1). To determinethetangentialresolu-
tion for acircleof pixelsthatseesthemirror, weneedto computethe
mappingbetweena pixel on theimageplaneandthepoint it images
on the sceneplane. This canbe derived usingthe geometryshown
in Figure3(a).Fromthismappingwecandeterminetheradiusr s of
thecircleonthesceneplanePs thatis imagedby acircleof pixelsof
radiusr i on theimageplane.Then,tangentialresolutionis r i=r s =

r i sin(q)(cos(2b) + r i sin(2b))
2r sin(q � b)(cos(b) + r i sin(b)) � wsin(q)( r i cos(2b) � sin(2b))

:

Note that tangentialresolutionis depthdependent– it dependson
the distancew of the sceneplanePs. For a given w, thereexists a
circleof radiusr i on theimageplane,whichmakesthedenominator
of the above expressionzero. Consequently, that circle on the im-
ageplanehasin�nite tangentialresolution4, asit is imaginga single
scenepoint– thescenepointonP s thatliesontheopticalaxis. This
propertycan be seenin all the imagescapturedby radial imaging
systemsshown in Figure1. In Section5.3 we exploit this property
to estimatetheBRDF of a materialusinga singleimage. Thetan-
gentialresolutionfor aparticularradialimagingsystemandachosen
sceneplaneis shown in Figure3(d).
Wehavebuilt severalradialimagingsystemswhichwedescribenext.
Themirrors in thesesystemswerecustom-madeby Quintesco,Inc.
Thecameraandthemirror werealignedmanuallyby checkingthat
in a capturedimagethecirclescorrespondingto thetwo endsof the
mirror areapproximatelyconcentric.In our experiments,we found
that very small errorsin alignmentdid not affect our resultsin any
signi�cant way.

5 Cylindrical Mirro r
We now presenta radial imagingsystemthat consistsof a cylinder
mirroredon the inside. Sucha systemis shown in Figure2(d). In
thiscase,thehalf-angleb = 0.

5.1 Properties
Letusexaminethepropertiesof thisspeci�c imagingsystem.Putting
b = 0 in Equations1 and2, we getvr = 2r andvd = 0. Therefore,
thevirtual viewpointsof thesystemform acircleof radius2r around
theopticalaxiscenteredat the real viewpoint of thecamera.It can
be shown from Equations4 and5 that, in this system,the fov f of

4In practice,tangentialresolutionis always �nite as it is limited by the
resolutionof theimagedetector.
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Figure4: Two radial imagingsystemsthat usea cylindrical mirror
of radius3.5 cm andlength16.89cm. (a) Systemusedfor recon-
structing3D texturesthathasaKodakDCS760camerawith aSigma
20mmlens.(b) Systemusedto estimatetheBRDFof asamplepoint
thathasaCanon20Dcamerawith aSigma8mmFish-eye lens.

(a) (b) (c)
Figure 5: The left (a), central(b), and right (c) view imagescon-
structedfrom thecapturedimageshown in Figure1(a).

the virtual viewpointsis alwayssmallerthanthe effective fov y of
the real viewpoint of the camera.Anotherinterestingcharacteristic
of thesystemis that the fovs of its viewpointsalwaysconverge. As
aresult,it is usefulfor recoveringpropertiesof smallnearbyobjects.
Speci�cally, we usethe systemto reconstruct3D texturesandesti-
matetheBRDFsof materials.

5.2 3D Texture Reconstruction and Synthesis
A radial imagingsystemcanbe usedto recover, from a single im-
age,the depthof scenepoints that lie in its binocularor trinocular
space,asthesepointsareimagedfrom multiple viewpoints.We use
a radial imagingsystemwith a cylindrical mirror to recover thege-
ometryof 3D texturesamples. Figure4(a)shows theprototypewe
built. Thecameracaptures3032� 2008pixel images.Theradial im-
agelies within a 1791� 1791pixel squarein thecapturedimage.In
this con�guration, the fovs of the threeviewpoints in a radial slice
interceptline segmentsof equallengthi.e., 597pixelson thecorre-
spondingradialimageline. An imageof asliceof breadcapturedby
thissystemis shown in Figure1(a).Observethatthestructureof this
imageis identicalto thatshown in Figure2(c).
Let usnow seehow we canrecover thestructureof thescenefrom a
singleimage.To determinethedepthof a particularscenepoint, its
projectionsin theimage,i.e., correspondingpoints,have to beiden-
ti�ed via stereomatching.As theepipolarlinesareradial,thesearch
for correspondingpointsneedsto berestrictedto a radial line in the
image.However, moststereomatchingtechniquesreportedin litera-
turedealwith imagepairswith horizontalepipolarlines[Scharstein
andSzeliski2002].Therefore,it wouldbedesirableto convertthein-
formationcapturedin theimageinto a form wheretheepipolarlines
arehorizontal. Recallthata radial line in the imagehasthreeparts
– JK, KL, andLM, onefor eachviewpoint in thecorrespondingra-
dial slice(SeeFigure2(c)). Wecreateanew imagecalledthecentral
view imageby stackingtheKL partsof successive radial lines. This
view imagecorrespondsto thecentralviewpoint in theradialslices.
Wecreatesimilarview imagesfor thevirtual viewpointsin theradial
slices– the left view imageby stackingthe LM partsof successive
radial lines andthe right view imageby stackingthe JK parts. To
accountfor the re�ection of thesceneby themirror thecontentsof
eachJK andLM lines are�ipped. Figure5 shows the three597�
900view imagesconstructedfrom thecapturedimageshown in Fig-
ure 1(a). Observe that the epipolarlines arenow horizontal. Thus,
traditionalstereomatchingalgorithmscannow bedirectlyapplied.
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Figure6: Determiningthereconstructionaccuracy of thecylindrical
mirror systemshown in Fig 4(a). (a)Capturedimageof theinsideof
asectionof ahollow cylinder. (b) Somereconstructedpointsandthe
best�t circle correspondingto the vertical radial line in the image.
(Seetext for details.)

For the 3D reconstructionresultsin this paper, we useda window-
basedmethodfor stereomatchingwith normalizedcross-correlation
asthe similarity metric [ScharsteinandSzeliski2002]. The central
view image(Figure5(b)) wasthereferencewith which we matched
the left and right view images(Figures5(a) and 5(c)). The left
andright view imageslook blurry in regionsthat correspondto the
peripheralareasof thecapturedimage,dueto opticalaberrationsin-
troducedby thecurvatureof themirror. To compensatefor this, we
took an imageof a planarscenewith a large numberof dots. We
thencomputedthe blur kernelsfor differentcolumnsin the central
view imagethat transformthe `dot' featuresto the corresponding
featuresin the left andright view images. The centralview image
wasblurredwith theseblur kernelsprior to matching.This transfor-
mation,thoughanapproximation,makestheimagessimilar thereby
making the matchingprocessmore robust. Oncecorrespondences
areobtained,the depthsof scenepointscanbe computed.The re-
constructed3D textureof thebreadsample– a disk of diameter390
pixels– is shown in Figure1(a).
To determinethe accuracy of the reconstructionsobtained,we im-
agedanobjectof known geometry– theinsideof a sectionof a hol-
low cylinder of radius3.739cm. The capturedimageis shown in
Figure6(a),in which thecurvatureof theobjectis alongthevertical
direction. We reconstructed145pointsalongthevertical radial im-
ageline and�t a circle to them,asshown in Figure6(b). Theradius
of thebest-�t circle is 3.557cm andthermserrorof the �t is 0.263
mm,indicatingverygoodreconstructionaccuracy.
Figures7 (a,b) show anotherexampleof 3D texture reconstruction
– of thebarkof a tree. Sincewe now have both the textureandthe
geometry, we cansynthesizenovel 3D texturesamples.This partof
ourwork is inspiredby 2D texturesynthesismethods[EfrosandLe-
ung1999;EfrosandFreeman2001;Kwatraetal. 2003]that,starting
from anRGB texturepatch,createnovel 2D texturepatches.To cre-
atenovel 3D texturesamples,weextendedthesimpleimagequilting
algorithmof EfrosandFreeman[2001] to operateon texturepatches
that in additionto having the three(RGB) color channelshave an-
otherchannel– thezvalueateverypixel5.
The3D textureshown in Figure7(b)wasquiltedto obtaina large3D
texturepatch,which we thenwrappedarounda cylinder to createa
treetrunk. This trunk wasthenrenderedundera moving point light
sourceandinsertedinto an existing pictureto createthe imagesin
Figures7(c) and7(d). The light sourcemovesfrom left to right as
onegoesfrom (c) to (d). Notice how the castshadows within the

5To incorporatethe z channel,we madethe following changesto [Efros
andFreeman2001]: (a)Whencomputingthesimilarity of two regions,for the
RGB intensitychannels,we useSum-of-SquaredDifferences(SSD),while
for the z channel,the z valuesin eachregion aremadezero-meanandthen
SSDis computed.The �nal error is a linearcombinationof intensityandz-
channelerrors. (b) To ensurethatno depthdiscontinuitiesarecreatedwhen
pastinga new block into the texture,we do the following. We computethe
differenceof themeansof thezvaluesin theoverlappingregionsof thetexture
andthenew block. Thisdifferenceis usedto offsetzvaluesin thenew block.



(a) (b) (c) (d)
Figure7: 3D Texture Reconstructionand Synthesis.(a) Imageof a 3D texture– a pieceof thebarkof a tree– capturedby thecylindrical
mirror imagingsystemshown in Figure4(a).(b) Shadedandtexturemappedviewsof thereconstructedpieceof bark.(c-d)Thereconstructed
3D texturewasusedto synthesizea large3D texturesamplewhichwasthenwrappedaroundacylinder to createa treetrunk. This trunkwas
renderedunderamoving point light source(left to right asonegoesfrom c to d) andtheninsertedinto anotherimage.
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Figure8: BRDF Sampling and Estimation. (a) Imageof a metal-
lic paintsamplecapturedby thecylindrical imagingsystemshown in
Figure4(b). (b) A modelrenderedwith themetallicpaintBRDFesti-
matedfrom (a). (c) Plot showing thesamplenormal,light sourcedi-
rection,andtheviewing directionsfor theimagein (a). (d) Plotcom-
paringthemeasuredradiancesin theredchannelfor differentview-
ing directions,with thosepredictedby the�tted analyticalmodel.

barkof thetreediffer in thetwo images.
To recoverthegeometryof 3D texturesLiu etal. [2001]applyshape-
from-shadingtechniquesto anumberof imagestakenunderdifferent
illuminationconditions.Theseimagesalsocomein handyatthetime
of texture synthesisas they canbe usedto impart view dependent
effectsto theappearanceof thenew texture. In contrast,we capture
boththetextureandthegeometryof a 3D texture in a singleimage.
However, sincewe have only one imageof the sampleanddo not
know its materialproperties,we implicitly make theassumptionthat
thesampleis Lambertianwhenweperform3D texturesynthesis.

5.3 BRDF Sampling and Estimation
We now show how a radial imagingsystemcanbeusedto estimate
theparametersof ananalyticBRDF modelfor anisotropicmaterial.
We make the observation that pointson the optical axis of a radial
imagingsystemlie on all radialslices.Hence,if we placea sample
pointontheopticalaxisof thesystem,it is imagedby all viewpoints.
In fact,suchapoint is imagedalongacircleontheimageplane– the

tangentialresolutionfor thatcircle is in�nite. Wecangetmoreview-
pointsby letting light raysfrom thesamplepoint re�ect in themirror
multiple timesbeforebeingcapturedby the camera.As discussed
earlier, this would resultin thesamplepoint beingimagedfrom sev-
eralcircularloci of virtual viewpoints.It canbeshown thatthemini-
mumlengthof thecylinder thatis neededfor realizingn circularloci
of virtual viewpointsis givenby ln = 2(n� 1)r cot(q); n > 1. The
virtual viewpointsof this systemform concentriccirclesof radii 2r,
4r, ��, 2nr.
Our prototype system,whose cameracaptures3504� 2336 pixel
images,is shown in Figure 4(b). The radial image lies within a
2261� 2261pixel squarein the capturedimage. Figure8(a) shows
animageof ametallicpaintsampletakenby thissystem.As onecan
see,thesampleis imagedalongfour concentriccircles,implying that
it is viewedfrom four circular loci of virtual viewpoints.We placed
the sampleand a distantpoint light sourcesuchthat the radiance
alongthespecularanglewasmeasuredby at leastoneviewpoint6.
To understandthe viewing directionsthat imagethe samplepoint,
considerFigure8(c),whichshows thehemisphereof directionscen-
teredaroundthenormalof thesamplepoint. Thefour virtual view-
point circlesmapto concentriccircleson this hemisphere.Notethat
oneof the viewing circles intersectsthe specularangle. The radi-
ancemeasurementsfor theseviewing directionsandthe �x ed light-
ing directionarethenusedto �t ananalyticalBRDF model.We use
theOren-Nayarmodelfor thediffusecomponentandtheTorrance-
Sparrow modelfor thespecularcomponent.Dueto spaceconstraints
we areonly showing the�t of thecomputedanalyticalmodelto the
red channelof the measureddata,in Figure8(d). The plots for the
greenandbluechannelsaresimilar. Wecannow renderobjectswith
the estimatedBRDF, as shown in Figure 8(b). Figure 1(b) shows
anotherexample. It shouldbe notedthat our approachto sampling
appearancecannotbeusedif thematerialhasa very sharpspecular
componentasthenthe specularitymight not be capturedby any of
thefour virtual viewpoint circles.

6 Conical Mirro r
In this section,we presentradial imagingsystemswith conesof dif-
ferentparameters.Having unequalradii at theendsallowsfor greater
�e xibility in selectingthesizeandlocationof theviewpointlocusand
the�elds of view.
6.1 Properties
Aswediscussedin Section4,b isoneof theparametersthatde�nesa
radialimagingsystem.Let usconsiderseparatelythecasesof b > 0
andb < 0. For systemswith b > 0, dependingon theapplication's
needs,thevirtual viewpoint locuscanbevariedto lie in betweenthe

6For thegeometryof ourprototypethiswasachievedby rotatingthesam-
ple by 27� abouttheverticalaxisandpositioninga distantpoint light source
atanangleof 45� with thenormalto thesamplein thehorizontalplane.



real viewpoint of the cameraandvd = � r tan(q=2). Thereis also
�e xibility in termsof �elds of view – thevirtual viewpoint fovs can
be lesserthan,equalto, or greaterthanthe effective fov of the real
viewpoint of the camera. Also, the viewpoint fovs may converge
or diverge. For systemswith b < 0, the locusof virtual viewpoints
canbevariedto lie in betweenthecamera's realviewpoint andvd =
r cot(q=2). Unlike con�gurationswith b > 0, in thesesystemsthe
virtual viewpoint fovs aresmallerthanthe effective fov of the real
viewpointof thecamera.Also, theviewpoint fovsalwaysconverge.

6.2 Reconstruction of 3D Objects
We now describehow to reconstruct3D objectsusinga radial imag-
ing systemwith b > 0 – like theoneshown in Figure2(a). Usinga
cylindrical mirror, asin theprevioussection,causesthe fovs of the
viewpointsof thesystemto converge. Consequently, sucha system
is suitedfor recovering the propertiesof small nearbyobjects. In
order to realizea systemthat canbe usedfor larger andmoredis-
tantobjects,wewould like thefovsof thevirtual viewpointsto `look
straight', i.e., we would like the central ray of eachvirtual view-
point's fov to be parallel to the optical axis. This implies that d –
the anglemadeby the centralray in a virtual viewpoint's fov with
theopticalaxis– shouldbezero.ExaminingEquations3 and8 tells
us that for this to be true the lengthof the conehasto be in�nite –
clearly an impracticalsolution. Therefore,we posethe following
problem: Given the fov of the camera,the radiusof the nearend
of thecone,andthe ratio g of theeffective fovs of the realandvir-
tual viewpoints,determinethecone's half-angleb at its apex andits
lengthl . A simplegeometricalanalysisyieldsthefollowing solution:

b =
q(g+ 1)
2(g+ 2)

; l =
r sin(2q=(g+ 2)) cos(b)

sin(q) sin(q(g� 1)=(2(g+ 2)))
; g > 1: (9)

Theprototypewebuilt basedontheabovesolutionisshown in Figure
9(a). Theradial imagelies within a 2158� 2158pixel squareof the
3504� 2336pixel capturedimage.Theeffective fov of thecamera's
realviewpoint intercepts1078pixelsalongaradialline in theimage.
Thefovsof thetwo virtual viewpointsintercept540pixelseach.We
have usedthis systemto computethe3D structuresof faces,a prob-
lemthathasattractedmuchinterestin recentyears.Commercialface
scanningsystemsarenow available,suchasthosefrom Cyberware
andEyetronics,which producehigh quality facemodels.However,
theseusesophisticatedhardwareandareexpensive.

Figures1(c) and10(a)show two imagescapturedby the systemin
Figure 9(a). Sincetheseimagesare identical in structureto those
taken by the systemin Section5.2, we can createthe threeview
images,perform stereomatchingand do reconstructionas before.
However, thereis onesmalldifference.In a radialslice,theeffective
imageline (analogousto the imageplane)for a virtual viewpoint is
the re�ection of the real imageline. Sincethe mirrors arenot or-
thogonalto the real imageline in this case,for any two viewpoints
in a slicetheir effective imagelineswould not beparallelto theline
joining the two viewpoints. Therefore,beforematching7two view
images,they mustberecti�ed.

A view of the470� 610pixel facemodelreconstructedfrom theim-
age in Figure 10(a) is shown in Figure 10(b). Figure 1(c) shows
anotherexample.To determinetheaccuracy of reconstructionspro-
ducedby this system,we imageda planeplaced40 cm from the
camera's real viewpoint andcomputedits geometry. The captured
imageis shown in Figure11(a). Thermserrorobtainedby �tting a
planeto the reconstructedpointsis 0.83mm, indicatinghigh accu-
racy. Figure11(b)shows thesliceof thebest-�t planeandsomeof
the reconstructedpointscorrespondingto the vertical radial line in
thecapturedimage.

7Correspondencematchesin specularregions(eyesandnosetip, identi�ed
manually)andtexture-lessregionsarediscarded.Thedepthatsuchapixel is
obtainedby interpolatingthedepthsatneighboringpixelswith valid matches.

Camera Mirror Subject Camera MirrorObject

(a) (b)
Figure9: Radialimagingsystemscomprisedof aconeof length12.7
cm and radii 3.4 cm and 7.4 cm at the two ends. The half-angle
at the apex of the coneis 17.48� . Both systemsusea Canon20D
camera.(a) Systemusedfor reconstructingobjectssuchasfaces.A
Sigma8mm�sh-eye lenswasusedin this system.(b) Systemused
to capturethecompletetextureandgeometryof a convex object. A
Canon18-55mmlenswasusedin thissystem.

(a) (b)
Figure10: Recovering the Geometryof a Face.(a) Imageof a face
capturedby theconicalmirror imagingsystemshown in Figure9(a).
(b) A view of thereconstructedface.

6.3 Capturing Complete Texture Maps
We now show how a radial imagingsystemcanbeusedto capture,
in a single image, the entire texture map of a convex object – its
top andall sides(thebottomsurfaceis not alwayscaptured).To do
so, theobjectmustbe imagedfrom a locusof viewpointsthatgoes
all aroundit. Therefore,the radiusof the circular locusof virtual
viewpointsshouldbegreaterthantheradiusof thesmallestcylinder
thatenclosestheobject;thecylinder'saxisbeingcoincidentwith the
opticalaxisof thecamera.Sinceradialimagingsystemswith b < 0,
like theonein Figure2(e),havevirtual viewpoint loci of largerradii,
they arebestsuitedfor this application.While therealviewpoint of
thecameracapturesthe top view of theobject,thecircular locusof
virtual viewpointsimagesthesideviews. Thus,thecapturedimages
have moreinformationthanthecyclographspresentedin [Seitzand
Kim 2002]. Figure9(b) shows our prototypesystem. The radial
imagelieswithin a2113� 2113pixel squareof the3504� 2336pixel
capturedimage.In aradialslice,theeffectivefov of thecamera'sreal
viewpoint intercepts675 pixels on the correspondingradial image
line,while thevirtual viewpointseachintercept719pixels.An image
of a conicalobjectcapturedby this systemis shown in Figure12(a).
Figure12(b)shows aconetexture-mappedwith this image.Another
example,of acylindrical object,is shown in Figure1(d).

6.4 Recovering Complete Object Geometry
Wehaveshown abovehow thecompletetexturemapof aconvex ob-
ject canbecapturedin a singleimageusinga radial imagingsystem
with b < 0. If we take two suchimages,with parallax,we cancom-
putethecomplete3D structureof theobject.Figures1(e)and13(a)
show two imagesobtainedby translatinga toy headalongtheopti-
cal axisof thesystemby 0.5 cm8. Dueto this motionof theobject,
theepipolarlinesfor thetwo imagesareradial. In orderto usecon-
ventionalstereomatchingalgorithms,we needto mapradiallinesto

8To move theobjectaccurately, we placedit on a linear translationstage
thatwasorientedto moveapproximatelyparallelto thecamera'sopticalaxis.
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Figure 11: Determiningthe reconstructionaccuracy of the system
shown in Figure9(a). (a) Capturedimageof a plane. (b) Somere-
constructedpointsandthesliceof thebest-�t planecorrespondingto
theverticalradialline in theimage.(Seetext for details.)

(a) (b)
Figure 12: Capturing the Complete Texture Map of a Convex
Object. (a) Imageof a conicalobjectcapturedby thesystemshown
in Figure9(b). (b) A conetexture-mappedwith theimagein (a).

horizontallines. Therefore,we transformthecapturedimagesfrom
Cartesianto polar coordinates– the radial coordinatemapsto the
horizontalaxis9. As before,the two imagesarerecti�ed. We then
performstereomatchingon themandcomputethe 3D structureof
theobject. Figure13(b)shows a view of thecompletegeometryof
theobjectshown in Figure13(a). To our knowledge,this is the�rst
systemcapableof recovering the completegeometryof convex ob-
jectsby capturingjust two images.

7 Conclusion
In this paper, we have introduceda classof imagingsystemscalled
radial imagingsystemsthatcapturea scenefrom therealviewpoint
of the cameraaswell asoneor morecircular loci of virtual view-
points, instantly, within a single image. We have derived analytic
expressionsthat describethe propertiesof a completeclassof ra-
dial imagingsystems.As we have shown, thesesystemscanrecover
geometry, re�ectance,andtexture by capturingoneor at most two
images. In this work, we have focusedon the useof conicalmir-
rorsfor radial imaging.In futurework, we would like to explorethe
bene�ts of usingmorecomplex mirror pro�les. Anotherinteresting
directionis theuseof multiple mirrorswithin a system.We believe
thattheuseof multiplemirrorswouldyield evengreater�e xibility in
termsof the imagingpropertiesof thesystem,andat thesametime
enableusto optically fold thesystemto make it morecompact.
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