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Figurel: Toprow: Imagescapturecby multiview radialimagingsystemsBottomrow: Scendnformationrecoveredfrom theimagesn the
toprow. (a) The 3D structureof a pieceof breadis recovered.(b) TheanalyticBRDF modelparameterfor red satinpaintareestimatedand
usedto renderateapot.(c) The 3D structureof afaceis recovered.(d) Thetexture map(top andall sides)of a cylindrical objectis captured.
(e) Thecompletegeometryof atoy headis recorered.For theresultsin (a-d)only asingleimagewasusedandfor (e) two imageswvereused.

Abstract

In this paper we presenta classof imaging systemscalled radial
imaging systemsthat capturea scenefrom a large numberof view-
pointswithin a singleimage,usinga cameraand a curved mirror.
Thesesystemscan recover scenepropertiessuchas geometry re-
ectance, andtexture. We derive analyticexpressionghat describe
thepropertieof acompletfamily of radialimagingsystemsinclud-
ing theirloci of viewpoints, elds of view, andresolutioncharacteris-
tics. We have built radialimagingsystemshat,from a singleimage,
recover the frontal 3D structureof an object,generatehe complete
texture map of a corvex object, and estimatethe parameter®f an
analyticBRDF modelfor anisotropicmaterial. In addition,one of
our systemscanrecover the completegeometryof a corvex object
by capturingonly two images. Theseresultsshav thatradialimag-
ing systemaresimple,effective, andcornvenientdevicesfor a wide
rangeof applicationsn computergraphicsandcomputevision.

CR Categories: 1.4.1 [Image Processingand ComputerVision]:
Digitization and Image Capture—ImaginggeometryRe ectance;
1.4.8 [Image Processingand ComputerVision]: SceneAnalysis—
Stereo

Keywords: radialimaging, multiview imaging, catadioptricdimag-
ing, 3D reconstructionstereo BRDF estimationtexture mapping.

1 Multi-Viewp oint Imaging

Many applicationsn computeigraphicsandcomputewisionrequire
the samesceneto be imagedfrom multiple viewpoints. The tradi-
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tional approachis to eithermove a singlecamerawith respecto the
sceneand sequentiallycapturemultiple images[Levoy and Hanra-
han1996; Gortler et al. 1996; Pelgg andHerman1997; Shumand
He 1999; Seitz and Kim 2002], or to simultaneouslycapturethe
sameimagesusingmultiple cameragocatedat differentviewpoints
[Kanadeetal. 1996;Kanadeet al. 1997]. Usinga singlecamerahas
the adwvantagethatthe radiometricpropertiesarethe sameacrossall

the capturedimages. However, this approachis only applicableto

staticscene@ndrequirespreciseestimationof the cameras motion.
Using multiple camerasalleviatestheseproblems,but requiresthe
camerado be synchronized. More importantly the camerasmust
beradiometricallyandgeometricallycalibratedwith respecto each
other Furthermoreto achieve a densesamplingof viewpointssuch
systemsheeda large numberof cameras- anexpensve proposition.

In this paper we develop a classof imaging systemscalledradial
imaging systemshat capturethe scenefrom multiple viewpointsin-
stantlywithin a singleimagé'. As only onecamerais used all pro-
jectionsof eachscenepoint are subjectedto the sameradiometric
cameraresponse.Moreover, sinceonly a singleimageis captured,
thereareno synchronizatiorrequirementsRadialimaging systems
consistof a corventionalcamerdooking througha hollow rotation-
ally symmetricmirror (e.g.,atruncateccone)polishedontheinside.
The eld of view of the camerais folded inwardsandconsequently
the sceneis capturedfrom multiple viewpointswithin a singleim-
age.As theresultsin Figurel illustrate,this simpleprincipleenables
radial imaging systemso solve a variety of problemsin computer
graphicsandcomputervision. In this paper we demonstratéhe use
of radialimagingsystemdor thefollowing applications:

Reconstructing Scenesvith Fewer Ambiguities: Onetype of ra-
dial imaging systemcapturesscenepoints multiple timeswithin an
image. Thus, it enablesrecovery of scenegeometryfrom a single

LAlthoughanimagecapturedy aradialimagingsystemincludesmultiple
viewpoints,eachviewpointdoesnot capturea ‘complete'imageof thescene,
unliketheimagingsystemgproposedn [Ungeretal. 2003;Levoy etal. 2004].



image.We shav thatthe epipolarlinesfor sucha systemareradial.
Hence unlike traditionalstereasystemsambiguitiesoccurin stereo
matchingonly for edgesorientedalong radial lines in the image—
anuncommorscenario Thisinherentpropertyenableghesystento
producehigh quality geometricnodelsof both ne 3D texturesand
macroscopiobjects,asshavn in Figuresl(a)andl1(c),respectiely.
Sampling and Estimating BRDFs: Anothertype of radialimaging
systenmcapturesa samplepoint from alarge numberof viewpointsin
asingleimage. Thesemeasurementsanbeusedto t ananalytical
Bidirectional Re ectanceDistribution Function(BRDF) thatrepre-
sentsthe materialpropertiesof anisotropicsamplepoint, asshavn
in Figurel(b).

Capturing CompleteObjects: A radialimagingsystemcanbecon-
gured to look all arounda convex objectand captureits complete
texture map (exceptpossiblythe bottomsurface)in a singleimage,
asshown in Figure1(d). Capturingtwo suchimageswith parallax,
by moving the objector the systemyieldsthe completegeometryof
theobject,asshowvn in Figurel(e). To ourknowledge thisis the rst
systemwith sucha capability

In summary radial imaging systemscan recover useful geometric
and radiometricpropertiesof sceneobjectsby capturingone or at
mosttwo images,making them simple and effective devicesfor a
variety of applicationan graphicsandvision. It mustbe notedthat
thesebene ts comeat the costof spatialresolution— the multiple
views are projectedonto a singleimagedetector Fortunately with
the ever increasingspatialresolutionof today's camerasthis short-
comingbecomedesssigni cant. In our systemsve have used6 and
8 megapixel camerasindhave foundthatthe computedresultshave
adequateesolutionfor our applications.

2 Related Work

Severalmirror-basedmagingsystemsave beendevelopedthatcap-
turea scenefrom multiple viewpointswithin a singleimage[South-
well etal. 1996;NeneandNayar1998;Gluckmanretal. 1998;Gluck-

manandNayar1999; Han and Perlin 2003]. Theseare specialized
systemslesignedo acquirea speci c characteristiof thescenegi-

ther geometryor appearanceln this paper we presenta complete
family of radialimaging systems.Speci ¢ membersof this family

have differentcharacteristicandhencearesuitedto recover different
propertieof ascenejncluding,geometryre ectance andtexture.

Oneapplicationof multiview imagingis to recorer scenegeometry
Mirror-basedsingle-cameratereosystemgNeneand Nayar1998;
GluckmanandNayar1999]instantlycapturehescendrom multiple
viewpointswithin animage. Similar to corventionalsterecsystems,
they measuralisparitiesalonga singledirection,for examplealong
imagescan-lines. As a result, ambiguitiesarisefor scenefeatures
thatprojectasedgesparallelto this direction. The panoramicstereo
systemsin [Southwellet al. 1996; Gluckmanet al. 1998; Lin and
Bajcsy2003]have radialepipolargeometryfor two outwardlooking
views; i.e., they measuralisparitiesalongradial linesin theimage.
However, they suffer from ambiguitieswhenreconstructingertical
sceneedgesasthesefeaturesaremappedontoradialimagelines. In
comparison,our systemsdo not have suchlarge panoramic elds
of view. Their epipolarlines are radial but the only ambiguities
thatarisein matchingandreconstructiorarefor scenefeatureshat
projectasedgeorientedalongradiallinesin theimage,a highly un-
usualoccurrencé. Thus,radialimagingsystemsareableto compute
the structuref scenesith lessambiguitythanprevious methods.

Samplingthe appearancef a materialrequiresa large numberof
imagesto be taken underdifferentviewing andlighting conditions.
Mirrors have beenusedto expeditethis samplingprocess.For ex-
ample,Ward [1992] and Dana[2001] have usedcurved mirrors to
capturein a singleimagemultiple re ections of a samplepoint that

2In our systems ambiguitiesarisefor vertical sceneedgesonly if they
projectontothevertical radial line in theimage.

correspondo differentviewing directionsfor a singlelighting con-
dition. We shaw thatoneof our radialimagingsystemsachievesthe
samegoal. It shouldbenotedthata densesamplingof viewing direc-
tionsis neededo characterizehe appearancef speculamaterials.
Our systemusesmultiple re ections within the curved mirror to ob-
tain densesamplingalong multiple closedcurvesin the 2D space
of viewing directions. Comparedo [Ward 1992; Dana2001], this
systemcapturesewer viewing directions. However, the mannerin
which it sampleshe spaceof viewing directionsis sufcient to t
analyticBRDF modelsfor a large variety of isotropicmaterials,as
we will shav. HanandPerlin[2003] alsousemultiple re ectionsin
amirror to capturea numberof discreteviews of a surfacewith the
aimof estimatingts BidirectionalTexture Function(BTF). Sincethe
samplingof viewing directionsis coarseanddiscrete the datafrom
asingleimageis insufcient to estimatehe BRDFsof pointsor the
continuousBTF of the surface. Consequentlymultiple imagesare
taken underdifferent lighting conditionsto obtain a large number
of view-light pairs. In comparisonye restrictourselhesto estimat-
ing the parametersf ananalyticBRDF modelfor anisotropicsam-
ple point, but canachieve this goalby capturingjust a singleimage.
Our systemis similar in spirit to the conicalmirror systemusedby
Hawkins et al. [2005] to estimatethe phasefunction of a participat-
ing medium.In fact,the systemof Hawkins etal. [2005]is aspeci ¢
instanceof the classof imagingsystemswve present.

Someapplicationsgequireimagingall sidesof anobject. Peripheral
photograpl [Davidhazy 1987] doesso in a single photographby

imaginga rotating objectthrougha narrav slit placedin front of a

moving Im. Thecapturedmages calledperiphotographsr cyclo-

graphg[SeitzandKim 2002], provide aninward looking panoramic
view of theobject. We shav how radialimagingsystemsancapture
the top view aswell asthe peripheralview of a corvex objectin a

singleimage, without usingary moving parts. We alsoshav how

the complete3D structureof a cornvex objectcanbe recoreredby

capturingtwo suchimages by translatingthe objector theimaging
systemin betweerthetwo images.

3 Radial Imaging Systems

To understandhebasicprincipleunderlyingradialimagingsystems,
considerthe example con guration shavn in Figure 2(a). It con-

sistsof a camerdooking througha hollow conethatis mirroredon

the inside. The axis of the coneandthe cameras optical axis are
coincident. The cameramagesscenepointsboth directly and after
re ection by the mirror. As aresult,scenepointsareimagedfrom

differentviewpointswithin asingleimage.

Theimagingsystemin Figure2(a) captureghe scenefrom thereal

viewpoint of the cameraaswell asa circularlocusof virtual view-

pointsproducedby the mirror. To seethis considera radial slice of

theimagingsystenthatpasseshroughtheopticalaxisof thecamera,
asshawn in Figure2(b). Therealviewpoint of thecameras located
atO. Themirrorsm; andm, (thatarestraightlinesin aradialslice)

producethetwo virtual viewpointsVy, andV,, respectiely, whichare
re ectionsof therealviewpointO. Therefore gachradialslice of the
systemhastwo virtual viewpointsthataresymmetricwith respecto

the optical axis. Sincethe completeimagingsystemincludesa con-
tinuum of radial slices, it hasa circular locus of virtual viewpoints
whosecenterlies onthe cameras opticalaxis.

Figure 2(c) shaws the structureof an image capturedby a radial
imagingsystem.ThethreeviewpointsO, V,, andV, in aradialslice
projectthesceneontoaradialline in theimage whichis theintersec-
tion of theimageplanewith that particularslice. This radialimage
line hasthreesggments- JK, KL, andLM, asshawvn in Figure2(c).

Therealviewpoint O of the cameraprojectsthe sceneontothe cen-
tral partKL of theradialline, while thevirtual viewpointsV; andV,

projectthesceneontoJK andLM, respectiely. Thethreeviewpoints
(realandvirtual) captureonly scenepointsthatlie onthatparticular
radialslice. If P is sucha scenepoint, it is imagedthrice (if visible
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Figure2: (a) Radialimagingsys(te)rrwith aconemirroredonthein-
sidethatimageshe scendrom a circularlocusof virtual viewpoints
in additionto therealviewpoint of the camera.The axis of thecone
andthe cameras optical axis are coincident. (b) A radial slice of
the systemshawn in (a). (c) Structureof the imagecapturedby the
systenshavnin (a). (d) Radialimagingsystemwith acylinder mir-
roredon theinside. (e) Radialimagingsystemwith a conemirrored
ontheinside.In this casethe apex of the conelies onthe otherside
of thecameracomparedo the systemin (a).

to all threeviewpoints)alongthe correspondingadialimageline at

locationsp, p1, andpy, asshavn in Figure2(c). Sincethisis truefor

everyradialslice,theepipoladinesof suchasystemareradial. Since
all radialimagelineshave threesggmentsJK, KL, andLM) andthe
lengthsof thesesegmentsareindependenbf the choserradialim-

ageline, the capturedmagehasthe form of a donut. The cameras

real viewpoint captureghe scenedirectly in the inner circle, while

theannuluscorrespondso re ection of thescene-thesceneasseen
from thecircularlocusof virtual viewpoints.

Varying the parametersf the conicalmirror in Figure 2(a) andits

distancefrom the camera,we obtaina continuousfamily of radial

imagingsystemsiwo instance®of which areshavn in Figures2(d)

and2(e). The systemin Figure 2(d) hasa cylindrical mirror. The

systemin Figure 2(e) hasa conical mirror whoseape lies on the

otherside of the cameracomparedo the onein Figure2(a). These
systemdliffer in the geometrigoropertiesof their viewpointloci and
their elds of view, makingthemsuitablefor differentapplications.
However, theimagesthatthey all capturehave the samestructureas
in Figure2(c).

Multiple circular loci of virtual viewpoints can be generatecby

choosinga mirror that re ects light rays multiple times beforebe-

ing capturedby the camera. For instance two circular loci of vir-

tual viewpoints are obtainedby allowing light raysfrom the scene

to re ect atmosttwice beforeenteringthe camera.In this case the
capturedmagewill have aninnercircle, wherethe scenes directly
imagedby thecameras viewpoint, surroundedby two annuli,onefor

eachcircularlocusof virtual viewpoints. Laterwe shov how sucha
systemwith multiple circularloci of virtual viewpointscanbeused.
In this paperfor thesale of simplicity, we restrictoursehesto radial
imagingsystemswith conicalandcylindrical (whichis justaspecial
case)mirrors,which appearaslinesin theradialslices. It shouldbe
notedthatin generalthe mirrors only have to be rotationally sym-
metric;they canhave morecomple cross-sections.

4 Properties of a Radial Imaging System

We now analyzethe propertiesof a radialimagingsystem.For sim-
plicity, we restrictourselhesto the casewherelight raysfrom the
scenae ect atmostoncein the mirror beforebeingcapturedoy the
cameraln Sections.3,wewill analyzeasystenmwith multiplere ec-
tions. For illustration,wewill useFigure3 whichshovsaradialslice
of thesystemshawn in Figure2(a). However, theexpressionsve de-
rive hold for all radialimagingsystemsncludingthe onesshavn in
Figures2(d) and2(e). A conecanbe describedisingthreeparame-
ters—theradiusr of oneend(in our casetheendnearthe camera),
its lengthl, andthe half-angleb atits ape&, asshavn in Figure3(a).
The completesystemcanbe describedisingonemore parameter-
the eld of view (fov) 2q of the camerd. To differentiatebetween
thecon gurationsin Figures2(a)and2(e),we usethefollowing con-
vention:if thecones ape andthecamerdie onthesamesideof the
cone,b 0;elseb < 0. Thereforefor thesystemshown in Figures
2(a),(d),and(e),b > 0,b = 0,andb < 0, respectiely.
Thenearendof the coneshouldbe placedat adistanced = r cot(q)
from thecameras realviewpoint sothattheextremeraysof thecam-
erasfov grazethenearend,asshavn in Figure3(a). Suchad would
ensurethatthe entirefov of thecamerads utilized.

4.1 Viewpoint Locus
In Section3 we saw thatradialimagingsystemsave acircularlocus
of virtual viewpoints. We now examinehow the size and location
of this circularlocusvarieswith the parametersf the system.Since
thesystenis rotationallysymmetric we candothisanalysisn 2D by
determiningthe locationof the virtual viewpointsin the radial slice
shavn in Figure 3(a). The virtual viewpointsV; andV, in aradial
slice arethe re ections of the cameras real viewpoint O produced
by the mirrors my andmy, respectiely. The distanceof the virtual
viewpoints from the optical axis givesthe radiusv; of the circular
locusof virtual viewpoints,which canbe shavn to be
vr = 2rcogb)sin(g b)csdq): 1)

The distance(alongthe optical axis) of the virtual viewpointsfrom
therealviewpoint of thecameras thedistancevy betweerthecircu-
lar locusof virtual viewpointsandthe cameras real viewpoint:

Vg = 2rsin(b)sin(g b)csdq): 2
It is interestingto notethatwhenb > 0, asin the systemshavn in
Figure2(a),vq < 0, implying thatthe virtual viewpoint locusis lo-
catedbehindtherealviewpointof thecameraln con gurationswith
b = 0, asin Figure2(d), the centerof the circular virtual viewpoint
locusis attherealviewpointof thecameraFinally, thecircularlocus
movesin front of thecameras realviewpointfor con gurationswith
b < 0, asin theoneshavn in Figure2(e).
Thelengthof the conedetermineshow mary timeslight raysfrom
the scenere ect in the mirror beforebeing capturedby the camera.
Sincein this sectionwe considersystemghatallow light raysfrom
the sceneto be re ected at most once, from Figure SSa) it canbe
shavn thatthelengthl of the coneshouldbelessthanl® where

9= 2rcogb)codqg 2b)csdq 3b): )
For easeof analysisfrom this pointonwardswe assumehat! = |9

3The eld of view of acameran aradialimagingsysterris theminimum
of thecameras horizontalandvertical elds of view.
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Figure3: Propertieof a Radiallmaging System.(a) Radialslice of theimagingsystemshawvn in Figure2(a). (b) The elds of view of the
viewpointsin aradialslice. (c) Theorientationof a virtual viewpointin aradialslice. (d) Thetangentiakesolutionof animagecapturecby
animagingsystemwith b = 12 ,r = 3:5cm,andq = 45 for asceneplaneparallelto theimageplanelocatedat a distanceof 50 cm from
thecameras realviewpoint. Theradialdistances measurean theimageplaneat unit distancerom the cameras real viewpoint.

4.2 Field of View

We now analyzehow the fov of the viewpointsin a radial slice de-
pendon the parameter®f the imaging system. Considerthe radial
slice shawvn in Figure 3(b). As we cansee,the fov f of a virtual
viewpoint is the portion of the fov of the camerahatis incidenton
thecorrespondingnirror andis givenby

2coqq 2b)sin(g)sin(g b) ) (@)
sin(q 3b)+ 2sin(qg)cogq 2b)coqq b)’"
Therefore the effective fov y of therealviewpoint of the cameras
theremainingportionof thecameras fov, whichis

y=2q f): ®)
Thenumberof imageprojectionsof ary givenscenepointequalghe
numberof viewpointsin the correspondingadialslicethatcan’see’
it. Thisin turn dependon wherethe scenepoint lies. If a scene
point lies in the trinocular space— areacommonto the fovs of all
viewpointsin aradialslice— it is imagedthrice. On the otherhand,
if apointliesin thebinocularspace- areacommonto thefovs of at
leasttwo viewpoints— it is imagedat leasttwice. Figure3(b) shavs
thetrinocularandbinocularspacesThescengpointin thetrinocular
spaceclosestto O is obtainedby intersectingthe fovs of the virtual
viewpoints. This pointlies ata distance

d=rsin(2g 2b)csqq)csdq 2b) (6)

from O. Similarly, by intersectingthe effective fov of the cameras
real viewpoint andthe fov of a virtual viewpoint, we obtainthe dis-
tanceof the two scenepointsin the binocularspaceclosestto O as

dp = rsin(2q 2b)coqq f)csdg)esq2q 2b f): (7)
Examiningthe expressiorfor d tells usthatfor systemswith b > 0
(Figure 2(a)), the trinocular spaceexists only if g > 2b. On the
otherhand,in con gurationswith b 0 (Figures2(d) and2(e)),the
fovs of all viewpointsin aradial slice alwaysoverlap. Notethatthe
binocularspacexistsin all cases.

We de ne theorientationof a virtual viewpointastheangled made
by the centralray in its fov with the optical axis,asshovn in Figure
3(c). It canbeshawn, usingsimplegeometrythatd is givenby

f = arctar

d=(q 5 ©®)

Here,t = 1, if the centralraysof the virtual viewpoint fovs meetin

front of the cameras real viewpoint, i.e., thefovs corverge,andt =
1 otherwise It canbeshavn thatwhenb 0, thevirtual viewpoint

fovsalwayscorverge.Whenb > 0, thefovscornvergeonlyif g > 3b.

2b)t:

4.3 Resolution

We now examinetheresolutioncharacteristicsf radialimagingsys-
tems. For simplicity, we analyzeresolutionsalong the radial and
tangentialdirectionsof a capturedimage separately As described
in Section3, aradialline in theimagehasthreesegments— onefor

eachviewpointin the correspondingadial slice. Thereforejn ara-

dial line the spatialresolutionof the camerais split amongthethree
viewpoints. Using simplegeometryit canbe shavn thaton a radial

imageline, theratio of thelengthsof theline segmentsbelongingto

i ; ; ; intic _co4q)
thecameras realviewpointanda virtual viewpointis cosq 2b)°

We now studyresolutionin thetangentialirection.Considerascene
planeP s parallelto theimageplanelocatedat a distancew from the
cameras real viewpoint. Let a circle of pixels of radiusr; on the
imageplaneimagea circle of radiusr s on the sceneplanePs; the
centerof bothcircleslie on the optical axis of the camera We then
de ne tangentiakesolution for the circle ontheimageplane,asthe
ratio of the perimetersf thetwo circles= ri=rs. If acircle of pixels
ontheimageplanedoesnotseethemirror, its tangentiakesolutionis
1=w (assumindocallengthis 1). To determinghetangentiakesolu-
tion for acircle of pixelsthatseeghemirror, we needto computethe
mappingbetweenra pixel on theimageplaneandthe pointit images
on the sceneplane. This canbe derived usingthe geometryshavn
in Figure3(a). Fromthis mappingwe candeterminetheradiusr s of
thecircle onthesceneplaneP s thatis imagedby acircle of pixelsof
radiusr; ontheimageplane.Then,tangentiakesolutionis rj=rs =
risin(g)(cog2b) + r;isin(2b)) )
2rsin(g  b)(cogb)+ risin(b)) wsin(g)(ricog2b) sin(2b))"
Note that tangentialresolutionis depthdependent- it dependon
the distancew of the sceneplanePs. For a givenw, thereexists a
circle of radiusr; ontheimageplane which makesthedenominator
of the above expressionzero. Consequentlythat circle on the im-
ageplanehasin nite tangentiaresolutiorf, asit is imagingasingle
scengooint—thescengiointon P s thatliesontheopticalaxis. This
propertycanbe seenin all the imagescapturedby radial imaging
systemsshawvn in Figurel. In Section5.3 we exploit this property
to estimatethe BRDF of a materialusinga singleimage. Thetan-
gentialresolutionfor a particularradialimagingsystemanda chosen
scenegplaneis shavn in Figure3(d).
We have built severalradialimagingsystemsvhichwe describenext.
Themirrorsin thesesystemswvere custom-madéy Quintescolnc.
The cameraandthe mirror were alignedmanuallyby checkingthat
in a capturedmagethe circlescorrespondingo the two endsof the
mirror areapproximatelyconcentric.In our experimentswe found
thatvery small errorsin alignmentdid not affect our resultsin ary
signi cant way.

5 Cylindrical Mirror
We now presenta radial imaging systemthat consistsof a cylinder
mirroredon the inside. Sucha systemis shovn in Figure2(d). In
this casethehalf-angleb = 0.

5.1 Properties

Letusexaminethepropertief thisspeci cimagingsystem.Putting
b = 0in Equationsl and2, we getv, = 2r andvyq = 0. Therefore,
thevirtual viewpointsof the systenform acircle of radius2r around
the optical axis centerechat the real viewpoint of the camera.lt can
be shavn from Equations4 and5 that, in this systemthefov f of

4In practice,tangentialresolutionis always nite asit is limited by the
resolutionof theimagedetector



(a) (b)
Figure4: Two radialimaging systemshat usea cylindrical mirror
of radius3.5 cm andlength16.89cm. (a) Systemusedfor recon-
structing3D texturesthathasa KodakDCS760camerawith a Sigma
20mmlens. (b) Systemusedto estimatehe BRDF of asamplepoint
thathasa Canon20D camerawith a Sigma8mmFish-g/elens.

(a) (b) (c)
Figure5: The left (a), central(b), andright (c) view imagescon-
structedrom the capturedmageshown in Figurel(a).

the virtual viewpointsis always smallerthanthe effective fov y of
the real viewpoint of the camera.Anotherinterestingcharacteristic
of the systemis thatthe fovs of its viewpointsalwaysconvemge. As
aresult,it is usefulfor recoseringpropertieof smallnearbyobjects.
Speci cally, we usethe systemto reconstrucBD texturesand esti-
matethe BRDFsof materials.

5.2 3D Texture Reconstruction and Synthesis

A radial imaging systemcan be usedto recover, from a singleim-
age,the depthof scenepointsthatlie in its binocularor trinocular
spaceasthesepointsareimagedfrom multiple viewpoints. We use
aradialimagingsystemwith a cylindrical mirror to recover the ge-
ometryof 3D texture samples. Figure4(a) shavs the prototypewe
built. Thecamereacapture3032 2008pixel images.Theradialim-
agelieswithin a1791 1791pixel squardn the capturedmage. In
this con guration, the fovs of the threeviewpointsin a radial slice
interceptline segmentsof equallengthi.e., 597 pixels on the corre-
spondingradialimageline. An imageof aslice of breadcapturedhy
this systemis shavn in Figurel(a). Obsene thatthestructureof this
imageis identicalto thatshavn in Figure2(c).

Let usnow seehow we canrecover the structureof the scengrom a
singleimage. To determinethe depthof a particularscenepoint, its
projectionsin theimage,i.e., correspondingpoints,have to beiden-
tied via stereomatching.As theepipolarlinesareradial,thesearch
for correspondingointsneeddo berestrictedto aradialline in the
image.However, moststereomatchingtechniqueseportedn litera-
ture dealwith imagepairswith horizontalepipolarlines[Scharstein
andSzeliski2002]. Thereforejt would bedesirabldo corvertthein-
formationcapturedn theimageinto aform wherethe epipolarlines
arehorizontal. Recallthata radial line in the imagehasthreeparts
—JK, KL, andLM, onefor eachviewpointin the correspondinga-
dial slice (SeeFigure2(c)). We createa new imagecalledthe central
view imageby stackingthe KL partsof successie radiallines. This
view imagecorrespondso the centralviewpointin theradial slices.
We createsimilar view imagedfor thevirtual viewpointsin theradial
slices— the left view imageby stackingthe LM partsof successie
radial lines andthe right view imageby stackingthe JK parts. To
accountfor there ection of the sceneby the mirror the contentsof
eachJK andLM linesare ipped. Figure5 shaws the three597
900view imagesconstructedrom the capturedmageshavn in Fig-
ure 1(a). Obsenre thatthe epipolarlines arenow horizontal. Thus,
traditionalstereamatchingalgorithmscannow bedirectly applied.

1 0 1
Y (in cm)

@ (b)
Figure6: Determiningthe reconstructioraccurag of thecylindrical
mirror systemshown in Fig 4(a). (a) Capturedmageof theinsideof
asectionof ahollow cylinder. (b) Somereconstructegointsandthe
best t circle correspondindo the vertical radial line in the image.
(Seetext for details.)

For the 3D reconstructiorresultsin this paper we useda window-
basednethodfor stereomatchingwith normalizedcross-correlation
asthe similarity metric [Scharsteirand Szeliski2002]. The central
view image(Figure5(b)) wasthe referencewith which we matched
the left andright view images(Figures5(a) and5(c)). The left
andright view imageslook blurry in regionsthat correspondo the
peripheralareasf the capturedmage,dueto opticalaberrationsn-
troducedby the curvatureof the mirror. To compensatéor this, we
took animageof a planarscenewith a large numberof dots. We
thencomputedthe blur kernelsfor differentcolumnsin the central
view imagethat transformthe “dot' featuresto the corresponding
featuresin the left andright view images. The centralview image
wasblurredwith theseblur kernelsprior to matching.This transfor
mation,thoughanapproximationmakestheimagessimilar thereby
making the matchingprocessmore robust. Once correspondences
are obtained the depthsof scenepointscanbe computed. There-
constructe®D texture of the breadsample- a disk of diameter390
pixels—is shavn in Figurel(a).

To determinethe accurag of the reconstruction®btained,we im-
agedanobjectof known geometry-theinsideof a sectionof a hol-
low cylinder of radius3.739cm. The capturedimageis shavn in
Figure6(a),in which the cunvatureof the objectis alongthevertical
direction. We reconstructed 45 pointsalongthe vertical radialim-
ageline and t acircle to them,asshown in Figure6(b). Theradius
of thebest- t circleis 3.557cm andthermserrorof the t is 0.263
mm, indicatingvery goodreconstructioraccurag.

Figures7 (a,b) shav anotherexampleof 3D texture reconstruction
— of the bark of atree. Sincewe now have boththe texture andthe

geometrywe cansynthesizenovel 3D texture samples.This partof

ourwork is inspiredby 2D texture synthesisnethoddEfros andLe-

ung1999;EfrosandFreemar?001;Kwatraetal. 2003]that, starting
from anRGB texture patch,createnovel 2D texture patchesTo cre-

atenovel 3D texture samplesye extendedhe simpleimagequilting

algorithmof EfrosandFreemarj2001] to operateon texture patches
thatin additionto having the three(RGB) color channelshave an-

otherchannel-thez valueat every pixel°.

The3D textureshavn in Figure7(b) wasquiltedto obtainalarge 3D
texture patch,which we thenwrappedarounda cylinder to createa
treetrunk. This trunk wasthenrenderedundera moving point light
sourceandinsertedinto an existing pictureto createthe imagesin
Figures7(c) and 7(d). The light sourcemovesfrom left to right as
one goesfrom (c) to (d). Notice how the castshadavs within the

5To incorporatethe z channel we madethe following changeso [Efros
andFreemar2001]: (a) Whencomputingthesimilarity of two regions,for the
RGB intensity channelswe use Sum-of-SquaredifferencegSSD), while
for the z channelthe z valuesin eachregion are madezero-mearandthen
SSDis computed.The nal erroris alinearcombinationof intensityandz
channelerrors. (b) To ensurethat no depthdiscontinuitiesare createdwhen
pastinga new block into the texture, we do the following. We computethe
differenceof themeansf thezvaluesn theoverlappingegionsof thetexture
andthenew block. This differences usedto offsetz valuesin thenew block.
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Figure7: 3D Texture Reconstructionand Syntha(es)is.(a) Imageof a 3D texture— a pieceof the bark of atree—(Cf)apturedJy thecylindrical
mirror imagingsystemshavn in Figure4(a). (b) Shadedandtexturemappedviews of thereconstructegieceof bark. (c-d) Thereconstructed
3D texturewasusedto synthesize large 3D texture samplewhich wasthenwrappedarounda cylinder to createatreetrunk. Thistrunkwas
renderedindera maoving pointlight source(left to right asonegoesfrom c to d) andtheninsertednto anotheiimage.
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Figure8: BRDF Sampling and Estimation. (a) Imageof a metal-
lic paintsamplecapturedy thecylindrical imagingsystemshowvn in
Figure4(b). (b) A modelrenderedvith themetallicpaintBRDF esti-
matedfrom (a). (c) Plot shawving the samplenormal,light sourcedi-
rection,andtheviewing directionsfor theimagein (a). (d) Plotcom-
paringthe measuredadiancesn the red channeffor differentview-
ing directionswith thosepredictedby the tted analyticalmodel.

barkof thetreediffer in thetwo images.

Torecoverthegeometryof 3D texturesLiu etal. [2001]applyshape-
from-shadingechnique$o anumberof imagegakenunderdifferent
illuminationconditions.Thesémagesalsocomein handyatthetime
of texture synthesisasthey canbe usedto impart view dependent
effectsto the appearancef the new texture. In contrastwe capture
boththetexture andthe geometryof a 3D texturein a singleimage.
However, sincewe have only oneimageof the sampleand do not
know its materialpropertiesye implicitly make theassumptiorthat
the sampleis Lambertiarwhenwe perform3D texture synthesis.

5.3 BRDF Sampling and Estimation

We now shav how aradialimagingsystemcanbe usedto estimate
the parametersf ananalyticBRDF modelfor anisotropicmaterial.
We male the obsenation that points on the optical axis of a radial

imagingsystemlie on all radialslices. Hence,if we placea sample
pointontheopticalaxisof thesystemijt is imagedby all viewpoints.

In fact,suchapointis imagedalonga circle ontheimageplane—the

tangentiakesolutionfor thatcircleisin nite. We cangetmoreview-
pointsby letting light raysfrom thesamplepointre ect in the mirror
multiple times beforebeing capturedby the camera. As discussed
earlier thiswould resultin the samplepoint beingimagedfrom sev-
eralcircularloci of virtual viewpoints. It canbe shavn thatthemini-
mumlengthof thecylinderthatis neededor realizingn circularloci
of virtual viewpointsis givenby I, = 2(n  1L)rcot(q); n> 1. The
virtual viewpointsof this systemform concentriccirclesof radii 2r,
4r, ,2nr.

Our prototype system, whose cameracaptures3504 2336 pixel

images,is shavn in Figure 4(b). The radial image lies within a
2261 2261 pixel squarein the capturedmage. Figure 8(a) shavs

animageof ametallicpaintsampletakenby this system As onecan
seethesamplds imagedalongfour concentriccircles,implying that
it is viewed from four circularloci of virtual viewpoints. We placed
the sampleand a distantpoint light sourcesuchthat the radiance
alongthe speculaanglewasmeasuredby atleastoneviewpointS.

To understandhe viewing directionsthatimagethe samplepoint,
considerFigure8(c), which shavs the hemispheref directionscen-
teredaroundthe normalof the samplepoint. The four virtual view-
pointcirclesmapto concentriccircleson this hemisphereNote that
one of the viewing circlesintersectsthe specularangle. The radi-
ancemeasurement®r theseviewing directionsandthe x edlight-
ing directionarethenusedto t ananalyticalBRDF model. We use
the Oren-Nayamodelfor the diffuse componentndthe Torrance-
Sparrav modelfor thespeculacomponentDueto spaceconstraints
we areonly shawing the t of the computedanalyticalmodelto the
red channelof the measuredlata,in Figure8(d). The plots for the
greenandblue channelsaresimilar. We cannow renderobjectswith
the estimatedBRDF, asshavn in Figure 8(b). Figure 1(b) shavs
anotherexample. It shouldbe notedthat our approacho sampling
appearanceannotbe usedif the materialhasa very sharpspecular
componentsthenthe specularitymight not be capturedby ary of
thefour virtual viewpointcircles.

6 Conical Mirror

In this section,we presentadialimagingsystemswith conesof dif-
ferentparameterstHaving unequatadii attheendsallowsfor greater
e xibility in selectinghesizeandlocationof theviewpointlocusand
the elds of view.

6.1 Properties

Aswediscusseth Sectiord, b is oneof theparameterthatde nesa
radialimagingsystem .Let usconsiderseparatelyhe casef b > 0
andb < 0. For systemswith b > 0, dependingon the applications
needsthevirtual viewpointlocuscanbevariedto lie in betweerthe

8For thegeometryof our prototypethis wasachievedby rotatingthe sam-
ple by 27 aboutthe verticalaxisandpositioninga distantpoint light source
atanangleof 45 with the normalto the samplein the horizontalplane.



real viewpoint of the cameraandvy = rtan(q=2). Thereis also
e xibility in termsof elds of view — thevirtual viewpoint fovs can
be lesserthan, equalto, or greaterthanthe effective fov of thereal
viewpoint of the camera. Also, the viewpoint fovs may converge
or diverge. For systemswith b < 0, thelocusof virtual viewpoints
canbevariedto lie in betweerthe cameras realviewpointandvy =

rcot(g=2). Unlike con gurationswith b > 0, in thesesystemshe
virtual viewpoint fovs are smallerthanthe effective fov of the real
viewpoint of the cameraAlso, the viewpoint fovs alwayscorverge.

6.2 Reconstruction of 3D Objects

We now describehow to reconstrucBD objectsusingaradialimag-
ing systemwith b > 0 —like theoneshawvn in Figure2(a). Usinga
cylindrical mirror, asin the previous section,causeghe fovs of the
viewpointsof the systemto cornverge. Consequentlysucha system
is suitedfor recovering the propertiesof small nearbyobjects. In
orderto realizea systemthat can be usedfor larger and more dis-
tantobjectswe would lik e thefovs of thevirtual viewpointsto “look
straight', i.e., we would like the centralray of eachvirtual view-
point's fov to be parallelto the optical axis. This impliesthatd —
the anglemadeby the centralray in a virtual viewpoint's fov with
the opticalaxis— shouldbe zero. ExaminingEquations3 and8 tells
usthatfor this to betrue the lengthof the conehasto bein nite —
clearly animpracticalsolution. Therefore we posethe following
problem: Given the fov of the camera,the radiusof the nearend
of the cone,andtheratio g of the effective fovs of the realandvir-
tual viewpoints,determinethe cones half-angleb atits ape andits
lengthl. A simplegeometricabnalysisyieldsthefollowing solution:

_ q(g+ 1), | = rsin(2g=(g+ 2)) cogb) ©)
20g9+2)’  sin(g)sin(g(g D=(2(g+ 2)

Theprototypewe built basedntheabove solutionis shavnin Figure
9(a). Theradialimagelies within a 2158 2158pixel squareof the
3504 2336pixel capturedmage. The effective fov of thecameras
realviewpointinterceptsl078pixelsalongaradialline in theimage.
Thefovs of thetwo virtual viewpointsintercept540 pixelseach.We
have usedthis systemto computethe 3D structuresf facesa prob-
lemthathasattractednuchinterestin recentyears.Commerciaface
scanningsystemsarenow available,suchasthosefrom Cyberware
andEyetronicswhich producehigh quality facemodels. However,
theseusesophisticatedhardwareandareexpensve.

Figures1(c) and 10(a) shav two imagescapturedby the systemin

Figure9(a). Sincetheseimagesareidenticalin structureto those
taken by the systemin Section5.2, we can createthe three view

images,perform stereomatchingand do reconstructioras before.
However, thereis onesmalldifference.In aradialslice,the effective
imageline (analogougo the imageplane)for a virtual viewpointis

the re ection of the real imageline. Sincethe mirrors are not or-

thogonalto the realimageline in this case,for ary two viewpoints
in aslicetheir effective imagelineswould not be parallelto theline

joining the two viewpoints. Therefore,before matchingtwo view

imagesthey mustberecti ed.

A view of the470 610pixel facemodelreconstructedrom theim-

agein Figure 10(a) is shavn in Figure 10(b). Figure 1(c) shavs

anotherexample. To determinethe accurag of reconstructiongro-

ducedby this system,we imageda plane placed40 cm from the
cameras real viewpoint and computedits geometry The captured
imageis shawvn in Figure11(a). Thermserrorobtainedby tting a
planeto the reconstructegbointsis 0.83 mm, indicating high accu-
ragy. Figurell(b)shows theslice of the best- t planeand someof

the reconstructegboints correspondingo the vertical radial line in

thecapturedmage.

;g> L

“Correspondenamatchesn specularegions(eyesandnosetip, identi ed
manually)andtexture-lesgegionsarediscarded Thedepthat sucha pixel is
obtainedby interpolatingthe depthsat neighboringpixelswith valid matches.

(a) (b)

Figure9: Radialimagingsystemsomprisedf aconeof length12.7
cm and radii 3.4 cm and 7.4 cm at the two ends. The half-angle
at the ape of the coneis 17.48. Both systemsusea Canon20D
camera.(a) Systemusedfor reconstructingbjectssuchasfaces.A

Sigma8mm sh-eye lenswasusedin this system.(b) Systemused
to capturethe completetexture andgeometryof a corvex object. A

Canonl8-55mm lenswasusedin this system.

(@ (b)
Figure10: Recovering the Geometry of a Face.(a) Imageof aface
captureddy the conicalmirror imagingsystemshavn in Figure9(a).
(b) A view of thereconstructedace.

6.3 Capturing Complete Texture Maps

We now shav how a radialimaging systemcanbe usedto capture,
in a singleimage, the entire texture map of a corvex object— its

top andall sides(the bottomsurfaceis not alwayscaptured).To do

s0, the objectmustbe imagedfrom a locusof viewpointsthatgoes
all aroundit. Therefore,the radiusof the circular locus of virtual

viewpointsshouldbe greaterthantheradiusof the smallestylinder
thatenclosesheobject;thecylinder's axisbeingcoincidentwith the
opticalaxisof thecameraSinceradialimagingsystemswith b < 0,

liketheonein Figure2(e),have virtual viewpointloci of largerradii,

they arebestsuitedfor this application.While the real viewpoint of

the cameracaptureghe top view of the object,the circularlocusof

virtual viewpointsimagesthe sideviews. Thus,the capturedmages
have moreinformationthanthe cyclographspresentedn [Seitzand
Kim 2002]. Figure9(b) shavs our prototypesystem. The radial
imagelieswithin a2113 2113pixel squareof the3504 2336pixel

capturedmage.In aradialslice,theeffective fov of thecamerasreal
viewpoint intercepts675 pixels on the correspondingadial image
line, while thevirtual viewpointseachintercept719pixels. An image
of aconicalobjectcapturedy this systemis shawvn in Figure12(a).
Figure12(b)shows a conetexture-mappeavith thisimage.Another
example,of acylindrical object,is shavn in Figure1(d).

6.4 Recovering Complete Object Geometry

We have shavn above how thecompletetexture mapof a cornvex ob-
jectcanbe capturedn asingleimageusingaradialimagingsystem
with b < 0. If we take two suchimageswith parallax,we cancom-
putethe complete3D structureof the object. Figuresl(e)and13(a)
shav two imagesobtainedby translatinga toy headalongthe opti-
cal axis of the systemby 0.5 cm®. Dueto this motion of the object,
the epipolarlinesfor thetwo imagesareradial. In orderto usecon-
ventionalstereomatchingalgorithms we needto mapradiallinesto

8To move the objectaccuratelywe placedit on a lineartranslationstage
thatwasorientedto move approximatelyparallelto the cameras opticalaxis.
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Figure 11: Determiningthe reconstructioraccurag of the system
shawn in Figure9(a). (a) Capturedmageof a plane. (b) Somere-
constructegointsandtheslice of thebest- t planecorrespondingo
theverticalradialline in theimage.(Seetext for details.)

(a) (b)
Figure 12: Capturing the Complete Texture Map of a Convex
Object. (a) Imageof a conicalobjectcapturedy the systemshavn
in Figure9(b). (b) A conetexture-mappedvith theimagein (a).

horizontallines. Therefore we transformthe capturedmagesfrom
Cartesianto polar coordinates- the radial coordinatemapsto the
horizontalaxis®. As before,the two imagesarerecti ed. We then
perform stereomatchingon themand computethe 3D structureof
the object. Figure 13(b) shavs a view of the completegeometryof
the objectshavn in Figure13(a). To our knowledge,thisis the rst

systemcapableof recovering the completegeometryof cornvex ob-
jectsby capturingjusttwo images.

7 Conclusion

In this paper we have introduceda classof imagingsystemscalled
radialimagingsystemghat capturea scenefrom the real viewpoint
of the cameraaswell asone or morecircular loci of virtual view-

points, instantly within a singleimage. We have derived analytic
expressionghat describethe propertiesof a completeclassof ra-
dial imagingsystemsAs we have shawvn, thesesystemscanrecover
geometry re ectance,andtexture by capturingone or at mosttwo

images. In this work, we have focusedon the useof conical mir-

rorsfor radialimaging. In futurework, we would like to explorethe
bene ts of usingmore comple mirror pro les. Anotherinteresting
directionis the useof multiple mirrors within a system.We believe
thattheuseof multiple mirrorswouldyield evengreatere xibility in

termsof the imagingpropertiesof the system andat the sametime
enableusto optically fold the systemto make it morecompact.
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