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Figure 1: Undesirable artifacts in photography can be reduced by comparing image gradients at corresponding locations in a pair of flash
and ambient images. (Left) Removing flash hot spot. Flash and ambient images of a museum scene, where the flash image reveals more of
the scene but includes a strong highlight. We combine gradients in flash and ambient images to produce an enhanced flash image with the
highlight removed. (Right) Removing self reflections. Flash and ambient images of a painting, where the ambient image includes annoying
reflections of the photographer. The low-exposure flash image avoids reflections, but has a hot spot. We remove the reflections in the ambient
image by removing the component of the ambient image gradients perpendicular to the flash image gradients. For visual verification, we
show the computed reflection layer.

Abstract

Flash images are known to suffer from several problems: saturation
of nearby objects, poor illumination of distant objects, reflections
of objects strongly lit by the flash and strong highlights due to the
reflection of flash itself by glossy surfaces. We propose to use a
flash and no-flash (ambient) image pair to produce better flash im-
ages. We present a novel gradient projection scheme based on a
gradient coherence model that allows removal of reflections and
highlights from flash images. We also present a brightness-ratio
based algorithm that allows us to compensate for the falloff in the
flash image brightness due to depth. In several practical scenar-
ios, the quality of flash/no-flash images may be limited in terms of
dynamic range. In such cases, we advocate using several images
taken under different flash intensities and exposures. We analyze
the flash intensity-exposure space and propose a method for adap-
tively sampling this space so as to minimize the number of captured
images for any given scene. We present several experimental results
that demonstrate the ability of our algorithms to produce improved
flash images.
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1 Introduction

Flashes are often used to capture a good photograph of a scene
under low-light conditions. However, flashes produce a variety of
undesirable effects and artifacts. They tend to saturate nearby ob-
jects while failing to light up distant ones. Since the flash intensity
falls with distance from the camera, flashes produce a tunnel ef-
fect, where brightness decreases quickly with depth. Furthermore,
flashes are notorious for producing undesirable reflections. Often
one sees the reflection of an object that lies outside the field of view
of the camera but is strongly lit by the flash, and/or by a specular
object within the field of view. One also sees strong highlights due
to direct reflection of the flash itself by glossy objects in the scene.
Previous work has shown that a flash and ambient image pair can be
used to de-noise and enhance the ambient image and to achieve en-
hanced image fusion. Our goal is to use a flash and ambient image
pair to produce a high quality flash image. Our main contributions
can be summarized as follows:

• We present a gradient orientation coherence model that relates
gradients in the flash and ambient images. This model seeks to
capture the properties of image gradients that remain invariant
under the change of lighting that takes place between a flash
and an ambient image. Based on the coherence model, we
propose a gradient projection method that removes the com-
ponent of image gradients that are introduced by undesirable
reflections.

• We show that the ratio of brightness in the flash and the am-
bient image represents the combined effects of depth and sur-
face orientation. Using this ratio, we show how a flash image
can be modified to reduce the fast brightness falloff due to
increase in depth.

• In principle, only a single flash-ambient image pair is needed



to achieve all of the above enhancements. In practice, how-
ever, the flash or the ambient image may be of very low quality
due to the limited dynamic range of the camera. We analyze
the two-dimensional space of flash intensities and exposure
settings. We show how, for a given scene, one can adaptively
sample this space to minimize the number of images needed
to obtain high quality flash and ambient images.

The methods we propose have the following limitations:

• Our approach requires a minimum of two images of the scene
to be captured. This restricts its applicability to static scenes.
This limitation is shared by many high dynamic range (HDR)
capture methods as well as image based rendering methods.

• We cannot handle co-located artifacts in the ambient and the
flash image, such as a hot spot in the flash image and reflec-
tions in the ambient image that appear at the same location.
For the gradient projection scheme to work, we require that
for every pixel either the flash or the ambient image be free of
artifacts.

• Since our methods are based on the manipulation of image
gradients, the enhanced images may include non-monotonic
intensity mappings. In short, our goal is to produce images
that are pleasing to the eye rather than ones that represent ac-
curate radiometric measurements of the scene.

2 Related Work
Flash/no-flash Pairs: In recent work, flash images have been used
to significantly enhance details and reduce noise in ambient images
[Petschnigg et al. 2004; Eisemann and Durand 2004]. Eisemann
and Durand also take colors from the flash image and achieve an en-
hanced image fusion of flash and ambient images. These previous
papers have also discussed the removal of flash shadows, red-eye
reduction and white balancing. Our work draws inspiration from
the previous work, but our goals are different. We seek to reduce
the strong artifacts produced by a flash and generate better flash
images. In case of indoor scenes with shallow depth ranges, flash
illuminates most of the scene adequately and hence the flash im-
age can be used to enhance the quality of an ambient image. Here,
we are interested in scenes that might include large depth variations
and significant variations in ambient illumination. Although noise
is not our main concern, it is worth noting that in such scenes noise
in a low-exposure flash image can actually be higher than that in the
ambient image. For example, distant points which are not well-lit
by the flash may be captured with a lower SNR in a low-exposure
flash image as compared to the ambient image. To enhance the
ambient image, previous methods have used variants of the joint
bilateral filter. Instead, we use gradient domain techniques which
are more effective for detecting and reducing large artifacts such as
reflections.

Gradients for Image Fusion: Our work is also related to the
emerging space of imaging techniques that combine two or more
images. For example, HDR is achieved by varying exposure [Mann
and Picard 1995; Debevec and Malik 1997; Nayar and Mitsunaga
2000]. Our gradient domain techniques are related to those used for
HDR compression [Fattal et al. 2002], image editing [Perez et al.
2003], image fusion for context enhancement [Raskar et al. 2004b],
creating photomontages [Agarwala et al. 2004] and image matting
[Sun et al. 2004]. Gradient direction matching has also been used
in stereo matching and particle filtering [Lichtenauer et al. 2004].
Gradient-based invariants have been used for shadow removal [Fin-
layson et al. 2002] and face recognition [Chen et al. 2000].

Reflection Removal: Previous work on reflection removal has fo-
cused on decomposing the image into diffuse and specular com-
ponents by using a polarization filter, changing focus, or chang-

ing viewpoint [Nayar et al. 1997; Schechner et al. 2000; Farid and
Adelson 1999; Szeliski et al. 2000]. Levin et al. [2004] described a
belief propagation based method to minimize the number of edges
in the reflection-free decomposition of a single image. We propose
a method to remove the reflections caused by a flash by using an
ambient image.

Flash Settings on Cameras: On-board sensors allow modern cam-
eras to automatically select the flash intensity and exposure settings
based on aggregate measurements of scene brightness and distance.
For example, Canon’s A-TTL (through-the-lens) method uses a pre-
flash and a light sensor on the flash unit to compute the illumination
needed for the scene. Canon’s E-TTL II technology [Canon ] pro-
vides greater flash control by using only those metering areas that
have a small difference between the ambient and the pre-flash read-
ings. In the Nikon-3D system, as the camera focuses, the lens pro-
vides camera-to-subject distance which is then used to determine
the best flash intensity. However, in all these cases the selected
flash and exposure settings do not ensure that all regions of the
scene (potentially having a large dynamic range) are adequately lit
and captured. We show how current cameras may be programmed
to adaptively and efficiently select these parameters to adequately
capture a scene using a minimum number of images.

In Section 3, we present the flash imaging model, the image gradi-
ent coherence model and the gradient projection scheme. We use
these concepts to remove flash artifacts in a variety of scenarios and
present a technique to achieve uniform illumination in the presence
of large depth variations in Section 4. In Section 5, we analyze the
two-dimensional flash-exposure space and describe how the next
best picture can be taken. This is followed by details on implemen-
tation in Section 6. We conclude the paper with a discussion on
future directions.

3 Gradient Coherence and Projection
We first describe the flash imaging model and show how the flash
and ambient images are related to scene reflectance, surface geom-
etry and distance from the camera. We then discuss the gradient co-
herence model relating gradients in the flash and ambient images,
followed by the gradient projection scheme.

3.1 Flash Imaging Model

The scene radiance captured in flash photography for a static scene
is a linear combination of radiance due to the flash and the ambient
illumination. Let Φ be the flash radiance map, or the image strictly
due to a unit flash intensity. The flash-only image F is Φ scaled
by the flash intensity P. Let α be the ambient radiance map, or the
ambient image captured for unit exposure time. The ambient image
A is α scaled by the exposure time E. The scale factors P and E
are constant for all pixels. The irradiance map of a linear response
camera is given by

I = F + A = ΦP + αE. (1)

We assume that the flash duration, usually 1 millisecond, is signif-
icantly smaller than the exposure time E (usually 10-100 millisec-
onds). Note that since the camera and the flash are fixed in posi-
tion, (1) is valid independent of scene reflectance (diffuse, specular
or transparent objects), geometry (near or distant) and medium (air,
fog, water or glass). Let us now examine the Φ and α terms in
detail. The image irradiance, L, at a point with bidirectional re-
flectance distribution function, Ψ, in the direction ωr, is given by

L(ωr) =
∫

Ω
Ψ(ωi,ωr)L(ωi)cosθidωi, (2)

where θi is the angle between the surface normal and the incident
illumination direction. The incident irradiance term L(ωi) includes



flash (L f (ωi)) and ambient (La(ωi)) terms within the hemisphere,
Ω. Specifically, for a diffuse object with reflectance ρ , the compo-
nent due to the ambient illumination is

α =
∫

Ω

(ρ

π

)

La(ω)cosθ dω =
ρB

π
, (3)

where B =
∫

Ω La(ω)cosθ dω is the aggregated ambience. Thus α
depends on scene reflectivity, ρ , and the ambient illumination. The
flash component is

Φ =
ρ cosθF

πd2
, (4)

which depends on ρ , distance from the flash, d, and the angle be-
tween the flash direction and the surface orientation, θF . Thus, we
expect points far from the camera or dark objects to have a low Φ
value and regions near the camera and bright objects to have a high
Φ value.

3.2 Gradient Orientation Coherence

We seek to capture properties of the image that remain invariant
under change of lighting (illumination invariants) and use them to
detect flash artifacts such as reflections and hot spots. We propose
a coherence model based on the orientation of the image gradient
vector. We use the observation that the orientation of image gradi-
ents remains stable under variable illumination if the gradients are
due to local changes in reflectance and geometric shape and not due
to local changes in illumination [Lichtenauer et al. 2004; Finlayson
et al. 2004]. Chen et al. [2000] showed that for an object with
Lambertian reflectance, discriminative functions that are invariant
to illumination do not exists. However, the direction of the image
gradients is insensitive to changes in the illumination to a large ex-
tent. Though we have only two illumination conditions, flash is a
special kind of illumination given its proximity to the camera cen-
ter. We assume that except at depth edges, the shadows induced by
the flash are very few [Raskar et al. 2004a]. Hence, in general, we
expect the gradient orientations in the flash image to be coherent
with the gradient orientations in the ambient image, except at re-
gions with flash artifacts and ambient shadow edges. Note that the
coherence is observed not merely at the intensity edges, but essen-
tially at all the pixels. We exclude pixels with gradient magnitude
below 0.005 in the image with values [0,1], since the gradient direc-
tions at very low magnitude are unstable. This coherence may not
hold if both illumination and reflectance gradients are small (e.g.
on a diffuse tabletop). However, for smoothly varying illumination,
presence of any reflectance gradient will boost the coherence. Let
M denote the gradient orientation coherency map between Φ and
α :

M = |∇Φ•∇α |/(|∇Φ| |∇α |). (5)

M(x,y) encodes the angular similarity of flash and ambient image
gradient vectors at pixel (x,y). Thus, gradient orientation coherence
indicates that although flash and ambient image intensities are quite
different, in general, the gradient vectors in the flash and ambient
images have the same orientation but different magnitudes. In other
words, these gradients are related by an unknown scalar k:

∇Φ = k∇α . (6)

The scalar k is different for each pixel and is independent of the re-
flectance. Hence, k will be relatively smooth over a smooth surface
in the scene. k is positive at reflectance gradients but may become
negative at depth edges and creases where the gradient polarity re-
verses.

Flash and Ambient Image Artifacts: In many cases, the flash im-
age or the ambient image exhibits artifacts such as reflections, hot
spots and specularities. These artifacts can be modeled as unknown

Figure 2: Overview of the reflection removal approach. The top
two rows show images of an office scene behind a glass window.
We took two flash images: with and without a printed checkerboard
outside the office. The checkerboard is reflected on the glass win-
dow when a flash is used. (Left) The flash and ambient gradient
vectors have a coherent orientation if there are no reflection arti-
facts. (Middle) Flash gradient ∇Φ is corrupted by noise ∇ηF due
to the reflected checkerboard. (Right) By removing the component
of the noisy flash gradient vector ∇Φ′ perpendicular to the ambient
gradient vector ∇α , the visual effect of noise can be significantly
reduced. The computed reflection layer corresponding to the re-
moved component ∇η̃F is also shown.

noise to generate new gradients ∇α ′ and ∇Φ′ as follows (see Figure
2):

∇α ′ = ∇α + ∇ηA,

∇Φ′ = ∇Φ + ∇ηF = k∇α + ∇ηF .
(7)

Decomposing the single flash image Φ′ into two images, Φ and ηF ,
is an ill-posed problem. We have two equations and four unknowns
(k,∇α ,∇ηA and ∇ηF ). But it is possible to recover the undistorted
components from this under-constrained problem by analyzing the
gradient coherence and taking a vector projection without explicitly
estimating k.

3.3 Gradient Projection

We show that by removing the component of the noisy gradient vec-
tor perpendicular to the signal gradient vector, the visual effect of
noise can be significantly reduced. Let us first analyze the effect of
rotating the gradients of an image by an angle ϕ . Let G =

[

Gx,Gy

]

denote the gradient field of an image I. At each pixel, the gradi-
ents are rotated by ϕ to generate a new gradient field G′ =

[

G′
x,G

′
y

]

given by

[

G′
x

G′
y

]

=

[

cos(ϕ) −sin(ϕ)
sin(ϕ) cos(ϕ)

][

Gx

Gy

]

Let I′ denote the image reconstructed from
[

G′
x,G

′
y

]

, which is ob-

tained by solving a Poisson equation ∇2I′ = div(G′), where div



Figure 3: Poisson reconstruction after rotating the image gradient
vectors. Notice that at ϕ = π/2,

[

G′
x,G

′
y

]

=
[

−Gy,Gx

]

and the im-
age reconstructed after rotating each gradient vector by π/2 is zero.

denote the divergence. The divergence of G′ is given by

div(G′) =
∂G′

x

∂x
+

∂G′
y

∂y

=cosϕ(
∂Gx

∂x
+

∂Gy

∂y
) + sinϕ(

∂Gx

∂y
−

∂Gy

∂x
),

=cosϕ div(G) − sinϕ curl(I) = cosϕ div(G),

(8)

since the curl of a scalar field is always zero. Thus, by rotating
the image gradients by ϕ , the divergence of the gradient field de-
creases by a factor of cosϕ . Hence, at ϕ = π/2, the divergence is
zero for any image. Figure 3 shows images reconstructed by ro-
tating the gradients of the Lena image by different angles. Note
that at ϕ = π/2, the Poisson equation ∇2I′ = div(G′) reduces to

the Laplace equation ∇2I′ = 0. The reconstruction then depends on
the boundary conditions. In our implementation, we zero-pad the
images. Thus the reconstruction at ϕ = π/2 is zero everywhere,
as shown in Figure 3. Since the reconstruction from gradient com-
ponents orthogonal to the image gradients is zero, we can remove
those components without effecting the visual content of the image.
Let → denote the projection operator. The gradient field obtained
by the projection of the flash image gradients onto the ambient im-
age gradients is given by

∇Φ̃ = (∇Φ′ → ∇α) = ∇α
(∣

∣∇Φ′ •∇α
∣

∣

)

/‖∇α‖2. (9)

Note that the removed component ∇η̃F = ∇Φ′ −∇Φ̃ is orthogo-
nal to ∇Φ (see Figure 2). Thus we can remove the component of
noise orthogonal to ∇Φ. However, we cannot eliminate the com-
ponent of ∇ηF that is along ∇Φ. At the same time, as seen in the
Lena images in Figure 3, small rotations of the gradients only re-
duces the effective magnitude of the image intensities. Therefore,
minor variations in the undistorted ∇α and ∇Φ will simply reduce
the effective magnitude in the reconstructed flash image Φ̃ while
preserving the visual information.

Gradient Direction Reversal at Depth Edges: At times, the angle
between the flash and the ambient image gradient, λ , can be greater
than π/2. This can happen at those depth edges where the flash
and ambient image gradients have opposite orientation or when the
magnitude of the noise gradient is large. In such cases, the direction
of ∇Φ̃ needs to be reversed as shown in Figure 4. We assume that
the high magnitude gradients of signal and noise do not overlap.
We define a binary mask M′ which is 0 at all pixels where both am-
bient and flash image gradients have high magnitude and λ > π/2.
At those pixels, we reverse the direction of the projected gradient
vector.

Figure 4: Gradient direction reversal at depth edges. (Left) The
top-left patch of the ambient image shown in Figure 2, and the cor-
responding cos(λ ) map (color-coded, red=1, blue=−1). Negative
values mostly correspond to depth edges with opposite gradient ori-
entation in flash and ambient images. (Middle) Reconstructed im-
ages where the direction of the projected gradient was reversed/not-
reversed (Φ̃/Φ̃nr) at depth edges with λ > π/2. Notice the jagged
depth edges in Φ̃nr. (Right) Flash and ambient image gradients
for λ > π/2. At depth edges, the direction of the projected gra-
dient is reversed to obtain the correct ∇Φ̃ (top). If the direction is
not reversed (bottom), depth edges are smeared in the reconstructed
image.

4 Flash Image Artifacts

We now show how the gradient coherency map and the gradient
projection scheme can be used to remove the flash artifacts. In gen-
eral, the gradient coherency map M is used as a guide to combine
the flash and ambient image gradients and the gradient projection
scheme is used to remove unwanted reflections of objects lit by the
flash.

4.1 Reflection Removal

We describe the gradient projection-based removal of flash artifacts
in a variety of scenarios and also demonstrate some of the limita-
tions of the proposed approach. In photographing through transpar-
ent layers such as coatings on paintings, glass separators or win-
dows, flash can create undesirable reflections of objects or a hot
spot. In some cases the flash is intended to illuminate what is be-
hind the glass (e.g. fish in a tank) but creates reflections of objects
in front of the glass. In some other cases, the goal is to illuminate
objects in front of the glass, such as a person in front of a painting,
but the flash creates a hot spot. An ambient image can be used in
these cases to reduce the artifacts. In some cases even the ambient
image has reflections; in certain conditions these can be reduced by
using a flash image.

Showroom Window: In this scenario, the flash is intended to illu-
minate what is behind the glass but also creates reflections of ob-
jects in front of the glass (Figure 5). Hence, ηA = 0, ηF is non-zero
and ∇Φ and ∇α are coherent at all pixels except where the flash
reflections are present. The goal is to create a reflection-free flash
image. To achieve this, we obtain a new gradient field ∇Φ∗ by pro-
jecting the flash image gradients onto the ambient image gradients.

∇Φ∗ = (∇Φ′ → ∇α). (10)

The artifact-free flash image is obtained by integrating ∇Φ∗ (Fig-
ure 5). This example also shows some of the limitations of this
approach. Note that the reflections are still visible in the final result
on the homogeneous white board due to the lack of reliable ambient
image gradients there. One might argue that the ambient image is



Figure 5: Showroom Window. Flash illuminates objects behind the
glass but also creates undesirable reflections. Reflections are re-
moved by taking the projection of the flash image gradients onto the
ambient image gradients. (Left) Ambient image. (Middle) Flash
image. (Right) Enhanced flash image with reflections removed.

the best of the three images, but in the ambient image, the hair dis-
appears and the red brick texture has low contrast. The flash image
enhances the contrast.

Museum: Suppose we want to take a photograph of a person in
front of a painting in a museum or an art gallery. The painting
is well-lit by the ambient illumination, but a flash is required to
illuminate the dimly lit person. The flash, however, creates a hot
spot as shown in Figure 1 (left sub-figure). Thus, ηA = 0, ηF is
non-zero at the hot spot and ∇Φ and ∇α are coherent everywhere
except at the hot spot. We detect the hot spot using a saturation
map. We first normalize the image intensities to lie between [0,1].
For each pixel (x,y), the saturation weight ws corresponding to the
normalized intensity I is given by

ws(x,y) = tanh(σ ∗ (I(x,y)− τs)), (11)

where σ = 40 and τs = 0.9. The saturation map is then normalized
to lie between [0,1]. Note that a threshold based scheme will not be
effective in this case as the hot spot spreads over an area and is not
a point or sharp line specularity. We obtain the new gradient field
∇Φ∗ by linearly weighting the flash and ambient image gradients
using the saturation map and the coherency map as

∇Φ∗ = ws∇α + (1−ws)(M∇Φ′ + (1−M)∇α). (12)

The artifact-free flash image is obtained by integrating ∇Φ∗. Note
that a professional photographer with a pointable flash would use
bounce-flash off the ceiling to avoid the hot spot. However, our
technique works with a consumer level camera.

Observation Deck: Consider the common scenario of taking a pic-
ture of a person from inside a glass enclosed room at night (Figure
6). A ’night scene’ mode for the camera is commonly used in such
scenarios. The person is not well-lit in the ambient image, and al-
though the flash illuminates the person, it creates reflections of the
objects inside the room. Clearly, in such scenes the flash does not
effect distant buildings. Thus, one can add the flash and the ambient
image to get an image H, in which the person is well-lit. However,
the reflections of the room objects are still present in H. To re-
move the reflections in H, we take the projection of ∇H onto ∇α .
However, the projection will be unreliable at the pixels where the
ambient image is underexposed. We create an underexposed map
where for each pixel (x,y), the weight wue is defined as

wue(x,y) = 1− tanh(σ ∗ (I(x,y)− τue)), (13)

where I is the normalized intensity. The underexposed map is
normalized to lie between [0,1]. We use σ = 40 as before and
τue = 0.1. The new gradient field ∇Φ∗ is obtained as

∇Φ∗ = wue∇H + (1−wue)(∇H → ∇α). (14)

Figure 6: Observation Deck. Flash is used to illuminate the objects
in front of the glass but causes reflections. Objects behind the glass
are not affected by the flash. (Left) Ambient image. (Middle) Flash
image. (Right) Enhanced flash image with reflections removed.

The enhanced image is obtained by integrating ∇Φ∗. Note that if
the reflections fall on a region which is dark in the ambient image, it
cannot be removed due to the lack of information. Since the flash-
lit parts can be segmented in this scenario, the flash and ambient
images can also be fused using the method in [Perez et al. 2003].
However, their method requires the use of an explicit image mask
whereas ours is automatic.

Self Reflection: We show that a flash image can also be used to
remove reflections in an ambient image. For example, while pho-
tographing a well-lit painting, the photographer is often reflected
in the painting as seen in Figure 1 (right sub-figure). To avoid re-
flections, one could use a low-exposure flash but it creates a hot
spot. The goal here is to recover the reflection-free ambient image
without the hot spot. To remove ambient reflections, we take the
projection of the ambient image gradients onto the flash image gra-
dients. Since the projection onto the flash image gradients cannot
be taken at the hot spot where the flash image gradients are unreli-
able, we assume no reflections and use the original ambient image
gradients at those pixels. The new gradient field is obtained as

∇α∗ = ws∇α ′ + (1−ws)(∇α ′ → ∇Φ′). (15)

Integrating this field gives us the artifact-free ambient image. The
noise signal or the reflection layer can be obtained by taking the
orthogonal component of the projection. Thus the gradient field of
the reflection layer is obtained as

∇η̃A = (1−ws)
(

∇α ′ − (∇α ′ → ∇Φ′)
)

. (16)

Figure 1 also shows the computed reflection layer. Note that the
photographer is clearly visible in the reflection layer despite the
colors of his shirt and the background being similar. Also, notice
the folds of the photographer’s shirt at the bottom and the texture
of the hands in the recovered reflection layer. However, co-located
artifacts such as ambient reflections at the location of the flash hot
spot cannot be removed using this approach.

4.2 Depth Compensation

Since the flash intensity falls off with the distance from the camera,
flashes produce a tunnel effect where brightness decreases quickly
with depth. Thus, distant objects are poorly lit by the flash as com-
pared to the nearby objects. We show that the ratio of the flash and
ambient images provides information about the depth and orienta-
tion of surfaces in the scene and can be used to scale the image in-
tensities of distant objects in the flash image. Let β denote the ratio
of the flash and the ambient radiance map. Using (3) and (4), one
obtains β = Φ/α = cosθF/(d2B). Note that β is independent
of the reflectance and can be regarded as a depth-orientation map.
For distant objects, β will be small, and for nearby objects β will
be large. If we assume that the ambient illumination B is uniform



or low-frequency, we can enhance the flash image to compensate
for the d2/(cosθF ) attenuation using β . To achieve depth compen-
sation, we propose to scale the flash image gradients by 1/β , thus
attenuating gradients for objects near the camera and accentuating
gradients for objects far away from the camera. However, the flash
image gradients should be scaled only when they are coherent with
the ambient image gradients to avoid artifacts due to ambient illu-
mination. Thus, the new gradient field ∇Φ∗ is obtained as

∇Φ∗ = M∇Φ/β + (1−M) ∇Φ.

Figure 7 shows the results. Other intensity normalization tech-
niques such as gamma correction, contrast reduction or nonlin-
ear scaling of gradients [Fattal et al. 2002] (shown in the figure)
changes the overall appearance of the images. In contrast, by ex-
ploiting the β map, our technique applies local scaling to the flash
image.

5 Flash-Exposure Space
Current cameras use onboard sensors and processing to coarsely es-
timate the flash level and the exposure settings. But these estimates
are based on aggregate measurements and lead to the common prob-
lem of over-illumination or under-illumination. It is difficult to find
a single flash intensity value that can light up distant or dark objects
without saturating nearby or bright objects. Also, the quality of the
flash/no-flash images may be limited in terms of dynamic range.
Figure 8 shows an example of such a HDR scene. In such cases, we
advocate using several images taken under different flash intensities
and exposures to build a flash-exposure HDR image.

5.1 Flash-Exposure HDR Image

Suppose we capture NF ∗NA images with NF different flash inten-
sities and NA different exposures. After linearizing the camera re-
sponse, the ambient radiance map, α , can be estimated using tra-
ditional HDR methods by using the NA samples along the E axis
which have different exposures [Mann and Picard 1995; Debevec
and Malik 1997]. The flash radiance map, Φ, can be estimated us-
ing a flash-HDR method by using the NF samples parallel to the P
axis which have different flash intensities at a fixed exposure E∗.
However, the above methods either use the 1-D exposure space or
the 1-D flash space to estimate the Φ and α radiance maps. Instead,
we propose to construct a flash-exposure HDR image by using sam-
ples from the 2-D flash-exposure space as follows.

For each pixel (x,y) in all NF ∗NA images, we can rewrite (1) as

I(x,y)i, j = Φ(x,y)Pi + α(x,y)E j, (17)

Figure 7: Dinner Table. Non-uniform illumination in a scene with
large depth variation. Our method selectively scales the flash image
gradients such that the brightness falloff with the distance from the
camera is minimized. A direct tone-mapping procedure leads to
loss in contrast.

Figure 8: Two-dimensional space of flash intensity and exposure
parameters. In a scene with large variations in depth, illumination
and reflectance, one may need to take multiple pictures to estimate
the (Φ,α) parameters at each pixel. Instead of taking samples along
the E or the P axis, our adaptive sampling method minimizes the
number of required samples. In this case, we start with the images
shown within the yellow and the orange boxes. The image corre-
sponding to the next best (P,E) settings is shown within the green
box.

Figure 9: Flash-Exposure HDR map. (Left) Ambient HDR map
α . (Middle) Flash HDR map Φ. (Right) Combined flash-exposure
HDR map obtained by fusing the α and Φ maps has more informa-
tion than the individual Φ and α maps. Notice the barely visible
zebra inside the box in the α map and the unlit windows at the back
in the Φ map. All such parts of the scene are captured well in the
combined flash-exposure HDR map.
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Figure 10: Flash-Exposure Space. (Left) Samples corresponding to
exposure HDR, flash HDR and flash-exposure HDR. (Right) Paral-
lel iso-intensity contours for two pixels. These pixels will be satu-
rated in the images corresponding to the P-E values in the region S
and will be underexposed in the images corresponding to the P-E
values in the region UE. (Right) The estimated Φ and α values
for a pixel correspond to the slopes of the best-fit plane in the P-E
space.

where i = 1 . . .NF and j = 1 . . .NA. Thus, for each pixel we solve
a system of NF ∗NA linear equations to obtain a least square esti-
mate of the two unknowns Φ(x,y) and α(x,y). A better weighted
least square estimate can be obtained by weighting each equation
by Γ

(

I(x,y)i, j
)

, where Γ
(

I(x,y)i, j
)

is the SNR for the intensity

I(x,y)i, j at the current ISO setting [Kodak 2001]. Figure 9 shows
our estimates of the Φ and α maps for the images shown in Figure
8. We intentionally use a simple logarithmic mapping to display
the HDR maps in Figure 9 (thus they may look washed out). A
combined flash-exposure HDR map can be obtained by fusing the
Φ and α radiance maps. We use a method similar to the one pro-
posed in [Raskar et al. 2004b] by taking the maximum of the gra-
dients from both, thus preserving maximum contrast. However, our
technique has one important difference with respect to the above
previous work. We account for the gradient direction reversal at the
depth edges from the Φ map to the α map using the mask M′ (see
section 3.3) while choosing the maximum gradient. At all pixels
where M′ = 0, we keep the original flash image gradients. Let T
denote a mask such that T is 1 if |∇Φ| ≥ |∇α | and 0 otherwise. The
new gradient field ∇R is obtained as

∇R = M′ (T ∇Φ + (1−T ) ∇α) + (1−M′) ∇Φ.

The combined flash-exposure HDR image (Figure 9) is obtained by
integrating ∇R.

5.2 Flash-Exposure Walk

Capturing multiple images for HDR imaging may not be prac-
tical due to the static scene/camera assumption. Can we mini-
mize the number of images required to capture the entire dynamic
range of the scene? Or, given a budget of N images, what are
the best exposure and flash settings for those N images so that a
maximum region of the scene is captured with good SNR? Our
goal is to design a scene-adaptive technique. Grossberg & Nayar
[2003] have looked at taking non-uniform samples along the expo-
sure axis to account for a camera’s non-linear radiometric response.
Their camera-response-adaptive technique is complementary to our
scene-adaptive technique.

We analyze the two-dimensional flash intensity-exposure space
(P-E space) and propose a method for adaptively sampling this
space to estimate the best flash-exposure settings. By understand-
ing the nature of the P-E space, one can intelligently walk in
this space. The P-E space has a wealth of information (Fig-
ure 10). The iso-intensity contour for an intensity value µ at
a pixel (x,y) corresponds to the line in the P-E space given by

Figure 11: Optimal flash intensity and exposure (P,E) settings for
the next picture. (Left) Pixels shown in white are captured with
high SNR in the first two images (shown within the yellow and the
orange boxes in Figure 8). (Middle) Pixels shown in white are cap-
tured with high SNR in the third image (shown within the green box
in Figure 8). (Right) Pixels (in white) which are captured with high
SNR using all three images. Note that almost all the pixels which
are not captured with good SNR in the first two images (windows at
the back, part of the table between the first and the second Macbeth
chart) are captured with good SNR in the third image.

Φ(x,y)P + α(x,y)E = µ . These lines will be vertical for distant
objects not illuminated by the flash, horizontal for nearby objects
not lit in the ambient image, and in general slanted for objects lit in
both flash and ambient images. For diffuse reflection, the slope is
approximately equal to β = cosθF/(d2B), which is independent
of the reflectance.

Minimum Sample Walk in the P-E Space: We start with two pic-
tures, a no-flash image and a low-exposure flash image, both cap-
tured using the exposure and flash intensity parameters suggested
by the camera’s on-board sensor (such settings are common in the
‘night scene mode’). From these two pictures, we obtain low qual-
ity estimates of the Φ and α values for each pixel. To find the
next best flash and exposure settings, we first predict the intensity
I of each pixel using the current estimates of Φ and α for a candi-
date (P,E) using (1). Then, we compute the SNR for each pixel.
Since our goal is to sense both the flash and the ambient compo-
nents at high SNR, the SNR for a pixel is the minimum of the SNR
of the component intensities, i.e., min(Γ(ΦP),Γ(αE),Γ(I)). We
select the (P,E) values that maximize the SNR over all the pix-
els. However, we exclude those pixels which have already been
sampled with good SNR in the previous pictures. Otherwise, well-
exposed pixels will always dominate the estimation of the (P,E)
parameters, keeping the estimates close to the current (P,E) val-
ues. Black objects in the scene may effect the estimation of the
flash-exposure settings. We ignore black objects by ignoring very
low intensity pixels at high flash intensity and exposure settings in
the above analysis. With each new measurement, we update the
estimates of Φ and α . The above procedure is continued until N
pictures have been taken or all the pixels have been measured with
good SNR.

We simulated the adaptive sampling scheme for the images shown
in Figure 8. The images corresponding to the first two samples are
shown within the yellow and the orange boxes. Our adaptive sam-
pling technique suggests the next best picture to be the one shown
within the green box. Figure 11 shows the pixels that are captured
with high SNR in the first two pictures. The third picture captures
most of the remaining pixels with good SNR.



6 Implementation
A Canon G3 camera, which supports 3 levels of flash intensities,
was used for capturing the images. The images were captured with
ISO setting varying between 50 and 200. The exposure values for
the ambient images shown in Section 4 were either 1/30 or 1/10
second. For the flash images, the exposure time varied between 2-4
milliseconds. We assume no mis-registration between the flash and
ambient images. The relative flash intensities were computed by
weighted averaging of intensities observed using a Macbeth chart.
Basic edge-preserving smoothing was performed on the input im-
ages to reduce image acquisition noise. A series designed filter of
radius 5 was used for computing the image gradients [Jahne 1993].
Reconstruction of image intensities from the gradients amounts to
solving a Poisson equation [Fattal et al. 2002]. For solving the Pois-
son equation, a sine transform based method [Press et al. 1992] was
used. The images were zero-padded on both sides, and Dirichlet
boundary conditions instead of Neumann boundary conditions were
used to avoid the scale/shift ambiguity in the gradient reconstruc-
tion.

All three color channels were treated separately. However, color co-
herency was not assumed between the different channels. To main-
tain color consistency across the channels, the ambient image was
white-balanced using the approach described in [Petschnigg et al.
2004]. Better results were obtained when using the YUV color
space as compared to the RGB color space. Our technique does
not require any human intervention. Run-time for a 1 Mega-pixel
image is about 6 seconds using our unoptimized Matlab implemen-
tation.

7 Discussion
There are several possible extensions to our work. One could mod-
ify the ‘night scene’ mode available on point and shoot cameras to
give two pictures instead of one. The exposure time for capturing a
flash image needs to be only a few milliseconds, and hence flash im-
ages (each with a different flash intensity) can be easily captured in
quick succession. This can be treated as flash intensity auto brack-
eting or flash-exposure auto bracketing. Flashes cause backscatter
in fog and water, resulting in severe image degradation. However,
the flash imaging model remains valid and our technique can be
used to improve the flash images. Taken as a whole, a study of
flash-exposure-aperture space can lead to further research in com-
putational approaches to overcome problems in focus and motion
blur.

8 Conclusion
We have presented techniques to improve flash photography and
have addressed three well-known problems: over-illumination or
under-illumination at a given flash intensity, reflections or high-
lights, and attenuation over depth. We reduce these artifacts by
exploiting information in the ambient image. To remove reflections
and highlights, one might think that higher-level prior knowledge
or global image features are required. But we have presented a sim-
ple technique based on the local gradient analysis. Nevertheless,
a global scheme may improve the results. To overcome the lim-
ited dynamic range in the flash and ambient images, we propose
adaptively sampling the flash-exposure space. By understanding
the flash-exposure space, one can design better cameras and de-
velop novel re-synthesis effects. Current cameras already use on-
board sensors and processing to coarsely estimate the flash level
and exposure settings. We hope our methods can further improve
pre-capture parameter selection and post-capture processing of the
images.
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