We propose a framework for simulating the complex dynamics of strands interacting with compressible, shear-dependent liquids, such as oil paint, mud, cream, melted chocolate, and pasta sauce. Our framework contains three main components: the strands modeled as discrete rods, the bulk liquid represented as a continuum (material point method), and a reduced-dimensional flow of liquid on the surface of the strands with detailed elastoviscoplastic behavior. These three components are tightly coupled together. To enable discrete strands interacting with continuum-based liquid, we develop models that account for the volume change of the liquid as it passes through strands and the momentum exchange between the strands and the liquid. We also develop an extended constraint-based collision handling method that supports cohesion between strands. Furthermore, we present a principled method to preserve the total momentum of a strand and its surface flow, as well as an analytic plastic flow approach for Herschel-Bulkley fluid that enables stable semi-implicit integration at larger time steps. We explore a series of challenging scenarios, involving splashing, shaking, and agitating the liquid which causes the strands to stick together and become entangled.

1 INTRODUCTION

A brush stirring and spreading oil paint, shaving cream thrust onto a beard, and spaghetti tossed in tomato sauce all share a common trait. These scenarios are challenging to simulate due to the complex rheology of the liquid and the intricate interactions between the liquid and the strands.

In this work, we propose models and algorithms to capture the rich dynamic interactions between shear-dependent liquids and strands in scenarios such as these. A key element of what makes these situations unique is that shear-dependent liquids have strain- and time-dependent viscosity. To give one example, the macroscopic behavior of shaving cream derives from the microscopic bubbles that it comprises. The stochastic rearrangement of the bubbles causes the liquid to exhibit shear-thinning effects, in which the continuum begins to flow more easily under large applied stress. In addition, shaving cream can undergo rate-dependent permanent deformations, a characteristic behavior of viscoplastic flows. These properties contrast starkly with Newtonian fluids in which viscous forces have a simple linear dependence on velocity.

Recent prior research on animating wet hair [Fei et al. 2017] and wet fabrics [Fei et al. 2018] has included models for the cohesion between strands, reduced-dimensional flow of water along a strand, and two-way coupling between liquid and submerged fabrics. These models, however, only account for Newtonian and incompressible liquids. Proper treatment of interactions with non-Newtonian and compressible liquids requires a fundamental reconsideration of the underlying model components and their interactions.
For instance, when strands come into contact with a shear-dependent liquid, a thin layer often adheres and flows along the strands. These layers, on the one hand, are generally too thin to be simulated by existing particle- or grid-based non-Newtonian fluid solvers; on the other hand, the fluid can deform elastically or plastically, which is not captured by the prior reduced-dimensional surface water model. Therefore, a new method is necessary if we are to simulate these detailed shear-dependent flows economically.

Another influential effect is friction between wet strands, which is often a more significant factor in this context due to the influence of larger viscous and/or elastic forces. This fact suggests the need for an accurate, combined cohesive-frictional contact model to achieve realistic behavior.

Finally, the models used for the strands, the bulk liquid, and the reduced surface flow must be coupled together. We identify the following requirements for successful coupling: 1) Since the strands act as the base geometry of the surface flow, the surface flow should contribute extra mass and inertia to the strands. 2) The bulk liquid should exchange momentum with the submerged strands through drag forces and pressure gradients (buoyancy), which depend on the volume fraction of the submerged strands. 3) The surface flow and the bulk liquid should maintain consistent velocities and pressures where they meet, through appropriate boundary conditions. These requirements apply to both Newtonian and non-Newtonian fluids. However, some non-Newtonian fluids (e.g., shaving cream or pasta sauce) are compressible and can, therefore, change their volume during deformation, which leads to a more complicated calculation for pressure.

Our contribution in this paper is the development of a multi-scale framework capturing the interactions between strands and compressible shear-dependent fluid, which includes:

- a reduced model for shear-dependent liquids flowing on the strands that accounts for elastic and plastic deformation (§3.1);
- three-way coupling between discrete elastic rods, continuum bulk liquid, and reduced surface flow in a principled framework, which accounts for a wide range of rheologies and degrees of compressibility (§3.4);
- a modified second-order Coulomb cone model for stable cohesive and frictional effects when strands collide (§3.5); and
- a stable semi-implicit solver for shear-dependent fluid, with a more efficient semi-analytical formulation of plastic flow (§4).

2 RELATED WORK

2.1 Strand Simulation

Physics Model for Strands. There have been decades of effort toward simulating hair strands. For an overview, we refer the reader to several thorough reviews [Bertails et al. 2006; Ward et al. 2007]. Popular models for single-strand dynamics include mass-spring models [Petrovic et al. 2005; Selle et al. 2008], various Cosserat rod models [Grégoire and Schömer 2007; Spillmann and Teschner 2007], the Super-Helix model [Bertails et al. 2006], and the discrete elastic rod (DER) model [Bergou et al. 2010; Schröer 2007; McAdams et al. 2009], where contact and friction are solved globally. We can avoid tunneling as long as the detection phase captures all contacts and the solver converges. More recent approaches [Gornowicz and Borac 2015; Kaufman et al. 2014] improved stability using nonlinear Newton solves. In this paper, we adopt these improvements to non-smooth contact dynamics and further extend the method to handle cohesive effects. Wet hair also tends to have a higher friction coefficient than dry hair [Bhushan et al. 2005]; our constraint-based method allows us to handle such wet frictional effects easily.

Although uncommon in computer animation, the use of non-smooth contact dynamics to handle cohesion is widely adopted in mechanics for simulating cracks [Jean et al. 2001; Kadou et al. 2002]. In these works, the second-order Coulomb cone is displaced in the normal direction to achieve cohesive effects. To prevent the re-cohesion of cracked parts, they introduced hysteresis on the cohesion coefficient. These methods partly inspire our work on collision handling for cohesive wet strands.

Also, a few authors have treated strands or other deformable thin structures as a fluid-like material and hence adopted continuum-based collision handling [Fei et al. 2018; Guo et al. 2018; Hadap and Magenat-Thalmann 2001; Jiang et al. 2017; Lee et al. 2019; McAdams et al. 2009], where contact and friction are solved globally on a uniform grid. These methods either need an extra pass of traditional penalty-based collision handling or can be numerically difficult for simulating stiff strands. With a constraint-based solver, however, the contacts are solved iteratively and then the impulses are integrated on each strand individually, which can be much more efficient especially when each strand has a limited number of vertices and collisions.

Collision and Cohesion between Wet Hairs. Prior work on wet hair [Fei et al. 2017; Lin 2014, 2015] modeled cohesion and contact as a penalty-like force. However, the penalty model is known to have multiple issues. First, it requires a finely-tuned stiffness parameter to balance collision and cohesion effects, and thereby avoid both instability and tunneling. Second, handling friction accurately tends to be difficult for penalty models. To avoid these issues, we propose to model cohesive and repulsive effects together as constraints. Prior work on rod-contact using constraints [Bertails-Descubes et al. 2011; Daviet et al. 2011] can avoid tunneling as long as the detection phase captures all contacts and the solver converges. More recent approaches [Gornowicz and Borac 2015; Kaufman et al. 2014] improved stability using nonlinear Newton solves. In this paper, we adopt these improvements to non-smooth contact dynamics and further extend the method to handle cohesive effects. Wet hair also tends to have a higher friction coefficient than dry hair [Bhushan et al. 2005]; our constraint-based method allows us to handle such wet frictional effects easily.

In all examples presented in this paper, we have at most 80 vertices on a single strand, which is typical in strand simulation (e.g., [Kaufman et al. 2014]).
2.2 Simulating Liquid with Complex Rheology

Recently, hybrid grid/particle-based methods [Fu et al. 2017; Hu et al. 2018; Jiang et al. 2015; Zhu and Bridson 2005] for simulating liquid have become popular due to their visual plausibility and efficacy for pressure computation. A complete review of the basics of this method for fluid simulation in computer graphics can be found in the book by Bridson [2015]. The particle-in-cell method from fluid dynamics was extended to handle general elastoviscoelastic materials, leading to the material point method (MPM) [Jiang et al. 2016; Sulsky et al. 1994]. Models based on MPM have been extensively used in computer animation to simulate various materials and phenomena [Davit and Bertails-Descoubes 2016; Gaume et al. 2018; Hu et al. 2018; Klär et al. 2016; Nagasawa et al. 2019; Ram et al. 2015; Stomakhin et al. 2013, 2014; Wolper et al. 2019]. More recently, variants of MPM have been proposed to increase the computational efficiency [Fang et al. 2019; Gao et al. 2017, 2018b; Hu et al. 2018]. One recent approach coupled MPM with the discrete element method to deliver more detailed dynamics [Yue et al. 2018] at modest cost. In our work, we adopt the moving-least-squares MPM (MLS-MPM) [Hu et al. 2018] as our discretization scheme for its efficiency, and couple this MPM with discrete elastic rods. To avoid nullspace issues during the pressure solve, we adapt MLS-MPM to a staggered grid, similar to the work of Stomakhin et al. [2014].

The family of smoothed particle hydrodynamics (SPH) methods is another common alternative for fluid simulation [Ihmsen et al. 2014; Monaghan 1994; Müller et al. 2003]. Although SPH can also be used to simulate liquids with complex rheology [Yang et al. 2017], our use of a grid simplifies momentum exchange between the liquid and strands, especially when both phases need to be integrated (semi-implicitly) for better stability.

To handle complex fluids, we need a constitutive model that is both accurate and efficient. In this paper, we adopt the constitutive model from Yue et al. [2015], which targets Herschel-Bulkley fluids [1926] with von Mises yield condition [1913], and employs a J2-flow model for plasticity [Simo 1988]. This model covers a wide range of materials such as mud, cream, chocolate, and pasta sauce. In prior work [Simo 1988; Yue et al. 2015], the stress computed from this model was integrated explicitly. However, this leads to tiny time steps that are at odds with the larger time steps that are possible with DER. Therefore, we develop an analytical formulation of plastic flow for Herschel-Bulkley fluids, which enables semi-implicit integration of the stress and dramatically increases the size of a stable time step.

Depth-averaged flows. For centuries, researchers in fluid dynamics have considered models for depth-averaged flows [2009, 1995], such as shallow water equations (or Saint-Venant equations [1871]) for inertial fluid on planar boundaries, and lubrication theory [Oron et al. 1997] for viscous fluids. These depth-averaged models are also extensively used in computer animation [Azencot et al. 2015; Hinsinger et al. 2002; Kass and Miller 1999; Vantzos et al. 2017, 2018; Wang et al. 2007]. Recently, Fei et al. [2017] developed a reduced-dimensional water model for (strictly Newtonian) liquid flowing on individual wet hairs.

Research on depth-averaged models for non-Newtonian liquid is relatively sparse [Hassine 2013; Saramito and Wachs 2017]. Recently, Ionescu and colleagues extended the shallow water model to handle general viscoplastic liquids [Ionescu 2010, 2013a,b; Ionescu and Lupașcu 2016; Ionescu et al. 2015]. Prior work, however, did not consider the elastic deformation of the liquid. We draw inspiration from these approaches to derive a depth-averaged model for elastoviscoelastic liquid on strands, where the liquid deforms purely elastically before yielding and deforms plastically afterward.

2.3 Theory of Mixtures

A complete review of early work in mixture theory, as well as the history of research in the area can be found in the book by de Boer [2012]. Most of the theory of mixtures has focused on coupling granular material with a Newtonian, incompressible fluid [Bedford and Drumheller 1983]. Among the few exceptions, Pritchett [1978] derived the equations for coupling solid with compressible fluid, which was revisited and validated with better numerical treatments by Kuipers et al. [1992]. Later, theories about mixtures of (visco)elastic materials were developed by Lesan [1994; 2008]; a thorough review can be found in the survey by Pearson and Tardy [2002]. Following these prior works, the shear stresses of the fluid and the strands are independently applied to the liquid and strands, and the momentum between the two phases is exchanged through drag force.

In computer animation, mixtures containing fluid have been treated differently depending on the fluid’s Reynolds number. Some approaches focus on Darcy flow [1856], where the fluid creeps slowly. These works deal with diffusion inside a solid material [Lenaerts et al. 2008; Lin 2014, 2015; Patkar and Chaudhuri 2013; Rungiratananon et al. 2012, 2008]. Mixtures with higher Reynolds number fluids were first studied in computer animation by Nielsen and Østerby [2013]. Subsequently, SPH-based methods have been widely adopted to handle multi-fluid or multi-phase flow phenomena [Ren et al. 2014; Yan et al. 2016; Yang et al. 2017, 2015]. These methods exchange momentum between different phases through a viscous term between particles. Researchers have also adopted mixture theory [Bandara and Soga 2015] to simulate porous sand or fabrics mixed with water [Fei et al. 2018; Gao et al. 2018a; Tampubolon et al. 2017]. In these works, the authors treated both the solid and liquid phases as continua. This treatment differs from our setting, in which the strands are simulated as discrete elements.

As part of the interaction forces, the drag effect mainly depends on the relative velocity between the liquid and solid, as shown by experimental studies (e.g., [Acharya et al. 1976]), based on which various drag models have been developed. One treats both the liquid and solid as continuous media [Fei et al. 2018, 2017; Tampubolon et al. 2017] and the other treats the solid as a collection of discrete elements [Gao et al. 2018a; Zhou et al. 2010]. Because of the discrete nature of strands, the drag force model we need falls into the latter category.

Drag Force between Two Continua. Traditional mixture theory treats both the liquid and solid as continuous phases [Anderson and Jackson 1967]; drag models under this scheme have a long history [Carman 1937; Ergun 1952; Forchheimer 1901]. Recently, Fei
et al. [2018] adopted a modern, unified drag formulation [Yazdchi and Luding 2012] to couple fabrics with Newtonian liquid. Since we couple a discrete phase with a continuous phase, however, these drag models for two continuums are not appropriate.

**Drag Force between Continuum and Discrete Elements.** Instead, we must integrate the drag forces over discrete elements and couple them with the continuous phase, which leads us to the CFD-DEM method [Tsuji et al. 1993]. Due to its wide applicability to fluidization and pneumatic conveying, the discrete element method (DEM) has been increasingly popular for the simulation of particles immersed in flowing fluids. In contrast to classical mixture theory that treats both liquid and solid as continua, the CFD-DEM method simulates solids as discrete elements, and couples them with liquid through homogenization [Zhong et al. 2016; Zhou et al. 2010].

Drag forces used for CFD–DEM are most often formulated for a single discrete element. These drag forces, however, also differ widely in terms of the particular drag models and drag coefficients. Among various drag models, Di Felice’s is widespread and reasonably general [1994]; it also suits our needs since it is compatible with different drag coefficients and fits experimental data for both spherical and non-spherical particles [Hilton et al. 2010], as well as for either Newtonian or non-Newtonian fluids [Li and Zhao 2018]. In this work, we adopt Di Felice’s formula to compute drag between strands and liquid.

The accuracy of the drag force, finally, depends on choosing the drag coefficient. Among the abundant literatures [Zhong et al. 2016], we focus on drag coefficients applicable to complex fluid and irregular particles. An extensive survey of these studies is presented in a book by Chhabra [2006]. In the present work, we adopt the model proposed by Mauret and Renaud [1997; 2004] since it has been extensively validated against physical experiments [Atapattu et al. 1995; Beaulne and Mitsoulis 1997; Beris et al. 1985; Rajitha et al. 2006; Tabuteau et al. 2007].

### 3 PHYSICAL MODELS

We begin by presenting three primary physical models to support simulating strands interacting with non-Newtonian liquids: i) a reduced non-Newtonian surface flow model, ii) a discrete strand model driven by strand-liquid interaction, and iii) a model for bulk liquid mixed with submerged strands. In describing the three physical models, our notation will be to use a subscript \( r \) to indicate a quantity related to the surface flow (e.g., \( u_r \) for surface flow velocity), a subscript \( s \) for the strand’s quantities, and a subscript \( f \) for the bulk liquid’s quantities.

#### 3.1 Non-Newtonian Strand Surface Flow

The first component of our work is a model for non-Newtonian liquid flowing on the surface of a strand. While potentially imperceptible on a single thin strand, surface flow can significantly change the collective dynamics (and thus appearance) of many strands interacting and agglomerating together (Fig. 1). Unfortunately, capturing the shallow depth of such a surface flow with a grid-based fluid solver would require an excessively refined background grid, making them a poor choice in this case. One recent approach simulated a shallow water-like flow on strands [Fei et al. 2017], but accounted only for inviscid and non-Newtonian liquids. A new non-Newtonian reduced surface flow model is needed.

#### 3.1.1 Reduced Surface Flow Kinematics.

To present our reduced model, we start with surface flow kinematics described using cylindrical coordinate frames. These coordinate frames are aligned along the strand’s centerline. In these frames, the surface liquid velocity is denoted as \( \mathbf{u}_s = (u_r, v_r, \omega_r)^T \), where \( u_r \) and \( v_r \) are liquid velocities along the centerline’s tangential and radial directions, respectively, and \( \omega_r \) is the angular velocity around the strand (see Fig. 3 for an illustration of these notations). Our reduced surface flow model is established with a few assumptions on the velocity field:

1. The flow thickness \( h_r \) and strand radius \( r \) are much smaller than the length \( L \) of the strand. Thus, we only need to consider the average longitudinal velocity \( u_r \) across its depth and orientation, and the average velocity \( \mathbf{u}_r = \frac{\mathbf{u}_s}{h_r} \) is invariant in \( y- \) and \( \theta- \) coordinates (i.e., \( \frac{\partial u_r}{\partial y} = 0 \) and \( \frac{\partial u_r}{\partial \theta} = 0 \)).
2. The bulk modulus of a non-Newtonian fluid is often several orders of magnitude larger than its shear modulus\(^2\). Given the surface flow layer is also thin, consequently, the volumetric change of the surface flow is negligible in comparison to its translation and shear motion. In other words, assuming the surface flow to be isochoric (incompressible) will not affect its visual appearance: \( \nabla \cdot \mathbf{u}_s = 0 \) and \( \det \mathbf{F} = 1 \), where \( \mathbf{F} \) is the deformation gradient.
3. Because the strand radius is small and the surface flow layer is thin, the fluid has relatively strong surface tension — \( O((h_r + r)^{-1}) \) according to the Young-Laplace equation [1805] — that keeps the fluid uniform around the strand centerline. Therefore, we ignore the angular motion of the surface flow (i.e., we assume \( \omega_r = 0 \)).

Assumptions (i) and (iii) ensure that the surface liquid has no strain in the angular direction: its 3D strain tensor is reduced to a 2D strain tensor—a 2D symmetric matrix having three independent elements. The two diagonal elements indicate the normal strains separately in the longitudinal and radial directions, while the off-diagonal element involves both directions. We refer to supplemental §S1 for a brief review of 2D non-Newtonian fluid simulation.

The 2D strain tensor can be reduced further. Since the strand’s radius \( r \) is much smaller than its length \( L \), the surface flow behavior

---

\(^2\)For example, shaving cream has a bulk modulus 1.09GPa/cm\(^2\) while its shear modulus is 2.9GPa/cm\(^2\). Similar materials (e.g., pasta sauce) or materials that have higher bulk but lower shear modulus (e.g., paint and mud) are used in this paper. See the supplemental §S14 for detailed parameters.
in the strand cross-section differs from that in the longitudinal direction by a scaling factor $\varepsilon \equiv r/L$ where $\varepsilon \ll 1$. Through a multiscale asymptotic analysis with respect to $\varepsilon$ (see details in supplemental §S2), we find that the off-diagonal element of the strain tensor has only a second-order (i.e., $\varepsilon^2$) contribution to the deviatoric part of the strain, which is the strain component determining the shear stress and plastic flow. This observation suggests that we can ignore the off-diagonal element.

Moreover, due to incompressibility (i.e., assumption (ii) above), the strains in the longitudinal and radial directions are related: compression in one direction leads to an expansion in the other. Based on this condition and the derivation in supplemental §S2, we further reduce the 2D strain to a single scalar, which we call the reduced Cauchy-Green strain,

$$c^E_r \equiv b_{xx} - b_{yy},$$  \hspace{1cm} \text{(1)}

where $b_{xx}$ and $b_{yy}$ are the principal strains in the longitudinal and radial directions (i.e., the two diagonal elements).

### 3.1.2 Reduced Surface Flow Dynamics

#### Momentum equation.

Incorporating this reduced strain leads to a modified form of the momentum equation for non-Newtonian fluids. As derived in supplemental §S2, the standard 3D Navier-Stokes momentum equation becomes a simpler 1D equation,

$$A_r \frac{D}{Dt} u_r = A_r f_{\text{ext},x} + \frac{\partial}{\partial x} \left( \mu A_r \frac{c^E_r}{c^E_{xx}} \right) - C u_r,$$  \hspace{1cm} \text{(2)}

where $\mu$ is the fluid’s shear modulus, $\rho_l$ is the liquid density, $A = \pi h_r (h_r + 2r)$ is the annular cross-sectional area of the flow with a thickness $h_r$, and $f_{\text{ext},x}$ indicates external force density in the tangential direction. The external forces include gravity, inertial force due to strand motion [Fei et al. 2017], as well as the coupling forces among the surface flow, strands, and bulk fluid, to be discussed in §3.4. The last term $C u_r$ in (2) is the friction force, which we will discuss shortly.
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\[
\frac{D u_r c^E_r}{Dt} = 2 \frac{\partial u_r}{\partial x} \sqrt{c^E_r^2 + 4} - \sqrt{2} \gamma(s_r) \left( c^E_r \sqrt{c^E_r + 4} + 4 \right) \text{sgn}(c^E_r),
\]  \hspace{1cm} \text{(3)}

where $s_r \equiv \frac{1}{\sqrt{2}} \mu|c^E_r|$ is the magnitude of the shear stress, and $\gamma(s)$ is the flow rate function. In this work, we choose to use the flow rate function in the Herschel-Bulkley model [Herschel and Bulkley 1926], an effective phenomenological model for a wide range of viscoplastic materials such as cream [Yue et al. 2015], mud [Kelesidis et al. 2006], paint [Bochkarev et al. 2009], chocolate [Ardakani et al. 2014], and pasta sauce [Nagasawa et al. 2019]. A brief introduction to the Herschel-Bulkley model is provided in supplemental §S1, where the specific form of the flow rate function is given in (S13).

#### Friction between surface flow and strand.

Because of its viscosity, the non-Newtonian surface flow experiences friction on the strand surface. Microscopically, the friction is caused by intermolecular interactions that prevent the viscous liquid from either separating from or slipping along the solid surface [Sochi 2011]. We adapt a widely used model of this viscosity-induced friction that assumes a linear relationship between the slip velocity and the friction on the surface—the Navier boundary condition [Lamb 1993]. Concretely, the friction force can be modeled by the $C u_r$ term in (2), where, according to [Gerbeau and Perthame 2001], the coefficient $C$ is related to the surface flow thickness $h_r$ by

$$C = A_r \kappa \left( \frac{h_r + \frac{3}{2} \eta^2}{3 \eta} \right)^{-1}.$$  \hspace{1cm} \text{(4)}

Here, $\kappa$, defined as $\kappa \equiv \tilde{\eta}/b$, is the friction coefficient depending on the effective fluid viscosity $\tilde{\eta}$ [Andreini et al. 2012], and the Navier slip length, $b$. The latter is a constant depending on the specific fluid and solid materials [Brochard and De Gennes 1992; Fritz et al. 1999]. This model, albeit simple, can closely match experimental results for various non-Newtonian fluids [Schowalter 1988].

When using the Herschel-Bulkley model for non-Newtonian fluid, we can derive its effective viscosity using the generalized Newtonian fluid model [Irgens 2014] and obtain

$$\tilde{\eta} = \sqrt{\frac{2}{3}} \gamma \left( \frac{|u_r|}{h_r} \right)^n \eta \left( \frac{|u_r|}{h_r} \right)^{n-1},$$  \hspace{1cm} \text{(5)}

where $\gamma$ is the yield stress, $\eta$ is the flow consistency index, and $n$ is the flow behavior index. With the effective viscosity estimated,
we use (4) in combination with the strand’s annular cross-sectional area \( A_s \) to obtain the formula for \( C \) in our surface flow momentum equation (2):

\[
C = \pi \frac{h_\tau + 2r_s - b + h_\tau / 3}{b}.
\]

**Mass conservation.** Lastly, mass conservation for the surface flow follows prior work [Fei et al. 2017]:

\[
\frac{D m_s}{D t} A_\tau + A_\tau \frac{\partial u_\tau}{\partial x} = 0.
\]

In summary, our non-Newtonian reduced surface flow model consists of a momentum equation (2), a mass conservation law (7), a time evolution equation for the reduced Cauchy-Green strain (3), as well as the Herschel-Bulkley flow rate function (i.e., (S13) in supplemental §S1).

### 3.2 Strand Dynamics

A strand’s motion is heavily influenced by the liquid layer flowing on its surface. If the liquid were simply fixed to the strand surface (without any relative motion), then its only effect would be to cause the effective mass of the strand to become the sum of the strand mass, \( m_s \), and the liquid mass, \( m_\tau \). However, surface flow motion relative to the strand will induce an additional inertial force on the strand.

This intuition can be formalized by writing out the total inertia of the strand and its surface fluid. We model a strand as a discrete elastic rod [Bergou et al. 2008], and use \( u_\tau \) to denote the strand velocity at a discrete strand vertex. The surface fluid flows along the strand with a velocity \( u_s \) relative to the strand (recall §3.1). Then, the absolute velocity of the surface flow is \( u_s + t u_\tau \), where \( t \) is the tangential direction of the strand. The total inertia is

\[
\frac{m_s}{D t} \frac{D u_s}{D t} + \frac{m_\tau}{D t} (u_s + t u_\tau) u_\tau = (m_s + m_\tau) \frac{D u_s}{D t} + m_\tau u_s \nabla x u_\tau.
\]

The right hand side expands and regroups terms on the left, revealing the extra inertial force as the last term. With this total inertia, the momentum equation for the strands is

\[
\frac{m_\tau}{D t} \frac{D u_s}{D t} = f_{\text{int}, s} + f_{\text{ext}, s} + m_s g - m_\tau u_s \nabla x u_\tau,
\]

where the effective mass \( m_s \equiv m_s + m_\tau \), \( g \) is the gravitational constant, and the last term comes from that of (8). The term \( f_{\text{int}, s} \) represents the internal forces of the discrete elastic rod, including bending, twisting (see [Bergou et al. 2008] for their details), and stretching force (alternatively, replaced with an inextensible projection [Müller et al. 2012] for better stability). The external force, \( f_{\text{ext}, s} \), includes strand-strand (and strand-solid) contact forces as well as the coupling forces with the bulk fluid. These forces will be elaborated in §3.4.

**Remark.** Prior work by Fei et al. [2017] for simulating strand-water interactions also considers the inertial force contribution by surface water flows. However, in their model, the extra inertial force is explicitly added at the end of each timestep. By contrast, we derived this force term in a more principled manner and incorporated it into the momentum equation, allowing for implicit integration (see §4). In supplemental §5, we show that, when using an explicit integration, the momentum transport presented by Fei et al. [2017] is equivalent to solving (9) with its rightmost term. In other words, both the formulations make sense; however, our formulation enables implicit integration. As demonstrated in Fig. 5, explicitly adding the extra inertial force (as in [Fei et al. 2017]) impairs simulation stability, whereas our implicit integration approach remains quite stable.

### 3.3 Bulk Liquid in a Mixture

An effective way of modeling bulk non-Newtonian liquid is to treat it as a continuum, as most non-Newtonian simulation methods have done [Irgens 2008]. In our scenarios, the bulk liquid will inevitably interact with submerged strands, which, as discussed in §3.2, are modeled as discrete rod elements. Thus we are confronted with two contradictory simulation approaches. We must somehow reconcile these disparate views if we are to enforce mass and momentum conservation for both the liquid and the submerged strands in a unified framework.

A natural idea is to homogenize the discrete elements (i.e., strands in our case) and treat the combination of liquid mixed with discrete elements as a porous medium, whose behavior can be described using classic mixture theory [Anderson and Jackson 1967; Borja 2006]. Indeed, the CFD-DEM method [Zhong et al. 2016; Zhou et al. 2010] is based on this premise, but focuses on incompressible Newtonian fluids [Gao et al. 2018a; Tampubolon et al. 2017]. Here we extend this methodology to the simulation of compressible, non-Newtonian fluids.

#### 3.3.1 Volume Fraction

We begin by homogenizing the volume of the strands. Suppose that the \( i \)-th strand element has a volume \( V_i \). Then, in a porous medium where strands are mixed with liquid, the local volume fraction of the strand at any point \( x \) can be estimated using a kernel-weighted average [Gao et al. 2018a]:

\[
\epsilon_s(x) = \frac{1}{V^*} \sum_i w_{R,i}(x)V_i.
\]

Here the summation is taken over a small region of the continuum; in practice we use one grid cell. The total volume of the region is denoted \( V^* \), and \( w_{R,i}(x) \) is the kernel function centered at the \( i \)-th
element with a kernel radius $R$. Similar to the prior work [Fei et al. 2018; Gao et al. 2018a], we use a quadratic B-spline as $w_R$.

We can homogenize the velocity of the discrete strand elements in a similar fashion. Let $\mathbf{u}_{i}$ denote the velocity of the $i$-th strand element. The homogenized strand velocity $\bar{\mathbf{u}}_i(x)$ at position $x$ is defined as

$$
\bar{\mathbf{u}}_i(x) = \frac{1}{V_i} \sum_i w_{R,i}(x) \mathbf{V}_i \mathbf{u}_{i},
$$

(11)

The strand volume fraction evolves over time as the liquid and strand move relative to one another. As we derive in detail in supplemental §S3, the material derivative of the strand volume fraction can be expressed as

$$
\frac{D\bar{\epsilon}_f(x)}{Dt} = \frac{1}{V_i} \sum_i V_i \nabla w_{R,i} \cdot (\mathbf{u}_i(x) - \mathbf{u}_s,i),
$$

(12)

where $\mathbf{u}_i(x)$ is the liquid velocity around the strand’s $i$-th element position, $x_i$.

Lastly, since the volume is a mixture of strands and liquid, the volume fraction of the liquid is related to that of the strands via $\bar{\epsilon}_f = 1 - \bar{\epsilon}_s$, and its material derivative is $D\bar{\epsilon}_f(x)/Dt = -D\bar{\epsilon}_s(x)/Dt$. This material derivative is needed for the mixture’s mass conservation law—which we will present in §3.3.3—because a change of volume fraction at position $x$ leads to a change of the mixture’s local effective density at $x$.

**Remark.** In the derivation of (12), we assume that each strand element is incompressible: it can be stretched, bent, or twisted, but always preserves its volume. This assumption is justified by the fact that strands are often thin and stiff. We note that Selle et al. [2008] also treated strands collectively as a continuum and assumed incompressible motion. The key difference of our approach is that we only assume each individual strand element is incompressible. The collective volume of strands can still disperse or contract as needed.

### 3.3.2 Momentum Equation

Using the notion of volume fraction and following classic mixture theory [Pritchett 1978], we now have the momentum equation for bulk liquid:

$$
\frac{D\bar{\epsilon}_f \mathbf{u}_f}{Dt} = \bar{\epsilon}_f \mathbf{\nabla} \cdot \mathbf{\sigma} + f_{ext,f} + \bar{\rho}_f \mathbf{g},
$$

(13)

where $\mathbf{\sigma}$ is the liquid’s internal stress due to its volumetric stress (i.e., pressure $\rho$) and shear stress, namely,

$$
\mathbf{\sigma} = -\rho I_3 + \mu J^{-2/3} \text{dev} [\mathbf{b}^T].
$$

(14)

Here $\mu$ is the liquid’s shear modulus, $I_3$ is the $3 \times 3$ identity matrix, the deviatoric operator $\text{dev} [\cdot]$ is defined as $\text{dev} [\mathbf{x}] \equiv \mathbf{x} - (\text{tr}[\mathbf{x}]/3) I_3$, the left Cauchy-Green elastic strain tensor is denoted $\mathbf{b}^T$, and $J$ is the determinant of the liquid’s deformation gradient (see details in supplemental §S1).

The term $f_{ext,f}$ in Eq. (13) represents the external forces applied on the liquid, including the drag force produced by relative motion between the liquid and submerged strands, and interaction forces between the bulk liquid and surface flow on the strands. Both forces will be elaborated in §3.4.

### 3.3.3 Mass Conservation

According to mixture theory [Kuipers 1978; Pritchett 1978], the mass conservation law for bulk liquid in the mixture is

$$
\frac{D\bar{\epsilon}_f \rho_f}{Dt} + \bar{\epsilon}_f \rho_f \mathbf{\nabla} \cdot \mathbf{u}_f = 0,
$$

(15)

where $\rho_f$ is the non-Newtonian liquid’s density and $\bar{\epsilon}_f \rho_f$ is the liquid’s effective density in the mixture. Both $\rho_f$ and $\bar{\epsilon}_f$ are spatially varying, though for brevity we do not indicate their dependence on $x$ in (15). Many non-Newtonian materials (such as milk cream) are compressible, and therefore $\rho_f$ depends on the determinant $J(x)$ of the liquid’s deformation gradient, which measures how much an infinitesimal liquid region has compressed or expanded—that is, $J(x) = \rho_0^3/\rho_f(x)$, where $\rho_0$ is the liquid’s (rest) material density. Using $J$ to express $\rho_f$ in (15), we obtain the material derivative of $J$,

$$
\frac{Du_f}{Dt} = J^{-1} \frac{Du_f}{Dt} + \mathbf{\nabla} \cdot \mathbf{u}_f,
$$

(16)

showing how the liquid’s local volume changes over time. The local volume change also causes a change in liquid pressure, which we will derive in §3.4.1 by leveraging (16).

**Remark:** Consistency with non-mixture liquid. The momentum and mass conservation laws derived from mixture theory are general enough to describe non-mixture fluids as well. For example, when there is no strand in the mixture (i.e., $\bar{\epsilon}_f = 1$ everywhere), the first term on the right hand side of (16) vanishes, and Eq. (16) becomes the standard mass conservation equation for a single-phase material.

### 3.4 Coupling Forces

We now focus on the coupling forces that allow bulk liquid, discrete strands, and surface flows to interact each other. In particular, we present force models between bulk liquid and submerged strands (§3.4.1 and §3.4.2) and between bulk liquid and the strands’ surface flows (§3.4.3). Note that the interaction force between strands and their surface flows has already been discussed, emerging as the inertial force in the last term of (9).

#### 3.4.1 Pressure

First, we derive the pressure for a non-Newtonian mixture. An expression for pressure is needed for two reasons: i) pressure drives the bulk liquid’s motion by contributing to its stress in the momentum equation (14), and ii) the pressure gradient produces forces on the submerged strands, contributing to the external force term in (9).
Pressure is caused by volume change of the liquid. Formally, as explained in supplemental §S1, it is the negated derivative of dilational potential energy $W_C$ with respect to elastic volume change $J^E$ (i.e., $p \equiv -\frac{\partial W_C}{\partial J^E}$) – akin to how a spring force is related to the spring’s energy. There exist many models for the dilational potential energy, and our bulk liquid and strand models presented in earlier sections could incorporate any of them (through $p$). In our examples, we choose a modified neo-Hookean model [Simo 1988], following (see Fig. 6 and the supplementary video).

$\text{Remark: Generality.}$ We obtain (18a) based only on compressible mixture theory; no specific properties of non-Newtonian fluids or the dilational potential model are needed. In other words, Eq. (18a) is sufficiently general to simulate other types of liquid materials (e.g., see [Bonet and Wood 1997; Smith et al. 2018]). In the same vein, the discrete solids mixed into the liquid in our model need not necessarily be strands; other types of solids, such as gravel, sand, and clay, could be readily simulated as well.

### 3.4.2 Drag Force

Next, we present a model for computing drag forces between the liquid and submerged strands. The drag force contributes to the external force terms for both strands (9) and the liquid (13).

We choose to employ a popular drag model proposed by Di Felice [1994]. This is a simple velocity-dependent model that is nevertheless flexible enough to support a range of materials and rheologies [Lagger et al. 2015; Li and Zhao 2018]. Concretely, the drag force of a discrete strand element $i$ centered at position $x_i$ is expressed as

$$f_{\text{drag,s},i} = \frac{1}{2} \rho_l(v_i(x_i)C_d A_{s,i} ||v_i|| ||u_i||^2) \varepsilon_t^{-2}(x_i - u_{s,i}) .$$

where $u_i$ and $u_{s,i}$ are liquid and strand element velocities (as defined in §3.3.1), $A_{s,i}$ is the area of the strand element $i$ projected on the plane perpendicular to the relative velocity vector $u_i - u_{s,i}$, $C_d$ is the drag coefficient, and the parameter $\chi_i$ takes the empirical form

$$\chi_i = 3.7 - 0.65 \exp \left( -\frac{1}{2} (1.5 - \log \Re_p,i)^2 \right) ,$$

where $\Re_p,i$ is the Reynolds number of the fluid around the strand element $i$. The force $f_{\text{drag,s},i}$ contributes in part to the external force $f_{\text{ext},s}$ in (9). As a result, we are able to correctly capture buoyancy effects (see Fig. 6 and the supplementary video).

**Remark: Comparison to single-phase liquid.** Our pressure equation differs from that used in previous work (e.g., [Stomakhin et al. 2014]) wherein only a single-phase liquid is considered. In particular, our model captures the mixture’s effective volume change caused by the change of liquid volume fraction (as seen from the first term on the right hand side of (16)). This volume change in turn contributes to the pressure’s material derivative (18a). In comparison to a single-phase liquid model, our mixture-theory-based model is able to capture richer liquid-strand interactions as illustrated in Fig. 7.

**Remark: Comparison to incompressible mixture models.** Prior work by Fei et al. [2018] and Gao et al. [2018a] developed models for incompressible mixtures. In supplemental §S4, we show that the incompressible mixture is a special case of our model when the material stiffness $\kappa$ (e.g., used in (18b)) approaches infinity. Therefore, our model is able to simulate liquids across a wider range of stiffnesses (see Fig. 8).
Our drag model yields very different interaction behavior depending on the liquid type: **Right:** A constant drag coefficient, on the other hand, produces a drag effect for the shaving cream similar to that of mud, since the yield stress and viscosity are not considered.

In which \( \text{Re}_{p,i} \) is \( i \)-th strand element’s particle Reynolds number, whose specific formula is given in (S66) of the supplemental material.

A key parameter in this model is the drag coefficient \( C_d \). Experiments have shown that \( C_d \) can be taken as a constant value if the solid elements are spherical particles and the liquid has a low viscosity and a high Reynolds number [Zhong et al. 2016]. While recent work on simulating wet sand [Gao et al. 2018a] used this model with a constant \( C_d \), we found that a constant \( C_d \) in (19) limits the model’s generalizability to different liquid materials, as illustrated in Fig. 9 and the supplementary video.

We adopt a formulation for \( C_d \) developed by Renaud [2004]. It has been extensively verified for predicting drag forces between irregularly shaped solid elements and liquids, both Newtonian and non-Newtonian, with a Reynolds number up to 1500 (see [Agarwal and Chhabra 2007; Chhabra 2006; Rajitha et al. 2006]). Details are provided in supplemental §S6, and its efficacy is demonstrated in Fig. 9.

We conclude by homogenizing the drag forces experienced by the discrete strand elements to apply the corresponding force on the liquid. Homogenization is performed by taking a kernel-weighted average of the drag on the discrete elements, similar to that in §3.3.1. That is,

\[
f_{\text{drag},i}(x) = \frac{1}{V^i} \sum_i w_{R,i}(x) f_{\text{drag},s,i}.
\]

### 3.4.3 Constraints Between Bulk Liquid and Surface Flows

**Pressure boundary condition.** The first condition requires that the pressure in the surface flow and the bulk liquid agree at the interface (see adjacent figure). As discussed in §3.1, the internal stress of the surface flow depends on the reduced shear strain \( \epsilon^F \). Thus, the surface flow pressure \( p_s \) at the interface position \( x_0 \) is

\[
p_s(x_0) = \mu \epsilon^F(x_0),
\]

where \( \mu \) is the liquid’s shear modulus. Let \( p_t(x_0) \) be the bulk liquid pressure at the same interface position. Then, the Dirichlet pressure condition is

\[
p_t(x_0) = p_s(x_0).
\]

This boundary condition will be used in our numerical pressure solve in §4.

**Velocity boundary condition.** The second condition is similar to the liquid-solid boundary condition in a typical liquid simulation, demanding velocity agreement at the interface, namely,

\[
u_i(x_0) = i^T (u_i(x_0) - u_{s,i}),
\]

where the left hand side is the surface flow velocity, while the right hand side indicates the projected velocity difference (along strand direction) between the bulk liquid and the strand element \( i \) at \( x_0 \).

We enforce this boundary condition by applying penalty forces on discrete strand elements and the bulk liquid. This approach is similar to the classic immersed boundary method for simulating liquid-solid coupling [Peskin 2002]. The penalty force at a strand element \( i \) is computed as

\[
f_{\text{eq},i} = \frac{1}{h} m_{\tau,i} (s_i u_{\tau,i} + u_{s,i} - u_i),
\]

where \( h \) is the timestep size, \( m_{\tau,i} \) is the mass of liquid on strand element \( i \), and \( u_{\tau,i} \) is the flow velocity at the strand element \( i \). In the strand’s momentum equation, (9), \( f_{\text{eq},i} \) serves as a part of the external force \( f_{\text{ext},i} \). The corresponding penalty force on the liquid is the homogenization of the discrete element forces \( f_{\text{eq},i} \) (i.e., \( f_{\text{eq}}(x) = \sum_i w_{R,i}(x) f_{\text{eq},i} \)). The force \( f_{\text{eq}} \) contributes to the external force \( f_{\text{ext},i} \) in the liquid’s momentum equation, (13).

### 3.5 Contact Between Wet Strands

Inter-strand contacts also significantly affect strand motion. In the context of wet strands, a straightforward approach to resolve contacts is through penalty forces. The penalty force can produce both repulsive and cohesive effects [Fei et al. 2017; Lin 2014, 2015], because of the liquid bridge that forms between two strands. However, penalty force methods suffer from several critical disadvantages: Wet strands, such as wet hair, are known to exhibit a strong frictional effect [Bhushan et al. 2005], but it remains unclear how to incorporate a principled friction model into penalty methods. Moreover, penalty forces on strands can become strongly cohesive due to the liquid bridge in between, quickly causing strand penetration during the simulation (see Fig. 10). The nature of non-Newtonian liquids makes matters worse, as such liquids may produce even stronger strand cohesion due to non-Newtonian elasticity.

In light of these factors, we instead seek to resolve contacts through a constraint-based method that solves a second-order Coulomb cone (SOCC) problem for both contact and friction forces, following prior work [Bertails-Descoubes et al. 2011; Daviet et al. 2011; Leon 1999; Moreau 1988]. This approach ensures contact resolution without strand penetration and ensures that the friction forces follow Coulomb’s law of friction precisely. However, it traditionally assumes that the contact force can be repulsive, but not cohesive, which is not an appropriate assumption for our setting.
With this notation, the regular SOCC $\mathbb{K}_\mu$, defined under a friction coefficient $\mu$, is the set of vectors containing all possible contact impulses satisfying Coulomb's law of friction,

$$\mathbb{K}_\mu = \{ [v_N; r_T] \mid \mu v_N \geq \| r_T \|_2 \},$$

which is visualized in the top row of Fig. 11.

Next, we extend this SOCC to incorporate cohesive forces between wet strands. When a liquid bridge connects two wet strands, a cohesive force arises due to the liquid's surface tension and elasticity. Denoted as $f_N(\zeta)$, this force depends on the strand distance $\zeta$ and points along the normal direction $n$, and its details will be discussed shortly. Now the total impulse $r_s$ includes both the contact impulse $r$ and the cohesive impulse $hf_N(\zeta)$, so

$$r_s = r + h \left[ f_N(\zeta); 0 \right].$$

The normal and tangential components of the total impulse $r_s$ must satisfy Coulomb's law of friction, that is, $r_s$ must reside in $\mathbb{K}_\mu$. This means that all possible contact impulses $r$ form a different SOCC (denoted as $\mathbb{K}_\mu^R$), that is like $\mathbb{K}_\mu$ but translated along the normal direction by $-h \left[ f_N(\zeta); 0 \right]$. The bottom row of Fig. 11 shows a visualization of $\mathbb{K}_\mu^R$.

Given $\mathbb{K}_\mu^R$, there are several outcomes for the relative velocity $\mathbf{v}^*$ of two strand elements after their contact is resolved, depending on where the contact impulse locates in the modified SOCC:

(a) Untouched: $\zeta > \zeta_0$, $r_s = 0$, and $\mathbf{v}^*$ is not affected,
(b) Contact sticking: $\zeta = \zeta_0$, $r_s \in \mathbb{K}_\mu^R$, $r \in \partial \mathbb{K}_\mu^R$, and $\mathbf{v}^* = 0$,
(c) Contact sliding: $\zeta = \zeta_0$, $r_s \in \partial \mathbb{K}_\mu^R$, $r \in \partial \mathbb{K}_\mu^R$, $v^*_N = 0$, and $\exists \mathbf{r} \in \mathbb{R}^n$, $\mathbf{v}^*_T = -\delta \mathbf{r}_{s,T}$.

Here $\partial \mathbb{K}_\mu^R$ denotes the boundary of the SOCC $\mathbb{K}_\mu$, and $\zeta_0$ is a critical distance between two strand elements, indicating when the impulse $r_s$ occurs. The specific value of $\zeta_0$ deserves some careful reasoning, as will be discussed next.

3.5.2 Contact with hysteresis. In our augmented SOCC model, two strand elements stop moving towards one another when their distance reaches $\zeta_0$. In reality, two strands can approach until their surfaces touch each other, regardless of their surface flow thickness. This observation suggests that $\zeta_0$ should be set as $2r$ where $r$ is the strand radius. On the other hand, when two strand elements move apart, the cohesive force persists until the liquid bridge between them breaks. This observation, by contrast, suggests that $\zeta_0$ should be a value related to the surface flow thickness.

We resolve this paradox by introducing contact hysteresis, in which the critical distance $\zeta_0$ for approaching strands is different from that of separating strands:

(a) Approaching: when $\mathbf{v}^*_N < 0$, $\zeta_0 = 2r$,
(b) Separating: when $\mathbf{v}^*_N \geq 0$, $\zeta_0 = 2r + (1 + 0.50)\sqrt{A_L}$, where $A_L$ is the total area of the cross section of the liquid bridge, and $\theta$ is the contact angle determined by the liquid and strand materials.

In case (b), $\zeta_0$ is set to be the distance at which the liquid bridge breaks. To estimate this distance value, we follow the formula by Lian et al. [1993]. The hysteretic contact force profile is illustrated in Fig. 12.
Fig. 12. The profile of the contact-cohesion force in the normal direction. Left: the solid parts of the strands touch each other. When the two strands tend to approach each other with negative unconstrained normal velocity, there will be a repulsive force; when the two strands tend to depart from each other with positive unconstrained normal velocity, there will be a cohesive force. We evaluate the cohesive force $f_0$ at $2r$ for the case $\zeta < 2r$ to avoid singularity. Right: the solid parts of the strands do not touch, but the liquid bridge exists. The two strands can freely move toward each other with negative unconstrained normal velocity, but a cohesive force will stick them together as long as they tend to separate with positive unconstrained normal velocity. In both cases, whenever there is a cohesive force, the relative normal velocity after applying constraint will be zero unless the maximal cohesive force is reached.

**Solver.** Similar to the standard SOCC problem, our augmented SOCC problem can be reformulated as a root-finding problem and solved by an existing solver [Bertails-Descoubes et al. 2011; Daviet et al. 2011]. We refer the reader to supplemental §S7 for details.

**Remark.** When two strands approach (i.e., $v_N < 0$), our contact hysteresis does not induce cohesive forces even if the liquid bridge has formed, unless the strand surfaces touch each other. However, the cohesive forces appear when they move away from each other. While not entirely accurate, our model nevertheless captures interesting wet strand behaviors, such as the formation of strand bundles. This is because when (sufficiently close) strands attempt to move apart, the cohesive force tends to prevent them from separating. The lack of cohesion as strands approach has an advantage in practice: the cohesion force does not act to accelerate the negative normal unconstrained normal velocity, but $f_N$ can be estimated from the flow rate function (see (S13) in supplemental §S1). In particular, following Atanackovic and Guran [2012], we compute $f_{N,v}$ by estimating the stress applied on the cross sectional area $A_c$ of the liquid bridge:

$$f_{N,v} = A_c \left( \frac{r}{3} \sigma_y + \eta \dot{n} \right).$$

where $\sigma_y$ is the yield stress, $\eta$ is the flow consistency index, and $n$ is the flow behavior index.

To use (28) in practice, we estimate the flow rate $\dot{n} = n^T u_n$ using finite differences, and $A_c$ using the area where the liquid contacts the strand, i.e., $A_c = 2\pi r d l$ where $d l$ is the wet length and $\alpha$ is the angle between the direction toward the liquid bridge and the direction toward the liquid/solid boundary.

**4 DISCRETIZATION**

With our continuous physical models in hand, we can proceed to discretization. We adopt four types of Lagrangian variables to discretize the simulated geometry: 1) traditional MPM particles, or particles for brevity, are used to discretize the bulk liquid; 2) Lagrangian rod vertices, or vertices, are used to discretize the elastic rods; 3) Lagrangian rod elements (segments), or elements, are used to set up a staggered discretization of the surface flow on the rods. In addition, the bulk liquid is solved on an Eulerian staggered grid with velocities stored on cell faces and pressure stored on cell centers, similar to the augmented material point method (AMP) [Stomakhin et al. 2014]. Because our discretization shares similarities with other approaches for MPM [Daviet and Bertails-Descoubes 2017; Fei et al. 2018; Gao et al. 2018a; Jiang et al. 2017, 2016; Stomakhin et al. 2014; Tampubolon et al. 2017] and discrete elastic rods [Bergou et al. 2010, 2008; Kaufman et al. 2014], in the following we briefly cover...
Notation for Discrete Variables.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Physical quantity</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q_i )</td>
<td>strand vertex position (cm)</td>
<td>( 3n \times 1 )</td>
</tr>
<tr>
<td>( q_i )</td>
<td>liquid particle position (cm)</td>
<td>( 3p \times 1 )</td>
</tr>
<tr>
<td>( \xi )</td>
<td>gaps between strands in contact (cm)</td>
<td>( k \times 1 )</td>
</tr>
<tr>
<td>( x_i )</td>
<td>( i )-th face position (cm)</td>
<td>( 3 \times 1 )</td>
</tr>
<tr>
<td>( \hat{x}_i )</td>
<td>predicted ( i )-th face position (cm)</td>
<td>( 3 \times 1 )</td>
</tr>
<tr>
<td>( e_i )</td>
<td>( i )-th face direction</td>
<td>( 3 \times 1 )</td>
</tr>
<tr>
<td>( u_i )</td>
<td>strand vertex velocity (cm/s)</td>
<td>( 3n \times 1 )</td>
</tr>
<tr>
<td>( u_i )</td>
<td>liquid particle velocity (cm/s)</td>
<td>( 3p \times 1 )</td>
</tr>
<tr>
<td>( v )</td>
<td>strand velocity in contact space (cm/s)</td>
<td>( 3k \times 1 )</td>
</tr>
<tr>
<td>( r )</td>
<td>contact impulse (dyn-s)</td>
<td>( 3k \times 1 )</td>
</tr>
<tr>
<td>( p )</td>
<td>liquid pressure (dyn-cm(^{-1}))</td>
<td>( c \times 1 )</td>
</tr>
<tr>
<td>( G_w,C_n )</td>
<td>gradient on vertices (from centers, cm(^{-1}))</td>
<td>( 3n \times c )</td>
</tr>
<tr>
<td>( \nabla C_n )</td>
<td>(negative) divergence on centers (from vertices, cm(^{-1}))</td>
<td>( c \times 3n )</td>
</tr>
<tr>
<td>( \nabla I )</td>
<td>gradient on faces (from centers, cm(^{-1}))</td>
<td>( f \times c )</td>
</tr>
<tr>
<td>( \nabla J )</td>
<td>(negative) divergence on centers (from faces, cm(^{-1}))</td>
<td>( c \times f )</td>
</tr>
<tr>
<td>( W_{g,e} )</td>
<td>weight mapping faces to vertices</td>
<td>( 3n \times f )</td>
</tr>
<tr>
<td>( W_{g,f} )</td>
<td>weight mapping vertices to faces</td>
<td>( f \times 3n )</td>
</tr>
<tr>
<td>( W_{w,e} )</td>
<td>weight mapping vertices to elements</td>
<td>( e \times n )</td>
</tr>
<tr>
<td>( W_{w,e} )</td>
<td>weight mapping elements to vertices</td>
<td>( n \times e )</td>
</tr>
<tr>
<td>( T )</td>
<td>mapping element tangent space to world space</td>
<td>( n \times e )</td>
</tr>
<tr>
<td>( H_k )</td>
<td>Jacobian of the strand force (dyn/cm)</td>
<td>( 3n \times 3n )</td>
</tr>
<tr>
<td>( H_k )</td>
<td>Jacobian of the liquid’s shear force (dyn/cm)</td>
<td>( f \times f )</td>
</tr>
<tr>
<td>( M_{c} )</td>
<td>mass matrix of the strands (g)</td>
<td>( 3n \times 3n )</td>
</tr>
<tr>
<td>( M )</td>
<td>mass matrix of the liquid (g)</td>
<td>( f \times f )</td>
</tr>
<tr>
<td>( V_t )</td>
<td>volume of liquid at faces (cm(^3))</td>
<td>( f \times f )</td>
</tr>
<tr>
<td>( V_c )</td>
<td>volume of liquid at centers (cm(^3))</td>
<td>( c \times c )</td>
</tr>
<tr>
<td>( V_v )</td>
<td>volume of vertices (cm(^3))</td>
<td>( 3n \times 3n )</td>
</tr>
<tr>
<td>( V_p )</td>
<td>volume of particles (cm(^3))</td>
<td>( 3p \times 3p )</td>
</tr>
<tr>
<td>( M_{c,n} )</td>
<td>mass matrix of flow on vertices (g)</td>
<td>( n \times n )</td>
</tr>
<tr>
<td>( A_s )</td>
<td>surface flow area (cm(^2))</td>
<td>( n \times 1 )</td>
</tr>
<tr>
<td>( u_s )</td>
<td>surface flow velocity (cm/s)</td>
<td>( e \times 1 )</td>
</tr>
</tbody>
</table>

Table 1 defines our variable notation for a scenario containing \( p \) particles, \( n \) vertices, \( e \) elements, \( k \) contacts, \( f \) faces, and \( c \) centers. We adopt the superscript \( t \) to indicate variables that are known at the beginning of the current time step, \( t \) to indicate variables in the \( i \)-th Newton iteration, and \( t + 1 \) to indicate variables to be solved for at the end of the time step. The time step size is denoted as \( h \).

4.1 Discrete Constrained Dynamics

A naive but accurate approach would be to solve the strand, the bulk liquid, and the surface flow simultaneously. Unfortunately, since the velocities of these three components are tightly coupled into a stiff, non-smooth, and non-symmetric system, it can be very difficult to solve in practice, especially as sufficient nonlinearity for collisions is usually required for stability of the strands [Kaufman et al. 2014]. Therefore, in this work we adopt a staggered integrator and update the variables of different phases in an alternating fashion. One resulting benefit is greater ease of implementation: we can adopt existing methods for strand simulation (e.g., we adopt the method of Kaufman et al. [2014]) and non-Newtonian liquids (e.g., we adopt the Herschel-Bulkley liquid model of Yue et al. [2015]), and simply enhance them to support the coupling between the strands and the non-Newtonian liquid.

Strand Simulation. Each time step begins with surface flow and strand simulation. We first apply semi-Lagrangian advection to the mass and velocity of the surface flow on the strand [Stam 1999]. Then we integrate the strand dynamics, temporarily assuming the bulk liquid pressure is zero. The solved strand velocity is used for collision detection and as a prediction for the later pressure solve and additional surface flow dynamics. Discretizing (9) leads to the discrete strand dynamics equation,

\[
(M_s^i + hD_s)u^{i+1}_s = M_s^i u^i_s + h \left( f^i_{\text{int}} + M_s g + D_s W_{\text{fn}} u^i_s \right) + \frac{\tau_s}{\epsilon} (u^{i+1}_s - u^{i+1}_{s_{\text{n}} - u^{i+1}_{s_{\text{n}}}}),
\]

where \( M_s^i \) is the combined mass of the strand and the surface flow on it (after it has been advected for the current time step). The term \( \tau_s \) is the extra rod inertia induced by the surface flow, which is also computed with semi-Lagrangian advection [Stam 1999]: the backtraced velocity of the \( k \)-th vertex is defined as

\[
\begin{align}
\frac{u^{i+1}_s}{\tau_s} - h u^i_{n_{\text{interp}}} &= \frac{u^{i+1}_s}{\tau_s} - \frac{u^{i+1}_s}{\tau_s} \\
&= u^{i}_{s_{\text{n}} - u^{i}_{s_{\text{n}}}} \equiv \frac{u^{i+1}_s}{\tau_s} - \frac{u^{i+1}_s}{\tau_s} - h u^i_{n_{\text{interp}}} + \frac{h}{\tau_s} u^{i}_{s_{\text{n}} - u^{i}_{s_{\text{n}}} - h u^i_{n_{\text{interp}}}}.
\end{align}
\]

To solve the discrete strand equation, we adopt a nonlinear Newton-Raphson solver [Kaufman et al. 2014]. For the \( i \)-th Newton iteration, the linearized equation is

\[
\begin{align}
C_s u^{i+1} &= \alpha^i \left( M_s^i u_s^i - u_s^i \right) + h \left( f^i_{\text{int}} + M_s^i g \right) + h D_s W_{\text{fn}} u^i_s + M_s^i (u^i_s - u^i_{s_{\text{n}} - u^i_{s_{\text{n}}}}) + C_s u^i_s
\end{align}
\]

where \( \alpha^i \) is the step length computed with backtracking line search [Armijo 1966], \( C_s = M_s^i + hD_s + h^2H_s \) is the combination of mass and force Jacobian matrix, and \( u^i_{s_{\text{n}}} \equiv W_{\text{fn}} u^i_s \) is the surface flow velocity mapped to vertices. A complex step of DER is computing the gradient and Hessian of the discrete curvatures (which are then used to compute \( f^i_{\text{int}} \) and \( H_s \)). To assist potential readers to reproduce, we present a detailed derivation in supplemental §S10.

After the pressure and surface flow have been solved, we re-integrate the dynamics of the strand, this time using the solved pressure gradient and updated surface flow mass (hence the updated combined mass is denoted as \( M^{i+1} \) below), where the \( i \)-th iteration of the momentum equation’s Newton solve becomes

\[
\begin{align}
C_s u^{i+1} &= \alpha^i \left( M_s^i u^i_s - u^i_s \right) + h \left( f^i_{\text{int}} + M_s^i g \right) + h D_s W_{\text{fn}} u^i_s + M_s^i (u^i_s - u^i_{s_{\text{n}} - u^i_{s_{\text{n}}}} - hV_s G_{s_{\text{wep}}} - C_s u^i_s
\end{align}
\]

Since the surface flow velocity has been updated at this point, we compute the backtraced velocity with the updated surface flow velocity \( u^{i+1}_{s_{\text{n}}} \) and the (unconstrained) predicted solid velocity \( u^i_s \).

We then use the solved velocity (denoted by \( u^i_s \) below) for contact resolution.
Fig. 14. **Comparing implicit and explicit integration.** We compare the maximal Courant number allowed for stable simulation between different integrators for the scene in Figure 9. The error bars indicate standard deviation over different grid settings. We adopt logarithmic coordinates and put the origin at $10^{-4}$ for legibility.

Finally, after the contact impulse $r$ is solved, we update the velocity with the impulse added to the right hand side, using

$$C_M u^{i+1} = C_M u^i + h (f^{i}_{\text{MPM}} + M_t g + D_t u^i)$$

(34)

where $C_M = M_t + D_t = h D_t + h^2 H_t^i$, $D_t = \text{diag}(W^T_{\text{in}} \text{vec}(D)) \in \mathbb{R}^{N \times N}$ is a diagonal matrix containing all drag coefficients interpolated on the grid, and $H_t^i$ is the Jacobian matrix of shear force evaluated at time step $t$ (see supplemental §S11 for its detailed computation). The operator vec() converts a diagonal matrix into a vector and diag(·) converts a vector into a diagonal matrix. Similarly, $D_t = \text{diag}(W^T_{\text{in}} \text{vec}(M_t))$ is a diagonal matrix containing all the mass of the surface flow interpolated on the grid. Here $f^{i}_{\text{MPM}}$ is the MLS-MPM discretization of the shear force [Hu et al. 2018] whose term on face $i$ can be computed as

$$f^{i}_{\text{MPM}} = -\sum_{p} h_{p}^{1/2} N_i(x_p) \mu_p D_p^{-1} e^{\text{dev}}(b^{E,i}_p) (x_i - x_p)$$

(35)

where $\mu$ is the shear modulus; $N_i(x_p)$ is the B-spline kernel evaluated at the position $x_p$ of particle $p$; $x_{i,p}$ is the central position of grid face $i$; $e^{\text{dev}}(b^{E,i}_p)$ is the deviatoric part of the left Cauchy-Green strain tensor $b^{E,i}_p$ (refer to supplemental §S1) for a background introduction). We adopt a quadratic kernel where $D_p = \frac{1}{2} \Delta x^2 I_3$ [Jiang et al. 2016] and $\Delta x$ is the grid spacing.

Using the new velocity with the shear stress applied, we solve the pressure equation (refer to Pressure Solve below for details). We then apply the pressure gradient onto the right hand side of (36) and perform another implicit solve, where

$$C_M u^{i+1} = M_t u^i + h (f^{i}_{\text{MPM}} + M_t g + D_t u^i - V_t g_c(p))$$

(36)

Remark. Directly interpolating the drag forces onto the grid can introduce poor conditioning due to the interpolation matrix [Yue et al. 2018]. To avoid this issue, we instead interpolate the drag coefficients onto the grid, and then use them to recompute a grid-based drag force and apply it to the liquid. This choice makes the drag matrix diagonal and avoids conditioning issues, without introducing apparent visual artifacts. Yue et al. [2018] took a similar approach in the context of matching granular flow velocities solved with different models.

**Semi-Implicit Herschel-Bulkley Liquid.** Explicitly integrated Herschel-Bulkley liquid is only stable with a time step that is two orders of magnitude smaller [Yue et al. 2015] than the implicitly integrated strands. To match the time step of the strands, the pressure and the shear stress must be implicitly integrated. Similar to prior work [Stomakhin et al. 2014], we adopt a splitting scheme when integrating the shear stress and pressure for computational efficiency, which leads to a stable semi-implicit integrator. Figure 14 compares our method against explicit integration; our semi-implicit method can stably handle much higher Courant numbers.

Semi-Analytic Plastic Flow. A Herschel-Bulkley liquid will yield and undergo plastic flow once its shear stress exceeds its yield stress, leading to a decrease of the shear stress. This fact must be considered when computing the Jacobian of the shear force, which necessitates the differentiability of the equation for plastic flow. However, prior work on Herschel-Bulkley liquids [Yue et al. 2015] computed the plastic flow with bisection, making the process non-differentiable. Fortunately, we found that the plastic flow for Herschel-Bulkley liquids can in fact be computed analytically, as described below.

In the following discussion, we use a bar to denote volume-preserving variables, e.g., the volume-preserving left Cauchy-Green strain is $\bar{b}^E \equiv J^{-2/3} b^E$. Similar to prior work [Yue et al. 2015], we first compute an intermediate state for the updated normalized left Cauchy-Green strain as $b^{E,*} = \bar{b}^E F^T$ that accounts for the elastic deformation in (S12) (refer to supplemental §S11), where $F \equiv L_{\tilde{g}} + h V_s w_{\text{cn}}$ is the increment of the deformation gradient. The **updated** shear stress is then denoted as $s^* = \tilde{\mu} \text{dev}(b^{E,*})$ and its norm as $s = \|s^*\|$.

Once the plastic flow occurs, according to the von Mises yield condition (S11) (refer to supplemental §S1), we can update the norm $s^*$ (as the detailed derivation is given in supplemental §S9)

$$s^{t+1} = \begin{cases} \left( s^* - \tilde{\sigma}_Y \right) \frac{\mu}{\eta} + \tilde{\sigma}_Y & n = 1 \\ \left( s^* - \tilde{\sigma}_Y \right) \frac{\mu}{\eta} - 2 \tilde{\nu} h \left( 1 - \frac{n}{\eta} \right)^{-1/2} & n \neq 1 \end{cases}$$

(37)

where $\tilde{\mu} \equiv \frac{\tilde{\nu}}{\tilde{\nu}} \text{tr}(b^{E,*})$, $\tilde{\sigma}_Y \equiv \sqrt{\frac{2}{3}} \sigma_Y$, $\sigma_Y$ is the yield stress, $\eta$ is the flow consistency index, and $n$ is the flow behavior index. We can then recover the volume-preserving Cauchy-Green strain after plastic flow as $b^{E,t+1} = s^{t+1} \text{dev}(b^{E,*}) + \tilde{\mu} I_3$.

The key benefit of (37) is that plastic flow becomes differentiable over $s^*$ and $\tilde{\mu}$, making the shear stress differentiable. Hence we can compute the Jacobian matrix $H_t$ of the shear force (details in supplemental §S11) and implicitly integrate the shear stress with plastic flow considered.
Fig. 15. A strand with staggered discrete flow variables: the cross-sectional area $A_{\tau}$ and the reduced elastic Cauchy-Green strain $c_{\tau}$ are defined on vertices, and the flow velocity $u_{\tau}$ is defined on edges.

Pressure Solve. After integrating the shear stress, we compute the pressure $p$ using

$$C_{p}p = K_{c}^{-1}p^{t} + hV_{c}^{T}G_{s,c}^{T}V_{s}(u_{s}^{*} - W_{ei}u_{ei}^{s}) + hG_{cl}^{T}u_{cl}^{s}, \quad (38)$$

where

$$C_{p} = K_{c}^{-1} + h^{2}G_{cl}^{T}C_{l}^{-1}V_{l}G_{cl}, \quad (39)$$

the diagonal matrix $K_{c}$ has i-th entry $K_{c,i} \equiv \frac{c_{\tau}}{2}(j_{i}^{E} + \frac{1}{j_{i}^{L}})$, and $C_{l}^{-1}$ is a diagonal matrix to approximate $C_{l}$, i.e. $C_{l,i}^{-1} = C_{l,i}^{-1} \delta_{kl}$. To preserve the symmetry of the pressure equation (38), we adopt explicit integration for the volume fraction change in (18b). We did not observe any instabilities resulting from this choice.

Surface Flow. We discretize the spatial derivatives in (2) with finite differences (Figure 15). At each time step we first advect both velocity $u_{\tau}$ and cross-sectional area $A_{\tau}$ with backtracking [Stam 1999]. We then integrate the remaining terms in (2) and update the cross-sectional area $A_{\tau}$ by integrating the divergence of velocity in (7). For the area at vertex $k$ we have

$$A_{\tau}^{s+1,k} = A_{\tau}^{s} \exp \left( \frac{-h(u_{\tau},k - u_{\tau,k-1})}{l_{k}} \right) \quad (40)$$

where $A_{\tau}^{s+1,k}$ is the area after advection, and $l_{k}$ is the Voronoi length of vertex $k$. Finally we update the Cauchy strain $C_{l}^{s}$ by discretizing the spatial derivatives in (3) with finite differences, which produces a nonlinear equation that we solve via bisection.

Contact Handling. Similar to prior work [Kaufman et al. 2014], we loop over all contacts during the collision solve, updating each contact while the remaining contacts are fixed, in a Gauss-Seidel-like manner. By defining $E$ as the transformation from world space to contact space, the equation used to update the k-th contact is

$$u_{k}^{s+1} = u_{k}^{s} + C_{s}^{-1}(E_{k}r_{s,k} + E_{k}r_{s,k}), \quad (41)$$

where $E_{k}$ and $r_{s,k}$ are respectively the complement matrix and vector formed by zeroing out the columns and entries used for $E_{k}$ and $r_{s,k}$.

In the following we define the future relative velocity at the contact as $\nu \equiv E^{T}u_{k}^{s}$. Multiplying by $E^{T}$ on both sides of (41) gives

$$\nu^{s+1} = E^{T}(u_{k}^{s} + C_{s}^{-1}E(r + r_{A})). \quad (42)$$

Above, we have decomposed the total contact impulse $r_{s}$ into the unknown repulsive collision impulse $r$ and the known cohesive impulse $r_{A} \in \mathbb{R}^{3k \times 1}$. The latter is a vector composed of cohesive forces in the normal directions of all contacts.

We can then reformulate the equations above as a second-order Coulomb cone problem (SOCCP) given by

$$S\tau = E^{T}u_{\tau}^{s} - S\tau_{A}, \quad (43a)$$

$$\forall k, (r_{s,k}, u_{k}^{s}) \in K_{\mu}, \quad (43b)$$

where $S = E^{T}C_{s}^{-1}E$ is the Delassus operator [Bertails-Descoubes et al. 2011]. We solve this with a hybrid Gauss-Seidel solver [Daviet et al. 2011]. Compared with the equations for a standard SOCCP (see, e.g., [Daviet et al. 2011; Kaufman et al. 2014]), (43a) has a new cohesive term $S\tau_{A}$ on the right hand side.

4.2 Algorithm

We summarize our resulting nonlinear mixture solver in Algorithm 1. For advection and mapping velocities between particles and the grid, we adopt the affine particle-in-cell (APIC) [Jiang et al. 2015] method and the moving least-squares material point method (MLSMPM) [Hu et al. 2018] for their simplicity and efficacy. As noted earlier, we rely on an underlying staggered (MAC) grid, similar to augmented MPM [Stomakhin et al. 2014]. We list the operations in a single step of our complete algorithm in supplemental §S12.

5 RESULTS

We divide our results into two classes: i) a group of didactic cases designed to validate individual components of our framework and ii) a set of more general scenarios of Herschel-Bulkley fluid interaction with strands that demonstrate the diversity of practical effects that can be achieved by our system. Details of how we reconstruct the liquid surface for rendering can be found in supplemental §S13.
summary and discussion of the physics parameters used throughout this paper can be found in supplemental §S14.

5.1 Didactic Examples

**Varying Volume Fraction.** To show the importance of the volume fraction term in the pressure equation, we compare simulations of liquid flowing through hair with and without the volume fraction term used when solving the pressure equation (Fig. 7). For ease of comparison drag is disabled in this scene.

**Buoyancy.** Our method can correctly handle materials with different mass densities, which is not considered in prior work on liquid-hair coupling [Fei et al. 2017]. In Fig. 6 we demonstrate the buoyancy behavior of hairs with different mass densities in water.

**Drag Force.** In Fig. 9 we compare our material-specific drag coefficient against a constant drag coefficient for distinct liquids falling onto strands. In Fig. 14 we use the same scenario to compare the maximal (unitless) Courant number (calculated with \( \frac{u_{\text{max}} h}{\Delta x} \) where \( u_{\text{max}} \) is the maximal velocity across the whole domain, \( h \) is the time step, and \( \Delta x \) is the cell size) between different integration schemes. Compared with using an explicit integrator for the shear stress, or for both shear and pressure, our semi-implicit integrator is stable for both compressible shaving cream and incompressible drilling mud, and can handle more or less viscous liquids with moderate time steps (Courant number up to approximately 1.24).

**Droplet Dripping.** In Fig. 2 large droplets of various liquids flow down thin strands, demonstrating the variety of material-dependent behavior that we capture. In Fig. 5, we construct a similar scenario with a large, heavy tetrachloroethene droplet (mass density 1.622g/cm). When such a droplet flows on a thin strand, the flow can dramatically affect the strand’s momentum. With the explicit inertia transfer method of prior work [Fei et al. 2017], a huge correction will cause instability. On the other hand, our improved method can stably integrate the extra strand momentum induced by the large droplet.

**High-Speed Rotation.** To further demonstrate the behavior of surface flows for liquids with high viscosity or yield stress, we rapidly rotate strands with droplets of various materials on them (Fig. 4). We observe that the mud and paint are flung out quickly after the simulation starts, while the milk cream starts to move only after the centrifugal force exceeds its yield stress. We also observed that the paint and milk cream flow more easily as their velocities are increased, demonstrating a shear-thinning behavior.

**Cohesion and coalescence.** In Fig. 10, two strands initially hang vertically with a distance of 0.01cm between their centerlines. We then gradually separate them. The milk cream between the two strands forms a strong cohesive force. Comparing our constraint-based model with the penalty-based model, the latter exhibits tunneling and locking artifacts when simulating the cohesion of strongly non-Newtonian materials.

**Friction with Various Materials.** To demonstrate how the liquid material affects friction between strands, we simulate two bundles of strands covered with cream and mud, respectively (figure 13). Since the cream has higher viscosity and yield stress, the strands covered in cream move less readily compared with those covered in mud.

5.2 Large-Scale Examples

**Shaking a Hairball.** To illustrate the cohesive and frictional behavior of wet hairs, we simulate a hair-covered ball lifting out of a mud pool and shaking (Fig. 16a). When the motion stops, the hairs stick and tangle as expected.

**Splashing Paint.** Oil paint is another familiar shear-dependent fluid. We simulate the interaction between the brush bristles and a pool of colorful paint (Fig. 16b). In contrast to examples from earlier work (e.g., [Chen et al. 2015; Zhu et al. 2015]) in which a brush moves slowly across paper and is one-way coupled with the paint, we show a brush that is two-way coupled with the paint during violent and rapid rotation, which causes large and dynamic splashing of the paint.

**Chocolate “Dog”.** Recent work on wet hair [Fei et al. 2017] simulated the process of pouring water over a rotating shaggy-haired cylinder, mimicking mammal shaking behavior [Dickerson et al. 2012]. To contrast water against more complex liquids, we revisit this scenario replacing the water with molten chocolate. Before the cylinder begins rotating, the falling chocolate forms thin sheets and tendrils; later, it separates into many chunky pieces. At the end of the rotation, much of the chocolate has adhered to the clumped hairs, as would be expected (Fig. 16c).

**Soba with Oyster Sauce.** Moving beyond hair strands, our method can simulate the coupling between a plate of Soba (buckwheat) noodle and thick oyster sauce. As the fork is pulled up, due to the frictional effect induced by the strong viscosity of the sauce, the noodles naturally stick to the liquid and each other (Fig. 16d).

5.3 Performance Numbers

The timing data for our large scale examples is presented in Table 2, measured on a workstation with 2 sockets of Intel Xeon E5-2620 v3.
CPUs running at 2.4GHz, each of which has 6 cores. We also provide a detailed breakdown in Figure 17 for the Chocolate “dog” example.

6 DISCUSSIONS AND LIMITATIONS
We have presented a multi-scale framework that can couple strands with diverse shear-dependent liquids. The results in this paper cover...
A wide range of materials, including incompressible or compressible, and Newtonian or non-Newtonian fluids.

Several of our developments benefit the coupling of strands to fluids in general, be they Newtonian or non-Newtonian. The pressure equation (18a) accommodates various constitutive models [Jiang et al. 2016]. The momentum equation (9) of strands is agnostic to the fluid model. Indeed, (9) applies to any solid (not just strands) with surface flow, e.g., raindrops sliding over a glass pane. Di Felice’s drag formula is equally applicable to both Newtonian and non-Newtonian fluid. The same is true of the boundary condition for the consistency between surface flow and bulk liquid (§3.4.3), and our extension of the second-order Coulomb cone to consider cohesion (§3.5).

Some of our other contributions are naturally more specific to shear-dependent fluids. The reduced Cauchy–Green strain and its dynamics (§3.1) are exclusive to shear-analytical surface flow. Aspects of the cohesive force and the semi-analytical formulation of the plastic flow (37) are only meaningful for Herschel-Bulkley fluids. Although Di Felice’s drag formula is a comprehensive treatment, Renaud’s drag coefficient is not, and is only required for coupling solids with non-Newtonian fluids [Renaud et al. 2004; Tabuteau et al. 2007].

Aside from the physical correctness, we also care about the impact of different components on the visual look. In supplemental §S15 we discuss the importance of all the components that need to be implemented.

6.1 Limitations

Our framework still has a few limitations imposed by our assumptions, numerical methods, surface reconstructors, or selected experiments.

In the reduced surface flow model, surface tension in the longitudinal direction is neglected for ease of computation, and thus we cannot maintain the correct contact angle between the reduced surface flow and the strand. Also, large droplets that break the cylindrical assumption cannot be faithfully captured. We have not considered the fact that some strands may have anisotropic cross-sections. For some materials (e.g., milk cream), the surface liquid is slow in the absence of drastic strand motion, and hence the computation could be further simplified for better performance. Our liquid capturing process is purely geometric, and thus the liquid can exhibit some popping artifacts when the simulation replays slowly.

The pressure equation can be imprecise when the strands are compressible (e.g., rubber bands). We have not considered coupling strands with materials whose plastic flows are pressure-dependent, such as snow, sand, or rubber. The pressure solved in our staggered integration approach may not be consistent with the future velocity of the strands, although we have not observed visible artifacts caused by this fact. Similar to prior work [Stomakhin et al. 2014], our bulk fluid model splits the integration of pressure from shear stress, which may affect the accuracy of the free surface [Larionov et al. 2017].

Due to the limited resolution of the fluid grid, the drag force can affect the liquid motion over a wider region than expected if the grid resolution is insufficient. Increasing the resolution of the grid or using an adaptive grid [Gao et al. 2017] may alleviate this problem.

In our supplemental video, we show several examples of real-world footage to give foundation to the visual results. We have also considered carrying out carefully registered comparisons between virtual and laboratory experiments, and found this to be challenging and a major undertaking in its own right. Tasks that must be successfully achieved would include (1) design and control of a physical apparatus to carry out laboratory experiments, (2) measuring and matching constitutive properties and other physical parameters, (3) registering virtual and laboratory initial and boundary conditions, including matching hair geometry, temperatures (and thus in turn the liquid viscosity), injection rates, etc. To keep a focused scope of this paper, we believe that the parameter capture and the setup of experimental apparatus deserve a delicate development—a worthy topic for future research.

Some limitations are inherited from the sub-components adapted to build our framework. Augmented MPM spends more time computing (staggered) kernel weights than regular MPM. The hybrid iterative solver used for the SOCCP is not strictly guaranteed to converge, which may cause some penetrations (e.g., in Soba with Oyster Sauce, there are some penetrations between the noodle and the plate, which, however, are not observable in the video). This is caused by the non-convergence of the SOCCP solver, which is a known problem for such a Gauss-Seidel solver. Neither is the stability of the elastic rods guaranteed: when two consecutive rod elements are bent to (almost) 180-degrees, the discrete curvature becomes (near-)singular, and the bending energy would rise to infinity. This issue can occur in practice when a large drag force reshapes the strands into a problematic configuration.

The visual realism depends not only on the simulated dynamics but also the surface reconstruction. We adopted the standard particle surface method implemented in Houdini [2019] for all our examples. Although widely applied to Newtonian liquids, this method largely ignores the particles’ deformation history, such that thin sheets or tendrils may appear as separated droplets during reconstruction, thus resulting in the clumpy (particle-like) look in some cases. Increasing the number of liquid particles may partially alleviate this issue, but would dramatically increase the simulation cost. We leave the non-trivial task of developing a deformation-aware reconstruction method as future work, while focusing on the simulation model in this paper.

Moreover, developing accurate shaders for rendering such non-Newtonian liquids can be difficult. For example, we tried using ketchup in Soba with Oyster Sauce but did not successfully obtain a ketchup shader with a realistic visual appearance. We believe many of the limitations described above can provide exciting fodder for future research.
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