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Fig. 1. Our absolute eigenvalue projection scheme stabilizes the projected Newton optimization of stable Neo-Hookean energy under high Poisson’s ratio
and large initial volume change, and achieves a faster convergence rate than the traditional eigenvalue clamping scheme [Teran et al. 2005]. Here we set the
Poisson’s ratio 𝜈 to be 0.495 and the fixed vertices are colored in yellow.

Volume-preserving hyperelastic materials are widely used to model near-
incompressible materials such as rubber and soft tissues. However, the
numerical simulation of volume-preserving hyperelastic materials is no-
toriously challenging within this regime due to the non-convexity of the
energy function. In this work, we identify the pitfalls of the popular eigen-
value clamping strategy for projecting Hessian matrices to positive semi-
definiteness during Newton’s method. We introduce a novel eigenvalue
filtering strategy for projected Newton’s method to stabilize the optimiza-
tion of Neo-Hookean energy and other volume-preserving variants under
high Poisson’s ratio (near 0.5) and large initial volume change. Our method
only requires a single line of code change in the existing projected Newton
framework, while achieving significant improvement in both stability and
convergence speed. We demonstrate the effectiveness and efficiency of our
eigenvalue projection scheme on a variety of challenging examples and over
different deformations on a large dataset.
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1 INTRODUCTION
Volume-preserving hyperelastic energies play a crucial role in accu-
rately capturing the near-incompressible nature of soft tissues and
rubber-like materials. Among the common hyperelastic material
models, Neo-Hookean model and its variants are usually the de
facto choice for modeling such materials with high Poisson’s ratios
𝜈 ∈ [0.45, 0.5) (see Table 1). Unfortunately, the numerical optimiza-
tion of Neo-Hookean material is notoriously challenging within
this near-incompressible regime due to the non-convexity from the
volume-preserving term, especially in the presence of large volume
change. We will show that existing projection approaches to en-
sure positive-definite of Hessian matrices during Newton’s method
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Fig. 2. Our absolute eigenvalue projection strategy is robust to high Pois-
son’s ratio and large volume change.

effectively assume the initial shape to have small volume change,
restraining the user from freely editing the initial deformation.

Table 1. Common materials
with high Poisson’s ratio (PR).

Material PR
Rubber 0.4999
Tongue 0.49
Soft palate 0.49
Fat 0.49
Skin 0.48
Muscle 0.47
Saturated clay 0.4-0.49

We seek to stabilize and accelerate
the optimization of Neo-Hookean en-
ergies with high Poisson’s ratios under
the projected Newton framework in a
robust and efficient way. For robustness,
we target the scenarios of large initial
deformation and volume change, allow-
ing the user to freely deform the ini-
tial shape without worrying about opti-
mization blowing up. For efficiency, we
aim to improve the convergence speed
of projected Newton method but still
keep the per-step computation cost unchanged: filtering on the
eigenvalues of per-element Hessian contributions à la Teran et al.
[2005]. Surprisingly, this leads to an extremely simple and elegant
solution, requiring only one line of code change in the existing
projected Newton framework without any additional parameter
(TL;DR):
1 Λ,U=eig(Hi)
2 Hi_proj=U*max(Λ,0)*U'

→ 1 Λ,U=eig(Hi)
2 Hi_proj=U*abs(Λ)*U'

While our proposed change to code is small, the technical analysis
behind it is non-trivial and interesting:

• Our simple solution is supported by a thorough analysis.
We show that the high non-convexity of the Neo-Hookean
energy stems from high Poisson’s ratio and large volume
change (Sec. 6). We analyze the behavior of projected Newton
method under such scenarios and identify potential pitfalls
of the traditional eigenvalue-clamping projection strategy
[Teran et al. 2005] (Sec. 4).

• In response, we propose a novel eigenvalue projection strat-
egy for Newton’s method to stabilize the optimization of
Neo-Hookean-type energy under high Poisson’s ratio and
large initial volume change (Sec. 5).

Our paper is a nice complement to the “Stable Neo Hookean Flesh
Simulation” paper [Smith et al. 2018] which our title alludes to,
improving the numerical stability by dissecting its nonconvexity in
the projected Newton optimization. We illustrate the effectiveness
and efficiency of our eigenvalue projection scheme on a wide range

Original Initial abs
(Ours)

clamp clamp
(inversion-aware 

line search)

27
iters

49
iters

200
iters

Fig. 3. Inverted elements are common in the presence of large initial de-
formation, and thus adding an inversion-aware line search may make the
optimization stall completely (right). Here we stretch and twist the topmost
vertices of the doll by 90 degrees, resulting in 144 inverted elements in the
initial deformation.

of challenging examples, including different deformations, geome-
tries, mesh resolutions, elastic energies, and physical parameters.
Through extensive experiments, we show that in the case of large
volume change, our method outperforms the state-of-the-art eigen-
value projection strategy and other alternatives in terms of stability
and convergence speed, while still, on average, being comparable for
simulations with moderate volume changes. Our method is robust
across different mesh resolutions and to extreme volume change
and inversion. It achieves a stable and fast convergence rate in the
presence of a high Poisson’s ratio and large volume change.

2 RELATED WORK
While researchers have studied first-order methods for simulating
volumetric objects, our approach focuses on improving the robust-
ness and efficiency of the second-order methods, to which we limit
our discussion.

Volume-preserving hyperelastic energies play a crucial role in cap-
turing the volumetric behavior of deformable objects. Many hypere-
lastic energies are modeled as functions of the deformation gradient
F. As hyperelastic materials (e.g., rubber) resist volume changes,
these energy functions often contain a volume term, a function of
the determinant of the deformation gradient det(F), to penalize vol-
ume changes. In practice, Neo-Hookean energy [Ogden 1997] and
other volume-preserving variants (e.g., volume-preserving ARAP
[Lin et al. 2022]) have been widely used for modeling materials with
high Poisson’s ratios. Other alternatives such as St. Venant-Kirchhoff
model [Picinbono et al. 2004] and co-rotational model [Müller et al.
2002] approximate or linearize the volume term and thus compro-
mise its volume-preserving property and visual effects, particularly
in the cases of large deformation and high Poisson’s ratios (see
Sec.6.2 of [Kim and Eberle 2022]).
More recently, several works have focused on improving the

stability and computational efficiency of volume-preserving hyper-
elastic energies. To improve robustness to mesh inversion and rest-
state stability, Smith et al. [2018] proposed the stable Neo-Hookean
energy and further applied their analysis to stabilize other hyper-
elastic energies such as Fung and Arruda-Boyce elasticity [Smith
et al. 2018] and Mooney-Rivlin elasticity [Kim and Eberle 2022]. To
improve computational efficiency, a series of works [Lin et al. 2022;
Smith et al. 2018, 2019] derive analytical eigendecompositions for
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Fig. 4. The speedup we obtained over the eigenvalue clamping strategy
increases as the Poisson’s ratio and the volume change increase.

isotropic distortion energies to accelerate the positive semi-definite
(PSD) projection of per-element Hessian contributions (following
[Teran et al. 2005]).

(Element-wise) projected Newton’s method. When the Hessian ma-
trix is not positive definite, steps in Newton’s method may not
always find a direction leading to energy decrease [Nocedal and
Wright 2006]. Several Hessian approximation strategies, a.k.a. pro-
jected Newton’s methods, have been adapted. Directly computing
the eigenvalues and eigenvectors of a global Hessian matrix is often
too expensive. For many energy functions, their Hessian matrices
can be decomposed into a summation over the sub-Hessian of each
mesh element. Thereby, one can project each sub-Hessian to the PSD
cone by clamping negative eigenvalues to a small positive number
(or zero) [Teran et al. 2005] or adding a diagonal matrix [Fu and Liu
2016]. These approaches guarantee that the sub-Hessians are PSD
and thus the resulting global Hessian is also PSD. While improving
robustness, the projected Newton’s method may suffer from worse
convergence rate compared to the classic Newton’s method [Longva
et al. 2023]. What is a better projection strategy remains an open
question [Nocedal and Wright 2006].
In this work, we analyze the limitations of existing per-element

projected Newton strategies, supported by extensive empirical stud-
ies. In the optimization and machine learning literature, Gill et al.
[1981] (Sec.4.4.2.1), Paternain et al. [2019] and Dauphin et al. [2014]
suggest projecting the negative eigenvalues of the global Hessian
to its absolute values. We demonstrate that projecting the negative
eigenvalues of the per-element Hessian to its absolute values, similar
to [Paternain et al. 2019] and [Dauphin et al. 2014], performs the
best in hyperelastic simulations.

Newton-type methods. Alternatively, there are Newton-type meth-
ods that do not rely on per-element PSD projection. One strategy
is to add a multiple of identity matrix to the local or global hessian
[Nocedal and Wright 2006] but it tends to overdamp the conver-
gence (see [Liu et al. 2017] Fig.8 and [Shtengel et al. 2017] Fig.2).
Shtengel et al. [2017] proposed Composite Majorization, a tight
convex majorizer as an analytic PSD approximation of the Hessian.
While this approximation is efficient to compute, it remains unclear
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Fig. 5. The speedup we obtained over the eigenvalue clamping strategy
increases as the initial volume change increases, while still being comparable
for moderate volume change cases. Here we visualize the initial deformation
(white) and our final results (blue) under deformation magnitudes 0.01, 0.05,
0.20, 0.40, 1.00 and 2.00 (from left to right).

how to extend it beyond 2D problems and to different types of ener-
gies. Instead of directly approximating the Hessian matrix, Lan et al.
[2023] proposed a strategy to adjust the searching direction derived
from the (possibly non-PSD) Hessian when performing stencil-wise
Newton-CG. Chen et al. [2014] applied the asymptotic numerical
method to (inverse) static equilibrium problem, and demonstrates
its advantages over traditional Newton-type methods. When using
incremental potential in dynamic settings, Longva et al. [2023] pro-
posed two alternative strategies: one is to use the original Hessian
matrix whenever it is positive definite and use an approximated
Hessian matrix otherwise; another is to add a multiple of the mass
matrix to the original Hessian until it becomes positive definite.
Both of these strategies could require one or several additional
Cholesky factorizations each Newton iteration anytime the original
Hessian is not PSD. Moreover, this method still inherits the flaws of
those fallback Hessians whenever they’re invoked. In contrast, our
method maintains the same per-iteration computational cost as the
element-wise projected Newton’s method [Teran et al. 2005] while
achieving a better convergence rate compared to projected Newton
[Teran et al. 2005] and other alternatives [Longva et al. 2023].

3 BACKGROUND
Our approach focuses on quasi-static simulation, which amounts to
solving a minimization problem for a (typically nonlinear) energy 𝑓

with respect to parameters x

min
x

𝑓 (x) . (1)

Perhaps themost popular way of solving this problem is Newton’s
method. Given a set of parameters x at the current iteration, New-
ton’s method approximates the energy 𝑓 locally with a quadratic
function

𝑓 (x + d) ≈ 𝑓 (x) + g𝑇 d + 1
2
d𝑇Hd, (2)

where g = ∇𝑓 (x) and H = ∇2 𝑓 (x) are the gradient and the Hessian
of the energy 𝑓 evaluated at x, and d denotes the update vector to
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Fig. 7. We stress test our abs projection strategy under large stretching (11x)
with high Poisson’s ratio 𝜈 = 0.4999. Here we create the initial deformation
by moving the rightmost vertices of a cylinder by a factor of 10x.

the parameter x. To obtain the optimal d, one can set the derivative
of 𝜕𝑓/𝜕d to zero and obtain the update with

d = −H−1g. (3)

Because 𝑓 is merely an approximation of the energy, the resulting
d may not guarantee energy decrease at the end of the iteration.
Thus, a line search is needed to find a step size 𝛼 such that x + 𝛼d
achieves a sufficient decrease in the energy 𝑓 . Newton’s method
iterates between these steps until convergence.

x
d

x

d

x

d

positive definite

indefinite

negative definite

However, the process summarized above
only works in the ideal situation where the
Hessian matrix H is positive definite. Geo-
metrically, a positive definite Hessian H cor-
responds to a convex energy space, which
ensures that the update direction d towards
the critical point 𝜕𝑓/𝜕d = 0 is a decent direc-
tion towards the minimum of 𝑓 (see inset).
An indefinite and a negative definite Hes-
sian H, however, correspond to a saddle and
a concave shape, respectively (see inset). In
both cases, the direction d towards the criti-
cal point could be an energy ascent direction,
and thus the Newton’s method may fail to
converge (see inset). To address this issue, a
popular approach is the (per-element) Pro-
jected Newton’s method.

3.1 Projected Newton
The idea of projected Newton’s method is to approximate a non-
positive definite Hessian matrix using a positive definite one. In the
case of finite-element simulations, the (global) Hessian matrix H𝑘

can be assembled from the per-element Hessian matrix H𝑖 for each
mesh (or tetrahedral) element 𝑖:

H =
∑︁
𝑖

P⊤𝑖 H𝑖P𝑖 , (4)

where P𝑖 is a selection matrix that maps the per-element degrees of
freedom to the global degrees of freedom.

The de facto way of making the global HessianH positive definite
is to project the per-element Hessian H𝑖 to positive (semi-)definite
(PSD) by performing eigen decomposition on the per-element Hes-
sian H𝑖 numerically or analytically, followed by a clamping strategy
to set the negative eigenvalues 𝜆𝑘 to zero (or a small positive number
𝜖) [Teran et al. 2005]:

𝜆+
𝑘
=

{
𝜖 if 𝜆𝑘 ≤ 𝜖,

𝜆𝑘 otherwise.
(5)

Then, one can use the clamped eigenvalues 𝜆+
𝑘
with the original

eigenvectors of H𝑖 of obtain a PSD projected per-element Hessian
H+
𝑖
. Although the projection happens locally, this guarantees the

approximated global Hessian

H+ =
∑︁
𝑖

P⊤𝑖 H
+
𝑖 P𝑖 (6)

assembed from H+
𝑖
to be PSD [Rockafellar 1970], thus a more ro-

bust simulation compared to using H. This per-element Hessian
modification strategy is also scalable because it only requires eigen-
decomposition on each (small) per-element Hessian H𝑖 , instead of
the global matrix.

4 PITFALLS OF EIGENVALUE CLAMPING

xd

Although the projected Newton method has
improved robustness over the vanilla New-
ton’s method, the widely used eigenvalue
clamping strategy described in Sec. 3.1 still
suffers from poor convergence when the
simulated object undergoes large volume
changes. The cause lies in the operation in
Eq. 5, which clamps the minimum eigenvalue 𝜆min to zero (or a
small positive number). This operation effectively turns the local
quadratic approximation from a saddle shape (see inset in Sec. 3.1)
to a “valley” shape (see inset). In this situation, the Newton update
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Fig. 8. Consider a function 𝑓 (𝑥 ) , we visualize the descent direction (left) and
the corresponding projected Newton trajectory (right). Our abs-projection
(green) takes 3 iterations to converge while 𝜖-projection direction (red)
[Teran et al. 2005] takes 11 iterations.

direction d could point toward any point on the bottom of the val-
ley—including points that are far away from the current parameter
location x and even points leading to energy increase.

To solidify this intuition, let us consider a minimal example which
exemplifies the extreme failure case of eigenvalue clamping. The
function of two variables visualized in in Fig. 8 is defined as

𝑓 (𝑥,𝑦) =
(√︃

(𝑥 + 1)2 + 𝑦2 − 1
)2

+
(√︃

(𝑥 − 1)2 + 𝑦2 − 1
)2

. (7)

At the point (𝑥,𝑦) = (1− 10−6, 10−8) (indicated by the white point),
we have:

𝑓 = 2, ∇𝑓 =

[
3.99
−0.02

]
, H = Φ

[
−1.99 × 106 0

0 3.99

]
Φ⊤ (8)

with eigenvectors Φ =

[
0.01 −0.99
0.99 0.01

]
.

If we project the negative eigenvalues to a small positive value 𝜖
(e.g., 𝛿 = 10−3), the corresponding Newton direction can be com-
puted as

−(H+)−1∇𝑓 = −
(
Φ

[
𝜖 0
0 3.99

]
Φ⊤

)−1 [ 3.99
−0.02

]
= −

[
1.19
19.99

]
. (9)

For small 𝜖 , the update direction is dominated by y-coordinate.
For extreme cases where 𝜖 = 10−9, the update direction even blows
up along the y-coordinate. Although 𝑓 technically deceases along
the search direction, its projection violates the spirit of Newton’s
method which relies on the quadratic approximation of the energy
function in the local region.
The issue of eigenvalue clamping also appears in 3D. This is es-

pecially common when simulating large deformations on materials
with high Poisson ratios (see Sec. 7).

In our 2D example, we can drive this bad eigenvalue arbitrarily
negative by moving the evaluation toward (𝑥,𝑦) = (1, 0). A more
negative eigenvalue means the function along the corresponding
eigendirection is more concave, thus more poorly approximated
by a convex quadratic. Unfortunately, clamping to near-zero effec-
tively prefers this direction (because after inversion the coefficient
explodes, see Eq. 3). We would rather like a filtering method which
avoids this direction. It is much more reasonable to make the effect
of non-convex directions directly proportional to their eigenvalue

0 1e-6 1e-3 1e0 1e3 1e6
Irving projection threshold

0

100

200
Iters

clamp
abs (Ours)

Fig. 9. Our absolute projection strategy is parameter-free and achieves
consistent speedup over the eigenvalue clamping strategy in the cases of
high Poisson’s ratio and large volume change. On the contrary, for the
eigenvalue clamping strategy, the optimal 𝜖 varies across different examples
and picking the optimal one requires manual tuning.

magnitude. This immediately motivates using the absolute value as
a filter.

5 ABSOLUTE VALUE EIGENVALUE PROJECTION
The analysis above suggests that projecting a large negative eigen-
value to a small positive value may lead to a poor estimate of the
descent direction. The optimization may get stuck in a local min-
imum or even diverge in this case. Inspired by [Gill et al. 1981]
(Sec.4.4.2.1) and [Paternain et al. 2019], we propose to project the
negative eigenvalues of the local Hessian H𝑖 to its absolute value:

𝜆+
𝑘
= |𝜆𝑘 | . (10)

The resulting projected Newton step can also be interpreted as the
result of a generalized trust-region method where the model is a
first-order Taylor expansion and the trust region is defined using
the Hessian metric (see [Dauphin et al. 2014]).

Implementation. For implementations already using per-element
projection and scatter-gather assembly of Hessians following Teran
et al. [2005], our method is a single line change (see Page 2).
For completeness, the full algorithm per-element abso-

lute eigenvalue projection Hessian construction follows as:
1 initialize H_proj to empty sparse matrix

2 foreach element i:

3 # Pi*x selects element i's local variables from x

4 either:
5 Hi = constructLocalHessian(i,Pi*x)

6 Λ,U = eig(Hi)

7 or:
8 Λ,U = analyticDecomposition(i,Pi*x)

9 # Our one -line change

10 Hi_proj = U*abs(Λ)*U'
11 # accumulate into global Hessian

12 H_proj += Pi*Hi_proj*Pi'

Applying our projection to the minimal example above, the New-
ton direction now becomes

d = −(H+)−1g = −
(
Φ

[��−1.99 × 106
�� 0

0 3.99

]
Φ⊤

)−1 [ 3.99
−0.02

]
= −

(
Φ

[
5 × 10−7 0

0 0.25

]
Φ⊤

) [
3.99
−0.02

]
= −

[
0.99
−0.01

]
.

(11)

which is more aligned with the direction towards the global mini-
mum (see Fig. 8).
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Fig. 10. As Poisson’s ratio 𝜈 → 1/2, Lamé’s second parameter 𝜆 → ∞.

6 EIGENANALYSIS OF VOLUME-PRESERVING ENERGY
While the two variable example may seem contrived, we show that
the existence of large negative eigenvalues is closely connected
to the large Poisson’s ratio and large volume change due to the
volume-preserving term in Neo-Hookean energy.

When the Hessian contains large negative eigenvalues, the abso-
lute value projection gives a better estimate of the descent direction,
making the optimization more stable and faster to converge. Then
the question comes, when does the Hessian contain large negative
eigenvalues? It turns out that it appears more often than we thought.
The class of Neo-Hookean energy usually takes the form of

Ψ =
𝜇

2
(𝐼𝐶 − 3) − 𝜇 log(𝐽 ) + 𝜆

2
(𝐽 − 1)2, (12)

where 𝜇 and 𝜆 are the first and second Lame parameters, 𝐼𝐶 =

tr(F⊤F) is the first right Cauchy-Green invariant and 𝐽 = det(F) is
the determinant of the deformation gradient F.
To ensure the inversion stability and rest stability, Smith et al.

[2018] proposes to use the stable Neo-Hookean energy:

Ψ =
𝜇

2
(𝐼𝐶 − 3) + 𝜆

2
(𝐽 − 𝛼)2, (13)

where 𝛼 = 1 + 𝜇

𝜆
.

As shown by the eigenanalysis in [Kim and Eberle 2022; Smith
et al. 2018], aside from the three eigenvalues corresponding to the
scaling, the other six twist and flip eigenvalues of the local Hessian
matrix for stable Neo-Hookean energy can be written as

Λ3 = 𝜇 + 𝜎𝑧 (𝜆 (𝐽 − 1) − 𝜇) (14)
Λ4 = 𝜇 + 𝜎𝑥 (𝜆 (𝐽 − 1) − 𝜇) (15)
Λ5 = 𝜇 + 𝜎𝑦 (𝜆 (𝐽 − 1) − 𝜇) (16)
Λ6 = 𝜇 − 𝜎𝑧 (𝜆 (𝐽 − 1) − 𝜇) (17)
Λ7 = 𝜇 − 𝜎𝑥 (𝜆 (𝐽 − 1) − 𝜇) (18)
Λ8 = 𝜇 − 𝜎𝑦 (𝜆 (𝐽 − 1) − 𝜇) . (19)

where 𝜇 and 𝜆 are the Lame parameters, and 𝜎𝑥 , 𝜎𝑦 , and 𝜎𝑧 are the
singular values of the deformation gradient F.
When the Poisson’s ratio 𝜈 is close to 0.5, the value of Lamé’s

second parameter 𝜆 = 2𝜈
1−2𝜈 𝜇 is very large (see Fig. 10). Thus the

magnitude of potential negative eigenvalues Λ6∼8 largely depends
on the Lamé’s second parameter 𝜆 and the volume change (𝐽 − 1).
For instance, a Poisson’s ratio of 0.495 corresponds to a Lamé’s
second parameter of 𝜆 ≈ 100𝜇. This gives the eigenvalues Λ6∼8 a
large negative value if there is a relatively large volume change for
a specific element (i.e., when (𝐽 − 1) is large, see Fig. 11).

When the Hessian contains large negative eigenvalues, projecting
it to a small positive value may lead to a poor estimate of the descent
direction which strongly biases towards the negative eigenvectors
(see Sec. 4). In contrast, the absolute value projection gives a better

-109

0 0

-1012

0

-1010

0

109

0

1010

0

1011

energy

smallest eigenvalue

Fig. 11. Energy and smallest eigenvalues of stable Neo-Hookean energy
with different Poisson’s ratios 𝜈 and deformation. Here the deformation is
created by dragging the top vertex of a regular tetrahedron around, and the
center of the plot is with zero displacement.
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Fig. 12. Our abs projection strategy stabilizes the optimization under large
volume change and high Poisson’s ratio, and achieves faster convergence
rates than the traditional eigenvalue clamping strategy [Teran et al. 2005].
Here we stretch a cylinder to 3.0x (top) and compress a cylinder to 0.5x
(bottom) by moving the topmost vertices.

estimate of the descent direction, making the optimization more
stable and faster to converge.

7 RESULTS
We evaluate our method by comparing it against the traditional
eigenvalue clamping strategy [Teran et al. 2005] and other alterna-
tives on a wide range of challenging examples, including different
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stable MR ARAP+vol SYM+vol

abs
(Ours)

clamp

initial

rest

21 iters 30 iters 23 iters

60 iters 80 iters 43 iters

Fig. 13. Our abs projection strategy generalizes over various volume-
preserving hyperelastic models. Here we add the volume term ( 𝐽 − 1)2
to different strain energies, including Mooney-Rivlin [Smith et al. 2018],
ARAP [Lin et al. 2022] and Symmetric Dirichlet [Smith and Schaefer 2015]
energy.

Iters

Resolution63 103 203 4030

20

40

60

80

initial

abs (Ours)
clamp (0)
clamp (1e-3)

Fig. 14. The speedup of our abs projection strategy over the eigenvalue
clamping strategy increases with the mesh resolution. Here we stretch the
rightmost vertices of a cube (of 4 different resolutions) by a factor of 3.0x.

deformations, geometries, elastic energies and physical parameters.
Furthermore, we experiment on the TetWild Thingi10k dataset [Hu
et al. 2018; Zhou and Jacobson 2016] with diverse deformations to
test the robustness and scalability of our method.
Unless stated otherwise, we use stable Neo-Hookean model

[Smith et al. 2018] with Young’s Modulus 𝐸 = 108 and Poisson’s
ratio 𝜈 = 0.495 for all the experiments, and use 0 as the thresh-
old for the eigenvalue clamping strategy, as suggested by Sec.8
of [Teran et al. 2005]. We use a direct sparse Cholesky solver to
solve the linear system at each Newton iteration. The convergence
threshold is set to be when the newton decrement 0.5d⊤g is less
than 10−5 (times 𝜆 for the scale of the gradient). The initial defor-
mation is created by moving some selected vertices of the mesh.
We run Newton’s method for a maximum of 200 iterations with a

element 
inversion

classical backtracking line search
strategy [Nocedal and Wright 2006].
As inversion is extremely common in
the presence of large initial deforma-
tion (see the inset), we do not use an
inversion-aware line search.
We implement our method in C++ with libigl [Jacobson et al.

2018] and use TinyAD [Schmidt et al. 2022] for the automatic differ-
entiation. Experiments are performed using a MacBook Pro with an
Apple M2 processor and 24GB of RAM.

Convergence and Stability.We compare our abs projection strat-
egy to [Teran et al. 2005] under a variety of deformations, including
stretching, compression, shearing and twisting in Fig. 17, Fig. 12,

Original Initial abs (Ours) clamp

130
iters

188
iters

x4

Fig. 15. Our method stabilizes and accelerates the optimization in the
presence of large rotations. Here we stretch and twist the topmost vertices
of the doll by 360 degrees (divided into four 90° subsolves to avoid ambiguity).

Original abs (Ours) clampInitial 0 60
0

50

100

150
Energy

Iters
24 iters 52 iters

Fig. 16. Our method can also accelerate the optimization of volume-
preserving parameterization, where we minimize the energy 0.5𝐸MIPS +
0.5( 𝐽 − 1)2. Here we start from the Tutte embedding with the same total
area as the original surface mesh (the cut is visualized in black), but never-
theless the per-element area distortion could still be large.

Fig. 2, Fig. 3 and Fig. 15. Our abs projection strategy converges
swiftly and smoothly under large local volume change and high
Poisson’s ratio, while [Teran et al. 2005] suffers from a much slower
convergence rate due to the instability in the optimization. The en-
ergies and shapes for both methods are generally consistent within
each example when converged, except in a few cases where the
other method converges to a different local minimum after “blow-
ing up” mid-optimization (e.g., Fig. 1 (clamp) and Fig. 19 (global abs)).
We also compare our local abs approach to the global abs approach
[Dauphin et al. 2014; Paternain et al. 2019] in Fig. 19. Compared to
our method, the global abs approach is computationally intractable
due to a full eigendecomposition of the global Hessian (takes more
than 3 hours for one 38𝑘 × 38𝑘 Hessian in Fig. 18), and leads to a
damped convergence and suboptimal configurations (Fig. 19). We
further stress test our method under extreme volume change (stretch
to 11x) and an even higher Poisson’s ratio (𝜈 = 0.4999) in Fig. 7.
Our method still maintains a stable and fast convergence rate, while
[Teran et al. 2005] still fails to converge after 200 iterations.

Generalization. We further evaluate the generality of our method
over different mesh resolutions, Poisson’s ratios, mesh deformations
and hyperelastic models. Under the same deformation, the speedup
we gain over [Teran et al. 2005] increases with the mesh resolutions
(Fig. 14). Our abs projection approach maintains a relatively stable
convergence rate across different resolutions while the traditional
eigenvalue clamping method requires drastically more iterations
as the resolution increases. In Fig. 4, we show the Newton itera-
tion counts of our method and [Teran et al. 2005] under different
Poisson’s ratios and volume changes. For relatively small volume
change (top), the speedup of our method over [Teran et al. 2005]
appears after, e.g., the Poisson’s ratio is larger than 0.47. But for
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Fig. 17. Our abs projection strategy enables stability and acceleration over
diverse deformations with large volume change, including stretching (top),
shearing (middle) and twisting (bottom).

volume change that is large enough (bottom), our method can ac-
celerate the convergence rate even when the Poisson’s ratio is low,
e.g., 𝜈 = 0.3. We further demonstrate the growth of our speedup
as the initial volume change increases in Fig. 5. Our abs projection
strategy can also generalize to other tasks, such as surface parame-
terization in Fig. 16, stable Neo-Hookean energy with collisions in
Fig. 21, and other volume-preserving hyperelastic models in Fig. 13,
including Mooney-Rivlin [Smith et al. 2018], ARAP [Lin et al. 2022]
and Symmetric Dirichlet energy (each with an additional volume
term (𝐽 − 1)2 to make it volume-preserving).

Comparison. We evaluate our method and [Teran et al. 2005] (with
threshold 10−3) on a total of 593 the closed, genus-0 high-resolution
tetrahedral meshes (with more than 5,000 vertices) from the TetWild
Thingi10k dataset [Hu et al. 2018; Zhou and Jacobson 2016] with
diverse deformations, including stretching, stretching (2x), compres-
sion, twisting and bending. As shown by the histogram in Fig. 6,
our method is at least comparable with the eigenvalue clamping
and offers, on average, 2.5 times speedup for large deformations.
In Fig. 9, since the eigenvalue clamping strategy contains an addi-
tional user-picked parameter 𝜖 to control the clamping threshold,

0 50 100 150 200

1010

108

106

abs (Ours) clamp POD (+ clamp) [Longva et al. 2023]
local Tikhonov global Tikhonov kinetic [Longva et al. 2023]

Energy

Iters

Fig. 18. We compare our abs projection strategy with eigenvalue clamping
strategy [Teran et al. 2005], adding a multiple of Identity matrix to the local
Hessian or the global Hessian (until it becomes PSD) [Martin et al. 2011], and
the Projection-on-Demand and Kinetic strategy [Longva et al. 2023]. Note
that the Projection-on-Demand strategy [Longva et al. 2023] may require
additional Cholesky factorizations to check the positive-definiteness of the
original Hessian.

Original
Local abs 

(Ours)
Global abs

[Dauphin et al. 2014]Initial

25 iters 122 iters

0.25 sec/iter 10.2 min/iter

Fig. 19. Compared to our local approach, the global abs approach [Dauphin
et al. 2014; Paternain et al. 2019] is computationally intractable due to a
full eigendecomposition of the global Hessian (takes more than 3 hours for
one 38𝑘 × 38𝑘 Hessian in Fig. 18), and leads to a damped convergence and
suboptimal configurations (right). Here on average, the global abs approach
takes 10.2 minutes per Newton iteration for one 8.8𝑘 × 8.8𝑘 Hessian, while
our local abs approach takes only 0.25 seconds for one Newton iteration.
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Fig. 20. We visualize the first 20 eigenvalues of the Hessian and the resulting
descent direction using our abs projection strategy (red) and the eigenvalue
clamping strategy (blue) under different volume changes and Poisson’s ratio.
Here we uniformly scale the mesh by 1.05x, 1.2x and 1.5x. The eigenvalues
of the original Hessian are denoted by yellow.

we compare the convergence rate of our method and [Teran et al.
2005] with different 𝜖 . Our method is parameter-free and achieves
consistent speedup over [Teran et al. 2005]. We further compare our
abs projection scheme with other alternatives in Fig. 18, including
adding a multiple of Identity matrix to the local Hessian or the
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Original abs (Ours) clampInitial 0 70Iters
10⁶

10⁸

1010
Energy

61 iters 68 iters
collisions

start

Fig. 21. We perform a collision experiment using Incremental Potential
Contact (IPC) [Li et al. 2020], where we put a cylinder (orange) above the
back of a horse. Our method is still able to achieve speedup with collisions,
even though IPC’s intersection-aware line search clamps down the step size
and dominates convergence after collisions happen.

global Hessian (until it becomes PSD) [Martin et al. 2011], and the
Projection-on-Demand and Kinetic strategy [Longva et al. 2023].
Adding a multiple of Identity or mass matrix to the Hessian even-
tually makes the optimization closer to (preconditioned) gradient
descent, and thus damps the convergence too much for large de-
formation problems. Note that the Projection-on-Demand strategy
[Longva et al. 2023] may require additional Cholesky factorizations
to check the positive-definiteness of the original Hessian.

8 CONCLUSION & FUTURE WORK
We propose a Hessian modification strategy to improve
the robustness and efficiency of hyperelastic simulations.

Original Initial

abs (Ours) clamp

17 iters 11 iters

Our method is a simple one-line change
to the existing projected Newton’s method,
making it extremely reproducible and
widely applicable in many simulation frame-
works. We primarily evaluate our method
on Neo-Hookean simulations with large de-
formations. For small deformation, espe-
cially with compression (see the inset), our
method can sometimes slightly damp the
convergence compared to [Teran et al. 2005]. Extending our anal-
ysis to a wider range of finite element simulations (e.g., collisions
(Fig. 21)) could better identify the applicability of our approach, and
potentially deriving an even better adaptive PSD projection method.
Exploring other Hessian modification strategies, such as adding
higher-order regularization terms to the elastic energy [Kim and
Eberle 2022] or a combinationwith [Longva et al. 2023], could also be
an interesting future direction. Considering using another volume-
preserving term that does not introduce large negative eigenvalues
in the presence of large deformations could be another promising
future direction.
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