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Abstract. The textural appearance of materials encountered in our daily environment depends on two directions,
the irradiation and viewing direction. We investigate the bidirectional grey level histograms of a large set of
materials, obtained from a texture database. We distinguish important categories, relate the various effects to
physical mechanisms, and list material attributes that influence the bidirectional histograms. We use a model
for rough surfaces with locally diffuse and/or specular reflection properties, a class of materials that commonly
occurs, to generate bidirectional histograms and obtain close agreement with experimental data. We discuss several
applications of bidirectional texture functions and histograms. In particular, we present a new approach to texture
mapping based on bidirectional histograms. For 3D texture, this technique is superior to standard 2D texture
mapping at hardly any extra computational cost or memory requirements.
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1. Introduction

The visual appearance of materials depends on the di-
rections of irradiation and radiation. Moreover, it is a
function of scale. The scale is essentiallyarbitrary,
since the distance of the observer to pertinent objects
is unbounded. Any measurement, whether by the hu-
man eye or by a CCD camera, is of finite resolution
and has therefore an ‘inner scale’, orgrain. The size
of the inner scale determines the area mapped into one
image pixel. If the characteristic variations of the mate-
rial are subpixel, the material is observed as a uniform
patch, and its appearance is completely determined by
its BRDF, the bidirectional reflection distribution func-
tion (Nicodemus et al., 1977). If the characteristic vari-

ations are instead projected on the region of interest,
we refer to the image as texture. In other words, texture
is a function of the same two directions as the BRDF,
the difference being that reflectance is a scalar func-
tion, while texture is a matrix function. Therefore we
will use, following (Dana et al., 1997), the term BTF,
bidirectional texture function, analogous to the BRDF.
If the radiance of a texture is averaged and divided by
the irradiance, the BTF equals the BRDF.

We use BTF data from the CUReT database, which
is the first comprehensive database of texture images
with systematic variation of irradiation and viewing
direction (Dana et al., 1996, Dana et al., 1997). This
database is freely available on the World Wide Web
at www.cs.columbia.edu/cave/curet . The
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Fig. 1. Two examples of the dependence of texture on irradiation
and viewing direction. On the top row, two images of rough plastic
(sample #4 in Figure 2) are shown. The differences show up clearly
in the corresponding histograms. The second row shows corduroy
(sample #42 in Figure 2). The only difference between the irradiation
and viewing geometry on the left and on the right is a 90◦ rotation of
the azimuth angle of the irradiation. Due to the anisotropic surface
structure of corduroy, the difference between the images is consid-
erable. Again, this is reflected in the histograms.

main aim of this paper is to identify major material
attributes and physical mechanisms that give rise to the
wide variety of BTFs that occur in practice. All of
these effects are relevant, and should be incorporated
in accurate texture models. In this work, we focus on
the BTF by considering the bidirectional radiant power
distributions, or grey-level histograms of the textures.
Clearly, grey-level histograms are not a complete re-
presentation of a BTF, since they exclude wavelength
dependencies and spatial structure of radiance varia-
tions in texture. Nevertheless, the characteristic textu-
ral variations in a BTF of a 3D texture are clearly visible
and easily identifiable in the histograms. This is illus-
trated by two examples in Figure 1. The representation
of texture by their histograms is an apt one because
the important mechanisms show up as separate modes
in the histograms: peaks due to shadowing, diffuse
reflection and specular reflection. Moreover, bidirec-
tional histograms can be considered a natural extension
of BRDFs. The BRDF is just the mean radiant power,
divided by the irradiance, histograms make up the full
distribution. They can have many applications in com-
puter vision and computer graphics, as is discussed in
Section 6. For such applications, accurate models of
bidirectional histograms are required. In Section 5 we

present simulated histograms for an important class of
materials: Gaussian rough surfaces with locally dif-
fuse or specular reflection properties. This turns out
to be an accurate model for many naturally occurring
materials.

2. Previous work

Early work on this subject was done by Richards
(Richards, 1982) who derived radiant power distribu-
tions for textures of Lambertian cylinders and spheres
under hemispherical irradiation.

The need for accurate BRDFs is acknowledged in
computer graphics and computer vision. Although ex-
perimental data is still scarce, many models and re-
presentations of BRDFs have been proposed in the lit-
erature and are used in applications, see e.g. (Beck-
mann and Spizzichino, 1963, Torrance and Spar-
row, 1967, Phong, 1975, Leader, 1979, Cook and
Torrance, 1981, Poulin and Fournier, 1990, Nayar
et al., 1991, Tagare and deFigueiredo, 1991, He et al.,
1991, Wolff, 1994, Oren and Nayar, 1995, Koenderink
et al., 1996, Ginneken et al., 1998). The notion that a
BTF is required to deal with the textural dependency
on the directions of irradiation and radiation, appears
to be novel, and no systematic investigations of this
subject have been made.

In computer graphics, synthesis of 3-D textures is
an important research area. The literature shows many
examples of renderings of complex surfaces, many of
which are contained in our database. Examples include
cloth, anisotropic aluminium and velvet (Westin et al.,
1992), vegetation canopy (Gerstl and Borel, 1992), fur
and hair (Kajiya, 1989), metallic patinas (Dorsey and
Hanrahan, 1996), human skin and leaves (Hanrahan
and Krueger, 1993). It would be most interesting to
compare these models with experimental BTF data.
One way to do this would be to use bidirectional his-
tograms, as discussed in Section 6.

3. Material and methods

We have used bidirectional texture images from the
CUReT database. A detailed description of this
database and the measurements process used in build-
ing this database can be found in (Dana et al., 1996,
Dana et al., 1997). The 63 samples in the database are
listed and shown in Figure 2. In the remainder of this
article, sample numbers from Figure 2 are added when
referring to a sample.



Texture Histograms 171

Fig. 2. The set of 61 samples. Images are taken from the CUReT database.
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Fig. 3. The CUReT database contains images of samples, placed
at the origin in this figure, at various orientations (64 in total). In all
cases, the irradiation is collimated and from the same direction (the
x-axis in this figure). There are seven viewing directions, numbered
C1 to C7, separated 22.5◦. Sample orientations in the plane of
incidence (17 of the total of 64), separated 11.25◦, are indicated
with a thick dot. For anisotropic samples, two images are available
for each sample orientation, the difference being that the samples are
rotated around their normal with their orientation kept fixed. For the
detector at position C2, the possible sample positions are numbered
from 1 to 11. The sample is frontal to the lamp at position 4, is at the
specular point at position 6, and is frontal to the camera at position
8. These 11 measurements are shown in subsequent figures, except
for Figure 6, where we show measurements for camera positions C1
to C7 with the sample at the specular position.

Histograms were calculated for each image (205 per
sample for isotropic samples, 410 for anisotropic sam-
ples), using only pixels from the sample area. Spec-
tral information was discarded by averaging red, green
and blue intensity values for every pixel. We used
64 bins. The images are photometrically calibrated, so
that the histograms show the radiant power distribution
of the pixels in the image. The radiant power (x-axis)
is scaled to run from from 0 (black pixels, pixel value
0) to 1 (white pixels, pixel value 255). The gain of
the detector used to obtain the images is set per sample
and therefore radiant power distributions for different
samples cannot be compared directly. The scaling of
the y-axis is arbitrary since we consider only the dis-
tribution of pixels over the bins relative to each other
(of course the number of pixels within the sample area
varies with the viewing direction because of perspec-
tive changes).

In the next sections, we show a subset of the full set
of 205 or 410 histograms. In most cases we show only
measurements in the plane of incidence (that is, irradi-

ation direction, sample normal, and viewing direction
lie in the same plane) with the detector at 45◦ from the
irradiation direction. The sample positions in the plane
of incidence are separated by 11.25◦, and this leads to
11 measurements. This is illustrated in Figure 3.

4. Generic results

We have selected 12 samples, labelled (a) to (l), that
represent distinct categories of materials with char-
acteristic histogram changes. This selection includes
isotropic samples, (a) to (h), and anisotropic samples,
(i) to (l). The results are shown in Figures 4 and 5. A
quick inspection of these figures immediately reveals
the enormous variety of results. There is one effect
that is not visible in the chosen subset of histograms:
the rate at which the samples become specular at in-
creasing incidence angles. To illustrate this, we have
included the histograms for the 7 specular positions for
9 samples in Figure 6. We will now discuss the results
in detail.

4.1. Isotropic samples

We start the discussion with (a) quarry tile (#25) be-
cause this sample is approximately smooth at the scale
given by the resolution of our images. As a result, the
histograms show sharp peaks in all cases, indicating an
almost uniform texture. Basically, we are only looking
at the BRDF here. Note that this sample is not Lam-
bertian, since in that case the brightness would be in-
dependent of the viewing direction and be proportional
to the cosine of the incident angleθi . In that case, the
maximum radiance, that is the histogram peak furthest
to the right on the histogram, would be obtained at po-
sition 4 whereθi = 0. Instead, we see a slight increase
at the (near) specular positions 5, 6, and 7, indicating
that the reflection properties of the tile are diffuse with
a small specular component.

The results for (b) crumpled paper (#28) can be
neatly explained by thinking of a rough surface that
is locally diffuse. There is no increase at the specular
position; the maximum average radiance is reached at
position 4. Due to roughness we have different amounts
of foreshortening at different parts of the sample, and
therefore a whole range of grey-values is present in
the images. At position 8, the distribution becomes
bimodal due to a shadowing effect. From then on, we
can distinguish shadowed areas that are only irradiated
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Fig. 4. Sets of 11 histograms for 6 samples shown in the top row.
For the meaning of the 11 positions, see Figure 3. The sample is
frontal to the lamp at position 4 (indicated with L); is at the specular
point at position 6 (indicated with S); and is frontal to the camera
at position 8 (indicated with C). The samples shown are (a) quarry
tile (#25); (b) crumpled paper (#28); (c) white terrycloth (#3); (d)
crumpled aluminium foil (#15); (e) rough plastic (#4); (f) a collection
of painted spheres (#35).

through interreflections from directly irradiated areas.
The category of rough surfaces that are locally diffuse
is quite common in practice.

The results for (c) white terrycloth (#3) are very sim-
ilar to those for crumpled paper. That is understand-
able: their surface structures are rough at the resolu-
tion of our images and at a microscale paper and ter-
rycloth both consist of small fibers, leading to locally
diffuse reflection properties. There is, however, a strik-
ing difference between the histograms from position 8
to 11. The crumpled paper clearly shows the effect
of shadowing, whereas shadowing is totally absent for
the terrycloth. This can be explained by the different
nature of surface structures at the relevant scale. The
fibers in terrycloth are much larger than those of pa-
per. They are actually visible in the terrycloth image,
so one could speak of mesoscale, while for the paper
they are microscale. The crumpled paper can be un-
derstood in terms of a rough surface withlocally (due
to the cloud-like structure at microscale) diffuse reflec-
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Fig. 5. Sets of 11 histograms for 6 samples shown in the top row.
For the meaning of the 11 positions, see Figure 3. The sample is
frontal to the lamp at position 4 (indicated with L); is at the specular
point at position 6 (indicated with S); and is frontal to the camera
at position 8 (indicated with C). The isotropic samples shown are
(g) Soleirolia, a plant with small leaves (#53); (h) insulation (#27).
For the anisotropic samples we show two histograms, obtained by
rotating the samples around their normal for 90◦ or, in case of the
linen sample, 45◦. The samples are (i) corrugated paper (#38); (j)
straw (#40); (k) linen (#44); (l) wood (#54).

tion properties. We refer to such an interface that is
rough with no overhang (just onez-value per(x, y))
as arough proper surface. Interfaces that consist of
elements (for example small fibers) are, in general, not
proper surfaces. For those cases, a description in terms
of densities is often more useful. As radiation enters the
interface, the density of material gradually increases.
We refer to those surfaces asclouds. Terrycloth is a
cloud surface at the given scale, and also locally dif-
fuse. Light penetrates into the cloud and reaches any
area because the cloud is not too dense and the ter-
rycloth has a high albedo. As a result, there is no sharp
distinction in the radiance from shadowed and directly
irradiated areas and shadowed areas are not markedly
visible in the image histograms. For accurate predic-
tions of the reflection properties of cloud surfaces (and
consequently their histograms) information about the
scattering properties of the particles is required (van de
Hulst, 1981). If the density of scatterers is high, mul-
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Fig. 6. Histograms of 9 samples shown at the left, at the 7 specular positions. See Figure 3 for an illustration of the measurement geometry.
Rows are samples, column are the specular positions for detector positions 1 to 7. The incident angle of irradiation increases from 11.25◦ at
detector position 1 (left column) with steps of 11.25◦ to 78.75◦ at detector position 7 (right column). The samples are (a) insulation (#27); (b)
orange peel (#55); (c) human skin (#39); (d) sponge (#21); (e) limestone (#36); (f) crumpled aluminium foil (#15); (g) plaster (#11); (h) white
terrycloth (#3); (i) salt crystals (#43).

tiple scattering becomes important. This is described
by Kubelka-Munk theory (Kubelka and Munk, 1931)
and studied by Chandrasekhar (Chandrasekhar, 1960).

The (d) crumpled aluminium foil (#15) has a surface
structure that was deliberately prepared to be similar to
the crumpled paper. Nevertheless, and not really sur-
prising, the results are totally different. The aluminium
foil is locally specular with a negligible diffuse com-
ponent and the camera has a limited dynamic range.
Thus we obtain extreme bimodal histograms with a
high radiance peak (pixels at a specular position) and
a low radiance peak (pixelsnot at a specular position)
and hardly anything in between. The specular peak is
strongest at the specular position and quickly decays.

Many surfaces have both a specular and a diffuse
reflection component. The sample of (e) rough plastic
(#4) is an example. Thus it can be seen as a combina-
tion of crumpled aluminium foil and crumpled paper.
We observe specular peaks in histograms 7 to 9, to-
gether with a shifting Gaussian-like distribution typical
of crumpled paper, and a clear shadowing peak at po-
sitions 9 to 11. From the fact that the shadowing peak
is stronger than for the crumpled paper, we may con-

clude that the surface is rougher, that is, the standard
deviation of local slopes will be larger. It might appear
surprising that the maximum value of the specular peak
is not attained at the specular position. This is due to
the fact that this sample, as can be seen from the image
in Figure 2, consists of pyramid-like patches, so there
are no ‘flat’ parts that are specular at position 6.

Sample (f) is a collection of small balls, painted grey
with a thin specular layer of veneer on top of it (#35).
The balls are therefore specular and reflect isotropically
as specular spheres do. Indeed, in almost any image
one can observe highlights (like the image in Figure 2).
This illustrates how surface roughness quickly masks a
specular component. At a first glance, one might con-
clude that this sample yields results similar to the crum-
pled paper: a Gaussian-like distribution together with
a strong shadowing peak. However, the shadowing
peak is in this case of a fundamentally different nature.
It is already visible at position 4, where the source is
frontally to the detector so shadowing is impossible for
proper surfaces. The low radiation peak comes from
cavities between the balls. The peak disappears for
histograms 1 to 3 when the sample is viewed from an
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oblique angle but irradiated more or less frontally. At
those positions the detector only sees the sides of the
ball. This effect is purely configurational (due to the
surface structure which contains overhang).

The same effect is visible for (g) Soleirolia, a plant
with tiny round leaves (#53). The background behind
the leaves has a low albedo and at most positions we
mainly see the background. The result is an overall
increase in radiation from position 4 down to 1, which
is unusual since the amount of incident light decreases
because of foreshortening. As a result, this type of sam-
ples has a very unusual BRDF, that can in no way be
explained by conventional reflection models. Never-
theless, such texture are not uncommon (e.g. foliage).
The requirements for effects like this to occur are a
not too dense cloud-like surface structure, so that light
penetrates into the material, and a background, or deep
structure, with different reflection properties.

The histograms for (h) insulation (#27) are character-
ized by a large deviation between the specular position
and the non-specular positions. This sample consist of
a collection of glassy fibers oriented criss-cross in all
directions. The fibers themselves are very specular and
‘light up’ when viewed from a specular position.

4.2. Anisotropic samples

The anisotropic samples provide an excellent way to
illustrate the effect of surface structure on texture by
comparing the two histograms shown in Figure 5,
columns (i) to (l). They are obtained before and af-
ter rotating the sample around its normal. The applied
rotation was 90◦, except for the linen sample, which
was rotated 45◦. Because it is likely that these samples
are not anisotropic at microscale, rotating them will
not change local reflection properties. Thus the only
change is a different surface structure relative to the
irradiation and viewing direction. The results for sam-
ples (i), (j), and (l) clearly show the profound influence
that surface structure can have on texture.

Sample (i), corrugated (ribbed) paper (#38), is an ex-
treme case of an anisotropic surface. It has sinusoidal
height variations in one direction and in the perpendicu-
lar direction the height is constant. One of the instances
shown in the histogram corresponds to the case where
the grooves are perpendicular to thez-axis in Figure
3. In that case there is hardly any structure visible, the
texture is almost uniform and the histogram is a single
peak. In the other case the grooves are parallel to the

z-axis and a periodical texture of stripes with a high
and low radiation appears. In this situation there are
always surface normals at a specular position and since
the corrugated paper is partly specular (glossy), we see
specular peaks in many histograms. The darker peaks
(position 7 and higher) are shadow peaks.

The sample of (j) straw (#40) is a more natural ver-
sion of the same sort of structure. It consists of tubes
of straw aligned in roughly the same direction. The
‘black’ peaks are due to cast shadows, because the sur-
face contains overhang, like the painted spheres in (f).
Again there are large changes when the sample is ro-
tated. If the tubes are parallel to thez-axis, the his-
togram is much broader because the tubes have a dark
and a bright side and there is a specular peak.

The (k) linen sample (#44) is not very rough at the
inner scale of the image. Therefore the histograms do
not show much changes. Sample (l) is a piece of wood
(#54). The grain of the wood yields a very anisotropic
surface structure.

4.3. Specularities at angles of high incidence

Many surfaces become specular for large angles of
incidence1. This is understandable if the surface is a
dielectric, smooth at microscale, since for these optical
media the Fresnel coefficient, defined as the ratio of re-
flected to incident radiation, approaches 1 asθi → 90◦.

The higher the index of refraction, the soonerF ap-
proaches 1 for increasingθi . This can be seen from the
formulas for the Fresnel coefficientF for unpolarized
light as a function ofθi and the index of refractionn
(see e.g. (Kort¨um, 1969)).

F(n, θi ) = 1

2

(
sin2(θi − θt )

sin2(θi + θt )
+ tan2(θi − θt )

tan2(θi + θt )

)
with θt = arcsin(

sinθi

n
) (1)

Even if the surfaces is not smooth at microscale,
it will be specular for grazing angles of incidence, as
can be shown by an argument originally from Rayleigh.
The rule of the thumb, known as the Rayleigh criterion,
is that a surface may be considered smooth for

h <
λ

8 cosθ
, (2)
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whereh is the characteristic height variation at mi-
croscale,λ is the wavelength of the irradiation, andθ
is the polar angle of incidence. This effect is due to the
wave character of light.

It turns out that the rate at which samples become
specular for increasingθi , differs from sample to sam-
ple in the database and is therefore a characteristic ma-
terial/surface attribute.

This is illustrated for 9 samples in Figure 6. Samples
such as insulation (#27) and orange peel (#55) show
specularities for smallθi and become almost com-
pletely white for grazing incidence. For many samples
a specular component does not show up for smallθi ,
but is very obvious for largeθi . This is the case for
human skin (this sample was moist, which probably
accounts for the effect), sponge and limestone. Sam-
ples with proper surfaces and high roughness, such as
crumpled aluminium foil (#15) and plaster (#11), do
not show the effect, of course because of shadowing.
Terrycloth (#3) and salt crystal (#43) are two of the few
samples which hardly show specularity even at detector
position 7 (θi = 78.75◦).

5. Simulations

In this section we show simulations of the bidirectional
radiant power distributions by obtained by physics-
based modeling. This allows for a quantitative com-
parison with the experimental results discussed previ-
ously. In the next section we discuss applications that
make use of these models. We restrict ourselves to
materials that can be described as isotropic surfaces
with Gaussian roughness with local reflection proper-
ties described by an arbitrary BRDF. In particular we
consider diffuse BRDFs, specular BRDFs and combi-
nations of these. This model includes many common
surfaces and samples in the database.

Rough surfaces that are locally diffuse, of which the
crumpled paper from the previous section was the typi-
cal example, are an important category. Figure 7 shows
6 samples that fall into this category, ordered more or
less increasing in roughness.

We have also shown examples of rough surfaces with
local specular reflection properties and combinations of
locally diffuse and specular reflection properties.

The surface roughness can be characterized by a
statistical distribution of surface normals (this implies
roughness at one scale: the macroscale). The local
reflection properties can be characterized by a local
BRDF (due to the surface structure and radiometric
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Fig. 7. Sets of 11 histograms for the 6 samples shown at the top.
These samples are rough proper surfaces with locally dominantly dif-
fuse reflection properties, ordered more or less increasing in rough-
ness. For the meaning of the 11 positions see Figure 3. The sample is
frontal to the lamp at position 4 (indicated with L); is at the specular
point at position 6 (indicated with S); and is frontal to the camera at
position 8 (indicated with C). The samples shown are (a) crumpled
paper (#28); (b) concrete (#49); (c) concrete (#50); (d) pebbles (#8);
(e) concrete (#45); (f) wall plaster (#11).

properties at microscale). Radiometric and geometri-
cal effects that, apart from the surface structure and the
local reflection properties, determine the histograms
for these materials are

• Masking: parts of the surface are invisible from
the detector position because they are occluded by
other surface parts (masking by intersection) or
because they are oriented away from the detector
(self-masking).
• Shadowing is essentially the same effect: parts of

the surface are not irradiated because of their ori-
entation (self-shadowing) or because the incident
beam is intersected (shadowing by intersection).
• Interreflections: parts of the surface irradiate other

parts, thus capturing multiple scattering.

We have generated histograms for rough proper sur-
faces with local reflection properties, including the ef-
fects of masking and shadowing. The basic procedure



Texture Histograms 177

is as follows:

1. Pick a point with a surface normal, specified by
its polar and azimuth angle (θa, φa) according to
some distribution.

2. Accept the point only if it is not self-masked. Else
go to 1.

3. Accept the point with the probability of it not being
masked by intersection. Else go to 1.

4. If the point is self-shadowed, drop it in bin 0 and
exit.

5. Else, drop the point in bin 0 and exit, with the
probability of it being shadowed by intersection.

6. Else, calculate local angles of incidence and view-
ing, apply local BRDF and determine radiance.
Multiply radiance by a gain factor and drop the
point in the appropriate bin.

This procedure is repeated for many points (typically
5× 104 in our simulations). We used histograms of 64
bins. Finally the histogram is smoothed by convolution
with a Gaussian kernel. There are several reasons why
smoothing is reasonable (and even necessary). (1) In-
terreflections will cause a redistribution of light over the
sample, thus increasing – in a first order approximation
– the radiation from all pixels by a certain amount. This
will smooth the histogram. This effect is especially
obvious for the shadowed areas. Without smoothing,
these will be completely black. (2) In an experimental
setting, the irradiation is only unform within certain
bounds. Therefore some parts of the image radiate
slightly more than others. As a result, the histogram
will be blurred. (3) Spatial albedo variations are ig-
nored in the procedure outlined above, but will always
exist in real samples. (4) Detector noise smooths the
histograms.

We need to specify the distribution used in step 1. We
assume that the height of the surfaces is normally dis-
tributed. This Gaussian surface model has been shown
to be a good approximation for many surfaces. Using
statistical theory, it can be shown that for such surfaces,
the probability that a local surface normal lies in a solid
angle (θa, φa) is given by

Pdωa(θa, r ) dωa = C(r )

cos3 θa
exp

(− tan2 θa

2r 2

)
dωa,

(3)
whereC(r ) is a normalization constant andr is the root
mean square slope, a parameter that indicates rough-
ness. The distribution ofφa is uniform, since we con-

sider isotropic surfaces, thereforeφa does not appear in
Equation 3. For derivation and details see (Ginneken
et al., 1998) and (Middleton, 1960).

The (approximated) probability that a point is not
shadowed by intersection, given that it is not self-
shadowed, is given by

Pill (θi , r ) = 1

1+3(r, θi )
(4)

where

3(r, θi ) = r√
2πcot |θi |

exp

(−cot2 θi

2r 2

)
− 1

2
erfc

(
cot |θi |√

2r

)
. (5)

The corresponding probability for the point not be-
ing masked by intersection is obtained by replacingθi

by θr . For derivation and details see (Ginneken et al.,
1998) and (Smith, 1967). Note that in reality, the prob-
abilities for masking and shadowing by intersection are
not independent, as is assumed here.

As local BRDF (step 6) we use either a constant value
(Lambertian or perfect diffuse reflection) or the BRDF
from the Torrance-Sparrow model (Torrance and Spar-
row, 1967) with a smallσ value. This corresponds to
the BRDF of an almost perfectly smooth mirror2.

Figure 8 shows the results of generated histograms
for surfaces of increasing roughness that are locally
Lambertian. We see Gaussian-like histograms, which
become broader for oblique incidence and finally shad-
owed areas appear and start to dominate. This happens
earlier and quicker with increasing roughness. One
should compare the generated histograms with the his-
tograms in Figure 7.

Figure 9 shows generated histograms in (a), (c), and
(e), side by side with histograms from the database for
(b) concrete (#49), (d) crumpled aluminium foil (#15)
and (f) rough plastic (#4).

In order to model concrete, we used only local dif-
fuse reflection properties. We empirically selected an
appropriate roughness valuer and gain and smooth-
ing factor. So we used only 3 parameters (of which
the gain is physically unimportant) for all histograms
and yet obtain excellent agreement between simula-
tions and experimental data. Note that the agreement
would probably have been even slightly better had we
used a non-linear fitting procedure to determine the op-
timal parameters.

Using only locally specular reflection, we have em-
pirically selected parameter values for roughnessr , the
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Fig. 8. Sets of generated histograms for rough surfaces that are
locally diffuse. For the meaning of the 11 positions, see the Figure 3.
The sample is frontal to the lamp at position 4 (indicated with L); is
at the specular point at position 6 (indicated with S); and is frontal
to the camera at position 8 (indicated with C). Smoothing and gain
values used are the same for all histograms. The roughness values
are (a)r = 0.33; (b)r = 0.4; (c) r = 0.5; (d) r = 0.6.

σ value in the Torrance-Sparrow model, gain and the
width of the smoothing kernel that yield histograms
comparable to the sample of crumpled aluminium foil.

By combining local specular reflection and diffuse
reflection for a certain roughness value and appropriate
values for gain and smoothing, we obtain histograms
that are close to those of rough plastic. Deviations
occur at the specular position because rough plastic
does not show a maximum in the specular peak at that
position, as a surface with normal height distribution
would. This is explained by the fact that the rough plas-
tic sample consists of pyramid-like patches, and thus is
not a Gaussian surface. Still, the major changes in the
histograms are qualitatively well predicted. In both
the simulated and experimental data the histograms
change from unimodal (diffuse peak) to bimodal (a

specular and a diffuse peak), become even trimodal (a
shadowing peak appears) and unimodal again (only the
shadowing peak remains).

6. Applications and implications

In this section, we discuss possible applications of
BTFs, and bidirectional histograms in particular.

6.1. Estimation of material parameters

The simulations in Figure 9 show that by fitting a model
to bidirectional histogram data, one can estimate mate-
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Fig. 9. Comparison of generated (columns without image) and
measured (columns with sample image shown at the top) histograms.
For the meaning of the 11 positions, see Figure 3. The sample is
frontal to the lamp at position 4 (indicated with L); is at the specular
point at position 6 (indicated with S); and is frontal to the camera at
position 8 (indicated with C). (a) shows generated histograms with
r = 0.4 and locally diffuse reflection. This roughness value was
chosen empirically to obtain results similar those of concrete (#49),
which are shown in column (b). (c) shows generated histograms with
r = 0.4 and locally specular reflection, using the Torrance-Sparrow
model withσ = 0.13. These values were empirically determined
to obtain results similar to those of crumpled aluminium foil (#15),
shown in column (d). (e) shows histograms withr = 0.4 and locally
a linear combination of diffuse and specular reflection empirically
selected to obtain results similar to rough plastic (#4), shown in col-
umn (f).



Texture Histograms 179

rial parameters such as roughness and local reflection
properties. This is comparable to the common appli-
cation of fitting a BRDF model to BRDF data. The
obtained parameters can be useful as such, for instance
to estimate the roughness of the material, or they can
be used to predict the BRDF of the material. Since
bidirectional histograms contain more information than
BRDF data, we may expect better results from fitting
to histograms, in the sense that the estimate of physical
parameters will be more accurate and that the results
are more robust.

6.2. Verification of texture models

In computer vision and computer graphics practice,
texture is often treated as 2-D (flat texture; just albedo
variations) and only perspective mapping is assumed or
applied. When 3-D surface structure is approximately
accounted for, the techniques employed do not always
give rise to physically plausible results. A discussion of
the pitfalls of common 3-D texture rendering schemes
is given in (Koenderink and van Doorn, 1996). In the
field of computer graphics, rendering textures with a
high degree of realism is an important and challeng-
ing topic. Many attempts that use physics-based ap-
proaches have been made. (Westin et al., 1992) render
velvet and cloth using ray-tracing with a specific ge-
ometric model to describe the material at the scale of
the rendered texture and a BRDF to describe local re-
flection properties. In fact, this is very similar to the
technique we used in our simulation of Gaussian rough
surfaces, except for the fact that we used analytical ex-
pressions for the probability of masking and shadow-
ing instead of performing ray-tracing. (Hanrahan and
Krueger, 1993) render human skin and leaves as cloud
densities, using linear transport theory to approximate
the scattering of light in the cloud. They choose the
properties of the clouds that make up skin and plant
leaves heuristically, and spatially vary these properties
to obtain textures which have the desired appearance.
(Kajiya, 1989) models clouds of fur and hair using tex-
els, which allows one to use ray-tracing techniques and
local reflection models with a cloud surface. (Dorsey
and Hanrahan, 1996) render metallic patinas, using a
physics-based model of their surface structure and a
BRDF based on the Kubelka-Munk model with empir-
ically determined parameters. In the field of remote
sensing, (Gerstl and Borel, 1992) show that vegetation
canopy can be modeled as a collection of circular disks

with randomized offsets and can be rendered using ra-
diosity methods.

Although some of the results of these methods look
convincing, no attempts have been made to compare the
results with measurements. (Gerstl and Borel, 1992)
and (Westin et al., 1992) show BRDF data of their re-
sults, by averaging their textures and compare these to
existing BRDF models. But in order to verify texture
models, they should not be compared with BRDF data,
but with BTF data. A practical problem is that the BTF
is a matrix function and there is no evident metric to
compare two textures (no two instances of a texture
are the same). A good alternative is to compare the
bidirectional histograms of model and experiment, as
we have done in our simulations. Clearly, the verifica-
tion that a texture model accurately predicts the radiant
power distribution as a function of irradiation and view-
ing angle is much stronger than the fact that the mean
intensity (BRDF) is in accordance with experimental
data or known models. Our texture database can serve
as a benchmark to test and compare proposed methods
for texture rendering.

6.3. Texture recognition

Texture recognition is an important and active research
area (see e.g. (Bovik et al., 1990) and the references
therein). The ability to classify image parts according
to their textural appearance also opens the way for seg-
mentation methods based on texture recognition. We
have shown that for many common materials, textural
appearance depends on the irradiation and viewing ge-
ometry. This notion is important for the construction
of texture classifications schemes that are invariant to
these effects.

6.4. Estimation of irradiation and viewing geometry
(Shape from texture)

The estimation of material parameters using histogram
models is essentially a non-linear fitting problem:
given a data set, values for the unknowns (the para-
meters in the histogram model) are computed for which
the difference between model prediction and measured
data is minimal. Such a procedure can be used equally
well to estimate parameters characterizing the viewing
geometry.

This is an example of shape from texture, a variation
on shape from shading or photometric stereo, where
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one generally uses BRDF data to convert radiance val-
ues into shape cues (Horn and Brooks, 1989). In this
case, we convert histograms into shape parameters.
The shape from shading problem is generally ill-posed.
Given the BRDF of a material and source and detector
position, there are usually many sample orientations
that yield the same radiance measurement. Moreover,
without an absolute measurement of the irradiation it
is not possible to compute an orientation, or set of pos-
sible orientations from a single measurement. Instead,
from the radiant power distribution of a single texture
image of a material with known surface structure and
local reflection properties, we can already estimate the
sample normal direction. Consider the histograms in
Figure 7, they are bimodal with a diffuse peak and a
shadowing peak. The strength of both modes relative
to each other, and the width of both modes show a clear
correlation with the sample orientation.

For 2D texture, the bidirectional histograms do not
show structural changes, but merely scale. In that case,
fitting histogram models will be no more effective that
using plain BRDF data. In other applications of shape
from texture, the orientation is usually determined by
estimating the perspective distortion of the texture im-
age, e.g. (Aloimonos, 1988), (G˚arding and Lindeberg,
1996). This is fruitful for 2D textures, and could be
extended to 3D textures by combining it with fitting
to bidirectional histograms. Alternatively, one could
use other texture characteristics that depend on irradia-
tion and viewing geometry, such as the power spectrum
(Dana et al., 1997).

6.5. Texture rendering

We show an example of how the bidirectional radi-
ant power distributions can be used for realistic texture
rendering. In standard 2D texture mapping, a texture
image undergoes a perspective transformation and its
brightness is adjusted to account for illumination fore-
shortening. Essentially, this means that a Lambertian
reflection model is used. If BRDF data is available, it
can be used to obtain a more accurate brightness ad-
justment. Still, for 3D textures this procedure will not
give satisfactory results.

Instead of adjusting the brightness of the whole tex-
ture patch by a constant factor, equal for each pixel, we
propose to use a monotonic grey-level transformation
that will ensure that the histogram of the transformed
texture equals that of measured (or modeled) histogram
data. This grey-level transformation can be obtained as

follows. First transform the texture image to account
for a change in viewing direction. Leti denote image
intensity (pixel value) andp(i ) the normalized radiant
power distribution (histogram). The cumulative his-
togram is defined asc(i ) = ∫ i

0 p(i ′)di ′. Let c1(i ) be
the cumulative histogram of the transformed texture
andc2(i ) that of the desired histogram. Now change
the pixel valuei of every pixel in the transformed tex-
ture toi ∗ so thatc1(i ∗) = c2(i ). After this transforma-
tion the cumulative histograms are equal, and therefore
the histograms as well. This transformation is indeed
monotonic, since the cumulative histograms are mono-
tonically increasing by definition.

Figure 10 shows some results using this method with
a texture image of concrete (#45). We use an image that
is illuminated under 45◦ and apply grey level transfor-
mations so that the histograms become equal to the cor-
responding images illuminated under 22.5◦ and 67.5◦

degrees. For comparison, the results that would have
been obtained with standard 2D texture mapping where
the brightness is adjusted according to measured BRDF
data is also shown. The results of the grey-level trans-
formation are superior to 2D texture mapping. The
rendering of the image illuminated under 22.5◦ has a
realistic “flat” appearance owing to the absence of shad-
owing. The rendering of the image illuminated under
67.5 has the same characteristic alternation of bright
areas and dark shadowed regions as the actual image.

In Figure 11, we transform an image of terrycloth
(#3) illuminated under 22.5◦. Even the bottom-right
image resembles the real data remarkably, although
the irradiation has changed from almost frontal to near
grazing incidence.

In practical applications, it is often not viable to ob-
tain images for many irradiation and viewing geome-
tries for all textures present in the scenes to be ren-
dered. If detailed information about the geometry and
local reflection properties is available together with ac-
curate models regarding the image formation process,
one may be able to generate these images. But even
then, it may be impractical to store and retrieve all
these image patches during rendering. In the method
proposed here, one could store a small number of tex-
ture patches and a set of look-up tables that transform
the textures according to the proper bidirectional radi-
ant power distributions. The extra amount of memory
required for the storage of look-up tables is negligi-
ble compared to storing extra images. One can use
standard 2D texture mapping, followed by a change to
the appropriate look-up table to account for 3D texture
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Fig. 10. Texture rendering using look-up table manipulation based on bidirectional histograms. Left column shows texture images of concrete
(#45) taken from the database viewed frontally, and illuminated from 45◦ (top), 22.5◦ (middle) and 67.5◦ (bottom) respectively. Middle column
shows 2D texture mapping of the top left texture image so that it resembles the middle-left and bottom-left texture image. Brightness of the
images is adjusted according to BRDF data. Right column shows the results of using the grey-level transformations of the top-left texture image,
as described in the text. The middle-right and middle-left image, and the bottom-right and bottom-left images have identical histograms.

changes. Since look-up table manipulation is imple-
mented in standard graphics hardware and thus very
fast, this rendering scheme can easily be incorporated
in real-time applications that now use 2D texture map-
ping.

Of course, adjusting the histograms and perspective
of a texture cannot account for all the changes in vi-
sual appearance of texture. Detailed investigation of
the rendered and measured textures will reveal differ-
ences in terms of spatial structure. In materials that
contain specular parts, the exact location of highlights
may be wrong, the relative positions and orientations
of shadowed and directly irradiated areas in rough sur-
faces may have changed. Yet, to a casual observer both

patches will look about the same. The effect is not un-
like techniques commonly used by visual artists. Their
paintings of for example treetops can be highly realis-
tic, although no branches or leaves have been painted.
Apparently, differences in the spatial structure are not
that important to give the right visual appearance, as
long as a texture patch contains the proper size of tex-
tural elements (the grains) and distribution of intensi-
ties. This is exactly what our proposed method ensures,
through a perspective transformation and a histogram
adjustment, respectively.

More complex irradiation fields, with multiple
sources and interreflections, can be handled by using
a interpolating the appropriate look-up tables. If ex-
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Fig. 11. Texture rendering using look-up table manipulation based on bidirectional histograms. Left column shows texture images of white
terrycloth (#3) viewed frontally and illuminated from 22.5◦ (top), 45◦ (middle) and 67.5◦ (bottom) respectively. Middle column shows 2D
texture mapping of the top left texture image so that it resembles the middle-left and bottom-left texture image. Brightness of the images is
adjusted according to BRDF data. Right column shows the results of using the grey-level transformations of the top-left texture image, as
described in the text. The middle-right and middle-left image, and the bottom-right and bottom-left images have identical histograms.

perimental data is not available, one could estimate
material parameters such as roughness and local re-
flection properties and use a model like we have used
in our simulations to approximate the bidirectional his-
tograms.

7. Discussion and conclusions

The texture database convincingly shows the need to in-
corporate the dependency of texture on irradiation and
viewing geometry in computer graphics and computer
vision applications. We have shown that changes in ir-
radiation and viewing directions induce large changes

in radiant power distributions. Summarizing the pre-
vious results, we may identify the following material
attributes that play a crucial role:

• Spatial (albedo) variations: We have ignored these
in our discussion, although the database contains
some examples of samples with spatially varying
pigmentation and samples that are made up of dif-
ferent components. Spatial variations yield impor-
tant textures in practice. But there is no change in
the histograms as a function of irradiation and view-
ing directions or these textures can be understood in
terms of their parts or components.
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• Surfaces roughness: If the surface structure is
smooth at the resolution of the texture the BTF essen-
tially reduces to the BRDF. Roughness increases the
effects of foreshortening, masking, and shadowing.
If the surface is very rough, the parts which are vis-
ible depend strongly on the viewing direction: For
normal viewing angles the “low” parts are visible, for
grazing angles only the “top” parts can be seen. If
these parts have different reflection properties, large
changes in the histogram can be expected. This may
sound like a contrived example but such surfaces are
in fact quite common. Examples from the database
are the painted spheres (#35), plant leaves (#53),
grass (#13), velvet (#7) and rugs (#18, #19).
• Local reflection properties: The radiometric proper-

ties of the material below the inner scale of the texture
are captured in the local reflection properties. Major
dichotomy is between diffuse reflection (Lambertian
reflection in the extreme case) and specular reflec-
tion. Combinations of diffuse and specular reflection
are also common. In fact, one could specify a com-
plete BRDF for the local reflection properties that,
together with the surface structure at scale of reso-
lution of the texture images, determines the BTF.
• Proper surfaces versus density clouds: Surface

which are cloud instead of ‘bulk material’ have dif-
ferent textural appearance and form a separate class.
The distinction between clouds and rough surfaces
with overhang is not sharp and depends on scale.
Irradiation penetrates into clouds, which makes in-
terreflections much more important. In general, the
histograms of clouds show hardly any shadowing
peaks. The precise textural appearance of materials
in this class will be determined by the density of the
cloud, the orientation of the parts and their geometry
and nature. This geometry may be characterized by
their aspect ratio (blobs, platelets, elongated struc-
tures). With nature we mean the way in which these
part scatter irradiation. Examples of clouds from the
database are rug (#18, #19), grass (#19), plant leaves
(#53), the collection of painted spheres (#35), lamb-
swool (#22) and rabbit fur (#24). In a way foams are
negative cloudsand belong to the same class. Ex-
amples of foams are white bread (#52), brown bread
(#48), sponge (#21) and styrofoam (#21).
• Isotropic versus anisotropic surfaces: Materials

with an anisotropic surfaces essentially “change sur-
face structure” when rotated around their surface
normal. Since surface structure is such an important
attribute for textural appearance, the impact of these

changes can be huge, as is shown by the histograms
of anisotropic samples such corrugated paper (#38),
straw (#40), corn husk (#51) and wood (#54, #56).
• The rate at which the material becomes specular for

grazing incidence: Various physical mechanism ac-
count for this effect which turns out to be an impor-
tant attribute that distinguishes the BTF of different
materials.
• Albedo: For bulk materials a high albedo increases

the importance of interreflections relative to primary
radiation. If the albedo is wavelength dependent,
this may induce colour changes as a function of ir-
radiation and viewing geometry. But the effect on
grey-level histograms is not so clearly visible. For
cloud materials, the albedo is a more important pa-
rameter that has a great effect on the effectiveness of
the distribution of radiation through the cloud (the
albedo is determined by the scattering properties of
the parts of the cloud). In clouds that consist of
high albedo parts, radiation penetrates further and
this may make the difference between a shadowing
peak or no shadowing peak in the histogram. For
example, when the angle between irradiation and
viewing direction is small, the samples sponge (#21),
white bread (#52) and brown bread (#48) (all density
clouds) do not show shadowing and are very differ-
ent from rough bulk materials such as wall plaster.
But at large angles between irradiation and viewing
direction, the radiation has to travel further to reach
shadowed areas. In this case brown bread (lower
albedo, shadow peak in histogram) looks similar to
wall plaster (#11) and very different from sponge
and white bread (higher albedo, no shadow peak in
the histogram).

The boundaries between the categories presented in
this discussion are far from sharp. We have merely
enumerated material attributes that influence the BTF.
The exact form of the BTF depends on the interplay
of all these attributes. An accurate, widely applicable
model will have to deal quantitatively with all these
effects. We have demonstrated that these effects are
clearly visible if one ignores the spatial structure of
the textures and considers bidirectional radiant power
distributions. Therefore, accurate histogram models
will have to incorporate these effects as well.

We have shown that a model that assumes Gaussian
roughness and locally diffuse and/or specular reflec-
tion, and takes into account masking and shadowing
effects, is able to accurately predict the quite compli-
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cated changes in histograms as a function of irradiation
and viewing geometry with only a few parameters. We
have discussed applications of such models and pro-
posed a new method of texture rendering using bidi-
rectional histograms.
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Notes

1. Even a piece of paper, often mentioned as an example of a Lam-
bertian reflector, becomes specular at grazing incident angles.

2. We cannot use the expression for a perfect mirror in these simu-
lations, because then we willneversee any specularity because
the local angles of incidence and viewing will never beexactly
equal to the specular angles.

References

Aloimonos, Y. 1988. Shape from texture.Biological Cybernetics,
58: 345–360.

Beckmann, P. and Spizzichino, A. 1963.The Scattering of Electro-
magnetic Waves from Rough Surfaces. Pergamon, New York.

Bovik, A. C., Clark, M. and Geisler, W. S. 1990. Multichannel
texture analysis using localized spatial filters.IEEE Transactions
on Pattern Analysis and Machine Intelligence, 12(1): 55–73.

Chandrasekhar, S. 1960.Radiative Transfer. Dover: New York.
Cook, R.L. and Torrance, K.E. 1981. A reflectance model for com-

puter graphics.ACM Computer Graphics, 15(3): 307–316.
Dana, K.J., van Ginneken, B., Nayar, S.K. and Koenderink, J.J.

1996. Reflectance and texture of real-world surfaces. Columbia
University, Technical Report CUCS-048-96.

Dana, K.J., van Ginneken, B., Nayar, S.K. and Koenderink, J.J. 1997.
Reflectance and texture of real-world surfaces.Proc. of the IEEE
Conference on Computer Vision and Pattern Recognition, pp. 151–
157.

Dorsey, J. and Hanrahan, P. 1996. Modeling and rendering of metal-
lic patinas.Proc. ACM SIGGRAPH, pp. 387–396.

Gårding, J. and Lindeberg, T. 1996. Direct computation of shape
cues based on scale-adapted spatial derivative operators.Interna-
tional Journal of Computer Vision, 17(2): 163–192.

Gerstl, S.A.W. and Borel, C.C. 1992. Principles of the radiosity
method versus radiative transfer for canopy reflectance modeling.
IEEE Trans. on Geoscience and Remote Sensing, pp. 271–275.

Ginneken, B. van, Stavridi, M. and Koenderink, J.J. 1998. Dif-
fuse and specular reflection from rough surfaces.Applied Optics,
37(1): 130–139.

Hanrahan, P. and Krueger, W. 1993. Reflection from layered surfaces
due to subsurface scattering.Proc. ACM SIGGRAPH, pp. 165–
174.

He, X.D., Torrance, K.E., Sillion, F.X. and Greenberg, D.P. 1991. A
comprehensive physical model for light reflection.ACM Computer
Graphics, 25(4): 175–186.

Horn, B.K. and Brooks, M.J. (eds) 1989.Shape from shading. Mas-
sachusetts Institute of Technology.

Kajiya, J.T. 1989. Rendering fur with three-dimensional textures.
Proc. ACM SIGGRAPH, 23(3): 271–280.

Koenderink, J.J. and van Doorn, A.J. 1996. Illuminance texture
due to surface mesostructure.Journal of the Optical Society of
America A, 13: 452–463.

Koenderink, J.J., van Doorn, A.J. and Stavridi, M. 1996. Bidirec-
tional reflection distribution functions expressed in terms of sur-
face scattering modes.European Conference on Computer Vision,
pp. 28–39.
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