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We present DisCo, a novel display-camera communication system. DisCo
enables displays and cameras to communicate with each other while also
displaying and capturing images for human consumption. Messages are
transmitted by temporally modulating the display brightness at high fre-
quencies so that they are imperceptible to humans. Messages are received
by a rolling shutter camera that converts the temporally modulated incident
light into a spatial flicker pattern. In the captured image, the flicker pattern is
superimposed on the pattern shown on the display. The flicker and the display
pattern are separated by capturing two images with different exposures. The
proposed system performs robustly in challenging real-world situations such
as occlusion, variable display size, defocus blur, perspective distortion, and
camera rotation. Unlike several existing visible light communication meth-
ods, DisCo works with off-the-shelf image sensors. It is compatible with a
variety of sources (including displays, single LEDs), as well as reflective
surfaces illuminated with light sources. We have built hardware prototypes
that demonstrate DisCo’s performance in several scenarios. Because of its
robustness, speed, ease of use, and generality, DisCo can be widely de-
ployed in several applications, such as advertising, pairing of displays with
cell phones, tagging objects in stores and museums, and indoor navigation.
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1. INTRODUCTION

We present DisCo, a novel display-camera communication system
that enables displays to send short messages to digital sensors while
simultaneously displaying images for human consumption (Fig-
ure 1). Existing display-camera communication methods are largely
based on spatial-domain steganography, where the information is
encoded as an imperceptible spatial signal (e.g., QR code). These
methods, while simple to implement, are prone to errors due to
common causes of image degradations, such as occlusions, display
being outside the sensor’s field of view (FOV), defocus blur, and per-
spective distortion. Due to these limitations, steganography-based
techniques have not been widely adopted, especially in uncontrolled
settings involving consumer cameras and public displays.

DisCo overcomes these limitations by embedding messages in
temporal signals instead of spatial signals. We draw inspiration from
the emerging field of visible light communication (VLC), where
information is transmitted between a light source (transmitter) and
a sensor (receiver) via high-frequency temporally modulated light.
Most of these techniques require specialized high-speed cameras or
photodiodes as signal receivers [Elgala et al. 2009; Vucic et al. 2010;
Sarkera et al. 2009]. Recently, a method was proposed for using
low-cost rolling shutter sensors as receivers. However, this method
places strong restrictions on the transmitter; only light sources (e.g.,
LEDs) or surfaces with constant brightness [Danakis et al. 2012]
can be used. These systems do not work with displays that need to
display arbitrary images. The goal of this work is to design systems
that can use a broad range of signal transmitters, especially displays
showing arbitrary images, as well as objects that are illuminated
with temporally modulated light. The objects can have arbitrary
textures. This is shown in Figure 2.

Concept of DisCo: DisCo builds on the method proposed
in Danakis et al. [2012] and uses rolling shutter cameras as sig-
nal receivers. In rolling shutter sensors, different rows of pixels are
exposed in rapid succession, thereby sampling the incident light at
different time instants. This converts the temporally modulated light
coming from the display into a spatial flicker pattern in the captured
image. The flicker encodes the transmitted signal. However, the
flicker pattern is superimposed with the (unknown) display pattern.
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Fig. 1. Concept of DisCo: (a) We propose DisCo, a novel display-sensor communication method. It uses fast temporal modulation of displays to transmit
messages and rolling shutter sensors to receive them. The messages are imperceptible to humans, allowing displays to serve the dual purposes of displaying
images to humans while simultaneously conveying messages to cameras. (b) A scene comprising a display. (c) Image captured by a rolling shutter camera. Due
to rolling shutter, temporal modulation of the display is converted into a spatial flicker pattern. The flicker pattern is superimposed on the displayed pattern. By
using a sensor that can capture two exposures simultaneously, we can separate the flicker and the display pattern, and thus recover both the message (d), and
flicker-free scene image (e) from a single captured image.

I

Fig. 2. Components of DisCo: DisCo can work with a broad range of
devices. (a) For transmitters, DisCo can use display monitors, light sources,
or objects illuminated by light as the transmitter (“Display”). (b) The display
sends information to the receiver, which can be implemented using rolling
shutter cameras. (c) The display also shows images for human consumption
while simultaneously communicating with the camera.

This is illustrated in Figure 1. To extract the message, the flicker
and the display pattern must be separated. Our key contribution is
to show that the two components can be separated by capturing
images at two different camera exposures. We also show that the
flicker component is invariant to the display pattern and other com-
mon imaging degradations (e.g., defocus blur, occlusion, camera
rotation, and variable display size). The effect of all of these degra-
dations can be absorbed in the display pattern component. Since
the display pattern is separated from the flicker component before
signal recovery, the imaging degradations do not adversely affect
the communication process.

Hardware implementation and prototypes: DisCo system con-
sists of two main components: the display (transmitter) and the
camera (receiver). The (display) transmitter for DisCo can be im-
plemented as an LCD panel with a temporally modulated backlight,
or a single LED, or even a nonemitting surface illuminated with

a spotlight, as shown in Figure 2. The receiver is a digital camera
with a rolling shutter.

We demonstrate two prototype implementations of DisCo. The
first prototype uses the exposure bracketing mode available in cam-
eras for acquiring two exposures sequentially. This method, al-
though straightforward to implement on most digital cameras, is
prone to errors due to interframe camera motion. Our second pro-
totype is based on simultaneous dual exposure (SDE) sensors. SDE
sensors have pixels with two different exposures interlaced with
each other [Nayar and Mitsunaga 2000] and can simultaneously cap-
ture two exposures in a single image. These sensors are now also
commercially available in consumer cameras [OmniVision 2011;
Fujifilm 2016] for capturing high dynamic range (HDR) images.
This prototype acquires the signal as well as the display pattern
from a single image and is thus robust to errors due to motion. This
is illustrated in Figure 2. Since it uses easily available hardware for
both sending and receiving messages, DisCo can be integrated into
existing infrastructure and readily adopted in several applications
involving cameras and displays.

Scope and limitations: While designing a communication method,
there is a trade-off between the data rate and robustness. On one
hand are methods based on high-speed photodiodes [Elgala et al.
2009; Vucic et al. 2010] that can achieve a high data rate, although
only in controlled settings. On the other hand, to be applicable as
a consumer setting, a communication method must be able to per-
form reliably in uncontrolled real-world situations while potentially
sacrificing the data rate. This is shown in Figure 3. DisCo can work
robustly in challenging scenarios, such as when the display is signif-
icantly smaller/larger than the sensor FOV, occlusion, perspective
distortion, camera rotation, and defocus (Figure 4). In addition to
displays, any device emitting temporally modulated light, such as
a single or an array of LEDs (e.g., ceiling lights), can be used to
convey information. DisCo can also operate in the “spotlight” con-
figuration where a reflective surface illuminated by a light source
acts as the transmitter (Figure 2). The surface can have arbitrary
shape and texture.1 The data rate achieved by DisCo is significantly

1One exception is if the scene is perfectly black. Since such a scene does
not reflect any light, the camera cannot receive the signal.
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Fig. 3. Trade-off between data rate and robustness: Communication
techniques face a trade-off between their data rate and robustness. Previ-
ous approaches based on photodiodes can achieve high data rate, but in
controlled settings such as indoor wireless networks. On the other hand, in
consumer settings, a communication method must be able to perform reli-
ably in uncontrolled real-world situations while potentially sacrificing the
data rate. The proposed method, DisCo, can work robustly in challenging
scenarios while requiring only low-cost consumer devices.

Fig. 4. Display-Sensor Communication in the Wild: DisCo performs
robustly in challenging real-world situations, such as when the display is
significantly smaller than the sensor FOV (a), the display is partially visible
to the sensor due to being outside the FOV or due to occlusions (b), there is
camera defocus (c), and there is camera rotation (d).

lower than photodiode-based systems but is sufficient to convey
short messages such as URLs and pairing keys in a single image,
which can enable several user interface applications.

2. RELATED WORK

Spatial-domain steganography: One of the simplest techniques
for embedding hidden information in displays is spatial-domain
steganography (or watermarking), where a spatial code (e.g., QR
code [ISO 2006]) is embedded in the display image [Cheddad et al.
2010; Grundhofer et al. 2007; Yuan et al. 2013; Kamijo et al. 2008;
Chan et al. 2010]. The performance of these techniques depends
on the distance and inclination of the display with respect to the
sensor [Perli et al. 2010]. Moreover, most systems require the entire
display to be visible to the sensor. This constraint is a strong limita-
tion, as displays are often only partially visible to the sensor. These

Fig. 5. Limitations of previous methods: (a) Spatial-domain coding
methods (e.g., steganography) cannot function reliably in the presence of
defocus blur or occlusions. (b) Photodiode-based systems require dedicated
high-speed photodiodes for communication. Since they do not capture im-
ages, they cannot differentiate between multiple signal sources in a scene.
(c) Previous rolling shutter–based methods are limited to work only with
flat textureless displays and are not robust to occlusions.

techniques are also not robust to common imaging degradations,
such as defocus blur (Figure 5(a)).

Communication using temporally modulated light: In these sys-
tems, the signal transmitter is a light source modulated at high tem-
poral frequencies. These methods require specialized sensors, such
as photodiodes [Elgala et al. 2009; Vucic et al. 2010] or high-speed
cameras [Yoshimura et al. 2001; Matsushita et al. 2003; Kagawa
et al. 2009; Sarkera et al. 2009]. Although photodiodes can receive
the transmitted signals, they cannot simultaneously capture images
for human consumption. Moreover, since they do not capture im-
ages, photodiode-based systems cannot differentiate between mul-
tiple signal sources in a scene (Figure 5(b)). High-speed cameras
are expensive and cannot capture high spatial resolution images.
Hence, these techniques cannot be deployed in consumer devices
such as cell-phone cameras. DisCo uses only low-cost off-the-shelf
components and can easily be incorporated into existing consumer
imaging devices.

Rolling shutter sensors: Rolling shutter image sensors have re-
cently been used for communicating with light sources [Woo et al.
2012; Danakis et al. 2012]. However, these methods have limited
applicability, as they cannot work with general-purpose displays
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Fig. 6. Comparison with previous methods: In this table, we compare
various communication methods based on their robustness, the ability to use
a wide range of light sources as signal transmitters, and the flexibility of
selecting the signal source if multiple sources are present in the scene. Most
previous communication approaches are optimized for achieving large data
rates and are not robust to common imaging degradations. DisCo is designed
to be robust, intuitive, and flexible so that it can be widely applicable in user
interfaces.

that need to display a large range of images/text. This is because
they assume that the transmitter has uniform brightness (spatially).
Moreover, they assume that the light source occupies the entire sen-
sor FOV and thus cannot handle occlusion and small light sources
(Figure 5(c)). In contrast, DisCo is compatible with a significantly
larger class of devices as transmitters, including displays and none-
mitting surfaces with arbitrary texture.

Smart displays and light sources: Recently, there has been a lot of
research activity toward developing smart displays and light sources
that serve an additional purpose. Examples include the Bokode
system [Mohan et al. 2009], which uses small physical LED-based
tags for communicating with a camera; stereoscopic display for
multiple users who can individually observe different stereoscopic
images [Kitamura et al. 2001]; and Lumisight Table [Matsushita
et al. 2004], which can display different images at different viewing
angles without users needing to wear special glasses. DisCo enables
displays/light sources to communicate with cameras while allowing
them to simultaneously display images to humans.

Radio wave–based communication: Existing radio wave–based
communication methods, such as WiFi and Bluetooth, achieve a
high data rate over long distances. However, most radio waves do
not have directionality and can penetrate walls. To communicate
using these modalities, the two devices must be “paired” by man-
ually selecting the device and entering a password. This reduces
the overall fluidity of the user experience, which is critical in most
consumer applications. Near field communication (NFC) methods
perform pairing by bringing the devices close to each other. This
physical requirement limits their applicability. With the proposed
system, it would be possible to pair devices over large distances
with a fast and intuitive “point-and-pair” interface.

Comparison summary: The table in Figure 6 compares DisCo and
several existing communication methods, based on their robustness,
compatibility with different light sources as signal transmitters, and
the flexibility of selecting the signal source if multiple sources
are present. Most previous approaches are optimized for achieving
large data rates and are not robust to common imaging degradations.
Moreover, previous approaches are compatible with only a small
set of sources as transmitters (only displays or only uniform back-
ground light sources) and receivers (e.g., only high-speed sensors).
In comparison, DisCo is designed to be robust and compatible with
a wide range of sources and thus is ideally suited for user interface
applications.

3. IMAGE FORMATION MODEL

DisCo consists of a spatiotemporally modulated display (transmit-
ter) and a rolling shutter sensor (receiver). The display brightness
is temporally modulated with the function f (t), which encodes the
signal to be transmitted. We call f (t) the signal function. Concep-
tually, the display can be thought of as having two layers: a signal
layer and a texture layer. The texture layer consists of the image
that is displayed to humans. This is illustrated in Figure 7(a). The
display could be realized either as an LCD panel with a temporally
modulated LED backlight, or as a single LED, or even with a spot-
light shining on a reflective surface such as a painting on a wall
(Figure 2(a)). In the last case, the illuminated part of the surface
is considered the display, and the texture of the surface forms the
texture layer.

In the following, we assume that the display completely occupies
the sensor FOV so that every sensor pixel receives light only from the
display area. This assumption is made only for ease of exposition
and is not a requirement of the proposed method.2 Let l(x, y, t)
be the radiance incident at sensor pixel (x, y) at time t .3 This is
illustrated in Figure 7(a). Because the entire display is modulated
by a single temporal function f (t), the radiance l(x, y, t) can be
factorized into spatial and temporal components:

l(x, y, t) = ltex(x, y) f (t), (1)

where ltex(x, y) is the amplitude of the temporal radiance profile at
pixel (x, y) and is determined by the display’s texture layer. Note
that the temporal radiance profiles at different sensor pixels differ
only in their amplitudes ltex(x, y). This is illustrated in Figure 7(b).

Let e(x, y, t) be the exposure function at pixel (x, y). If pixel
(x, y) is on (i.e., it captures light) at time t , e(x, y, t) = 1; otherwise,
if the pixel is off (i.e., blocks incident light), e(x, y, t) = 0. The
measured brightness value i (x, y) is

i (x, y) = k

∫ ∞

−∞
l (x, y, t) e(x, y, t)dt + n(x, y), (2)

where k is the sensor gain that converts radiance to pixel brightness
and n(x, y) is the image noise. We assume that the display has
sufficient brightness, and thus the captured images have a sufficient
signal-to-noise ratio (SNR). Moreover, as we will discuss shortly,
before we perform analysis, we first sum the intensities along each
image row, which further increases the SNR. Thus, for the rest
of the article, we assume the image noise to be negligible.4 Since
the sensor has a rolling shutter, different rows capture light during
different, shifted time intervals. The amount of shift is determined
by the row index y and the speed of the rolling shutter. The exposure
function e(x, y, t) can be modeled as a time-shifted function e′(t):

e(x, y, t) = e′(t − ty), (3)

where ty is the temporal shift for a pixel in row y. The exposure
timing of a rolling shutter sensor is illustrated in Figure 7(c).
e′(t) can be a rect function, a temporal Gaussian, or even a

2In general, a sensor pixel may receive light from outside the display due to
the display not completely occupying the sensor’s FOV or due to occlusions.
It can be shown that the image formation model for the general case has the
same form as that of the special case where pixels receive light only from
the display. For details, please see the supplementary technical report.
3For simplicity, a single color channel is considered. For colored sensors,
similar analysis can be done individually for each color channel.
4This assumption is not valid when the display image itex (x, y) is perfectly
black. In that case, DisCo cannot function reliably.
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Fig. 7. System overview: DisCo consists of a spatiotemporally modulated display (transmitter) and a rolling shutter sensor (receiver). (a) The display is
modeled as having two layers: the texture layer, which is an image to be viewed by humans, and the backlight layer, which conveys the signal. The intensity
of the backlight is temporally modulated with the signal f (t). The temporal frequency of f (t) is significantly higher than what humans can perceive, and thus
they only see the image displayed by the texture layer. (b) l(x, y, t) is the temporal radiance profile incident at camera pixel (x, y) at time t . Because the entire
display is modulated by the same temporal function, the radiance profiles for different pixels differ only by a multiplicative scale factor, which is determined
by the display pattern. (c) Due to the rolling shutter, pixels in different rows sample the temporal radiance profiles at different instants. (d) This creates a spatial
flicker in the captured image. We show that the captured image can be factorized as a product of the flicker-free display image (e) and the flicker image (f).
The flicker image contains the information embedded in the temporal signal f (t).

high-frequency binary code [Raskar et al. 2006]. We define
the shutter function s(t) as s(t) = e′(−t). Then, substituting
Equations (1) and (3) in Equation (2), we get

i (x, y) = k ltex (x, y)
∫ ∞

−∞
s(ty − t)f (t) dt

= k ltex (x, y) g′(ty), (4)

where g′(ty) = (s ∗ f ) (ty) is the convolution of the signal and the
shutter functions. g′(ty) is a function of the temporal shift ty , which
in turn depends on the sensor row index y. Typically, ty = y

r
, where

r rows/second is the speed of the rolling shutter. We rewrite the
preceding equation as

i (x, y) = itex(x, y)︸ ︷︷ ︸
display image

× g(y)︸︷︷︸
signal image

, (5)

where itex(x, y) = k × ltex(x, y) is called the display im-
age, as it is determined by the image being displayed, and
g(y) = g′(ty) = (s ∗ f ) (ty) is the signal image that encodes the sig-
nal function f (t). The preceding equation states that the texture and
the signal layers of the display are observed as two separable (and
unknown) components: the display image and the signal image. This
is illustrated in Figure 7(e) and (f). The temporal signal f (t) mani-
fests only in the signal image g(y), and the display’s texture layer is
captured only in the display image itex(x, y). Equation (5) is the im-
age formation model for DisCo and forms the basis of our method.

Structure of the signal image: The signal image g(y) varies only
along the y dimension because different sensor rows sample the
signal function f (t) at different instants (Figure 7(d)) and thus have
different intensities. However, all pixels in a given row sample f (t)
at the same instant and thus have the same intensity. As a result,
g(y) has the form of a horizontal flicker pattern, as illustrated in
Figure 7(f).

Since the signal image g(y) is 1D, for computational effi-
ciency we perform analysis on horizontal sum images that are 1D

signals—that is, i(y) = ∑
x i(x, y) and itex(y) = ∑

x itex(x, y).
Saturated image pixels are excluded from the summation. Then,
Equation (5) can be written as i(y) = itex(y) × g(y). For the rest of
the article, we use this 1D form of the image formation equation.

Invariance of the signal image to display-camera geometry, par-
tial occlusions, and imaging parameters: The image formation
model in Equation (5) is derived without making any assumptions
about the display’s shape, orientation or location with respect to
the sensor, or about imaging parameters such as zoom and defo-
cus. Since the signal component g(y) depends only on the signal
function f (t) and the shutter function s(t), any changes in display-
sensor geometry or imaging parameters (zoom and focus) manifest
only in the display image itex(x, y). Specifically, the display’s ori-
entation and location determine the shape of display’s projection in
the captured image, sensor zoom influences the size of the display’s
projection, and camera focus determines the amount of blur in the
display image.

If the display is partially occluded so that it is visible to a
(nonempty) subset of pixels in each sensor row, because the cap-
tured image is summed horizontally, the signal image g(y) is still
sampled at every row location. If αy > 0 is the fraction of pixels
in sensor row y that see the display, the amplitude of the signal
image is scaled by αy . Under mild assumptions, αy can be assumed
to be locally constant and absorbed in the display image (see the
Appendix for details).

As a result, the signal image is always a horizontal flicker pattern.
Its functional form and structure are invariant to the display-camera
geometry, partial occlusions, and camera parameters. A few exam-
ples are illustrated in Figure 8. In the shown examples, f (t) is a
500Hz sinusoidal signal, and the shutter s(t) is a rect function of
0.5ms width such that s(t) = 1 when 0 ≤ t ≤ 0.5ms, and otherwise
s(t) = 0. This results in a sinusoidal flicker pattern. Notice that
the period of the flicker, hsine, is independent of camera-display
geometry or camera zoom. Even if only a small fraction of the dis-
play is visible to the camera due to large zoom (Figure 8(c)), the
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Fig. 8. Invariance of the signal (flicker) image to imaging geometry:
The flicker pattern in the signal image is invariant to imaging geometry
parameters, such as display-camera distance (a), camera rotation (b), and
camera zoom and defocus blur (c). In these examples, the display back light
was temporally modulated with a 500Hz sinusoid. This results in a spatial
sinusoidal flicker. Notice that the period of the flicker, hsine , is the same in
all cases.

flicker image retains the same structure and captures the information
contained in the signal function.

4. SIGNAL RECOVERY BY CAPTURING TWO
DIFFERENT EXPOSURES

To decode the information in the signal image g(y), we need to
separate it from the display image itex(y). Since both signal and dis-
play components are unknown, in general, they cannot be separated
from a single captured image. The key idea is that if we capture two
images i1(y) and i2(y) with two different shutter functions s1(t) and
s2(t), we can get two different equations, which enable perform-
ing the separation. The two images can be captured sequentially
using the exposure bracketing mode available in most digital cam-
eras. This approach, while suitable for static scenes and cameras,
is prone to errors if there is scene/camera motion. As we will de-
scribe later in Section 5, to deal with motion, we propose using a
camera that captures two images with different exposure functions
simultaneously in a single shot.

The two images are given as

i1 (y) = itex (y) × (s1 ∗ f ) (ty), (6)

i2 (y) = itex (y) × (s2 ∗ f ) (ty). (7)

This is a system of two equations in two unknowns: signal f (t)
and the flicker-free display image itex(y). Since the shutter functions
s1(t) and s2(t) are known, these two equations can be solved simulta-
neously to recover both f (t) and the flicker-free image itex(x, y). In
the following, we provide details of the signal recovery algorithm.

4.1 Signal Model and Recovery Algorithm

We consider the signal f (t) to be a sum of sinusoids of different
frequencies (the set of frequencies is typically a small, discrete
set). This signal encoding scheme is called orthogonal frequency
division multiplexing (OFDM) [Nee and Prasad 2000] and is one of
the most popular schemes in communication literature.5 For each
frequency, information is embedded in the phase of the sinusoids.
This method of embedding information is called phase-shift keying
(PSK). For instance, in binary PSK, binary symbols of 0 and 1
are embedded by using sinusoids of phase 0 and π , respectively.
Bits (sinusoids with different phases) are transmitted sequentially
in time. An example for a single frequency is illustrated in Figure 9.

5In general, the proposed system can work with any of the several signal
encoding schemes proposed in the communications literature.

Fig. 9. Signal coding method: We use the PSK signal coding technique,
where information is embedded in the phase of sinusoidal signals. For
example, in binary PSK, the phase θ of sinusoids takes binary values (0 and
π ), thus encoding binary bits. Bits are transmitted sequentially in time.

Since we use sinusoidal signals, for computational efficiency, we
perform computations in the Fourier domain. Equations (6) and (7)
can be written in the Fourier domain as

I1 (ω) = Itex (ω) ∗ (S1 (ω) F (ω)) , (8)

I2 (ω) = Itex (ω) ∗ (S2 (ω) F (ω)) , (9)

where ω is the spatial frequency. The functions denoted by upper-
case letters are the Fourier transforms of the functions denoted by
the corresponding lowercase letters. These two equations can be
combined as follows:

I1 (ω) ∗ (S2 (ω) F (ω)) − I2 (ω) ∗ (S1 (ω) F (ω)) = 0 . (10)

The temporal signal f (t) consists of a small, discrete set of
temporal frequencies � = [ω1, . . . , ωM ]. We need to solve Equa-
tion (10) only for the frequency set �. Let �I1 be the vector of
values [I1(ω1), . . . , I1(ωM )]. The vectors �I2, �S1, �S2, and �F are de-
fined similarly. By observing that convolution can be expressed as
multiplication by a Toeplitz matrix and element-wise multiplica-
tion as multiplication by a diagonal matrix, Equation (10) can be
compactly represented in matrix form as

(I1S2 − I2S1) �F = 0, (11)

where I1 and I2 are Toeplitz matrices defined by vectors �I1 and �I2,
respectively. S1 and S2 are diagonal matrices defined by vectors �S1

and �S2, respectively.
The matrices I1 and I2 are defined by captured image intensities,

and S1 and S2 are defined in terms of the known shutter functions.
The goal is to recover the unknown vector �F . The preceding equa-
tion can be solved as a linear system of the form AX = 0. To avoid
the degenerate solution ( �F = 0) and ambiguity (if �F is a solution,
then s �F is also a solution for any complex number s), we impose
the constraint that F (0) = 1.0—that is, the DC level of the signal
f (t) is 1.0.

Recall that the signal comprises multiple bits that are transmitted
sequentially and are thus captured at different spatial locations in
the signal image. We recover each bit individually by applying the
signal recovery algorithm to a small interval of the captured image
at a time. The interval size hbit is the number of image rows required
to encode a single bit. hbit is determined by the signal frequency;
the higher the frequency of g(y) (due to f (t) having high temporal
frequency), the smaller the interval size. Thus, we divide the cap-
tured images i1(y) and i2(y) into small 1D intervals and recover
�F by computing Equation (11) on each interval individually. Since
computations are done locally, I1(ω) and I2(ω) are the short-time
Fourier transforms (STFTs) of i1(y) and i2(y). Once �F is com-
puted, we recover the signal f (t) and the embedded information by

ACM Transactions on Graphics, Vol. 35, No. 5, Article 150, Publication date: July 2016.



DisCo: Display-Camera Communication Using Rolling Shutter Sensors • 150:7

Fig. 10. Input and output of DisCo with exposure bracketing mode: (a)
DisCo can be implemented by using the exposure bracketing mode available
in most existing digital cameras. Two images with different exposures (one
long and one short) are captured sequentially. The long exposure is chosen
so that the captured image is nearly flicker free (Frames 1, 3, 5, . . .). (b) The
two images are then divided to recover the signal image, from which the
temporal signal is estimated.

applying inverse Fourier transform. The display image itex(x, y) is
then computed by using Equation (5): itex(x, y) = i(x,y)

g(y) = i(x,y)
(s∗f )(ty ) .6

Simulations: We evaluated the performance of the signal recovery
algorithm using several simulations. The simulations illustrate that
brighter and larger display images result in high SNR communica-
tion. In addition, although higher signal frequencies may achieve
a higher data rate, they result in lower SNR. This trade-off must
be considered while designing practical systems. For details, please
see the supplementary technical report.

4.2 Capturing Two Exposures With Exposure
Bracketing

Most existing digital cameras have an exposure bracketing mode
for capturing HDR images, where multiple images with different
exposures are captured sequentially. We use the exposure bracketing
functionality for capturing the two different exposures required for
DisCo. However, because the two images are taken sequentially, the
second image samples the emitted temporal signal at a different time
instant than the first image and thus captures a different temporal
signal f ′(t). The two images are given as

i1 (y) = itex (y) × (s1 ∗ f ) (ty), (12)

i2 (y) = itex (y) × (s2 ∗ f ′)(ty). (13)

Since our decoding algorithm assumes that both the images ob-
serve the same signal f (t), it cannot recover the signal. This problem
is solved by capturing two images, ishort and ilong , with alternating
short and long exposures, sshort and slong , respectively, as shown in
Figure 10. If slong is chosen so that it is significantly longer than the
period of the temporal signal, the signal image glong(y) = (slong ∗f )
is approximately constant, irrespective of the time instance when
the signal is sampled. Thus,

(slong ∗ f )(ty) ≈ (slong ∗ f ′)(ty) ≈ K, (14)

6If one of the shutter functions is significantly longer than the period of the
signal f (t), the corresponding g(y) will be approximately constant. In that
case, the corresponding captured image i(x, y) is nearly flicker free and can
directly be used as the display image.

Fig. 11. Experimental demonstration of DisCo with exposure brack-
eting: The two exposures are 0.25ms and 16ms. The message
https://www.google.com/ is embedded in the phases of sinusoids of fre-
quencies of 1 and 2 kHz. (a) If the scene and camera are static (or if the
motion is small), the signal is recovered accurately. (b) However, if there is
strong camera motion, the images cannot be registered reliably, resulting in
incorrect signal recovery.

where K is a constant. By using the preceding approximation, the
two images ishort and ilong can be expressed as

ishort (y) = itex (y) × (sshort ∗ f ) (ty), (15)

ilong (y) = itex (y) × (slong ∗ f ′)(ty),

≈ itex (y) × (slong ∗ f )(ty). (16)

Equations (15) and (16) are the same as Equations (6) and (7).
Thus, the signal f (t) can be estimated using the same algorithm
given in Section 4.1. Note that the data transmit rate is halved since
two images are captured sequentially instead of simultaneously.7

Scene and camera motion: The implementation using exposure
bracketing assumes that both the scene and the camera are static
while the two images are captured. If there is scene/camera motion
during capture, the images need to be aligned by computing rela-
tive motion between them. Unfortunately, if the interframe motion
is large, image alignment techniques often produce inaccurate re-
sults. This can result in erroneous signal recovery. Figure 11 shows
an example using a conventional camera with exposure bracket-
ing mode. The two exposures are 0.25ms and 16ms. The message
https://www.google.com/ is embedded in the phases of sinusoids
of frequencies of 1 and 2 kHz. If the scene and camera are static,
the exposure bracketing–based implementation recovers the signal
accurately. However, if there is strong camera motion (e.g., due to
hand shake), the images cannot be registered reliably, resulting in
incorrect signal recovery.

5. CAPTURING TWO EXPOSURES
WITH AN SDE SENSOR

To avoid errors in the recovered signal due to motion, the two images
with different exposures must be captured simultaneously. One way
to achieve this is by using two synchronized cameras that are co-
located using additional optics. Although theoretically feasible, this
is not a practically viable option, especially in consumer settings.

We propose capturing two different exposures in a single image
by using an SDE sensor. An SDE sensor has an array of pixels with
two different exposures interlaced with each other. Such sensors

7Because ilong(x, y) can be approximated as the texture image, it is
also possible to estimate flicker component by calculating image ratio
iratio(x, y) = ishort (x,y)

ilong (x,y) ≈ gshort (y)
K

.
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Fig. 12. SDE sensor: (a) SDE sensors have an array of pixels with two
different exposures. (b) This allows them to capture images with different
exposures in a single shot and then synthesize an HDR image (c). Such
sensors are now available in consumer cameras due to their ability to capture
HDR images.

Fig. 13. Input and output of DisCo with SDE: (a) Exposure timing of
an SDE rolling shutter sensor with two different exposures. (b) An example
captured image (input) with a rolling shutter SDE sensor. The display was
modulated with a 500Hz temporal sinusoid. (c, d) Images of different expo-
sures are extracted from (b), from which the signal (e) and the flicker-free
image (f) are recovered (output).

are now commercially available [Fujifilm 2016; OmniVision 2011]
and are expected to be deployed in future consumer cameras given
their ability to capture HDR images in a single shot. An example
SDE sensor with two different exposures (long and short) is shown
in Figure 12. We use an SDE sensor for capturing two subimages
with different exposures in a single image. Figure 13 shows an
SDE image captured with our prototype. Notice the flicker in the
two extracted subimages. Using the two subimages as input, the
recovery algorithm estimates the transmitted signal and the flicker-
free display image.

5.1 Implementation Details

Our hardware prototype for DisCo consists of a temporally modu-
lated LCD display and an SDE sensor with a rolling shutter (Fig-
ure 14). The temporally modulated display was implemented by
replacing the backlight of a Dell LCD monitor with an LED array.
The LED array is driven with an RECOM RCD-24-1.2 LED driver.
We have also developed a prototype where the signal source is a
single LED, as well as a prototype in the spotlight configuration
where the sensor receives light after reflection from a scene. The
SDE rolling shutter camera is based on a Sony IMX135 sensor
that is used in smartphones for capturing HDR images. The cam-
era frame rate is 30fps. The camera acquires a single image that
contains two subimages of different exposures. The two subimages
are separated in a postprocessing step from the raw captured image.
The signal frequencies used for the OFDM method range from 1

Fig. 14. Hardware prototype: (a) The SDE image sensor module. The
sensor can capture two different exposures in a single image. (b) A prototype
of DisCo with the display and the camera. We have also built a prototype with
a single LED as source and a prototype in the spotlight configuration for non–
line-of-sight communication (Figure 4(f)). Please see the supplementary
video for results.

to 4 kHz. We used quadrature PSK, where each sinusoid can have
four possible phases and hence carries 2 bits of information. The
camera exposures are selected to capture both signal and scene tex-
ture. Specifically, the shorter exposure is chosen to be half of the
largest sinusoid period. For example, the exposures of the scenar-
ios that use frequencies of [1, 2] KHz are 0.25ms and 16ms. More
hardware details and the result for these prototypes are shown in
the supplementary technical report and video.

Temporal synchronization: If the sensor and the display are not
temporally synchronized, the start of the transmitted signal cannot
be localized in the signal image and the signal cannot be decoded. To
handle lack of synchronization, we use two well-known techniques
in communications literature. First, a pilot symbol is embedded in
the signal to determine the beginning of the signal. In our imple-
mentation, the pilot symbol is a sinusoid of a frequency that is not
used to encode the main signal, so it is readily detected. Second,
guard interval-based synchronization [van De Beek et al. 1997] is
used to determine the start of every symbol (bit). In this scheme,
the end of each symbol is copied to its beginning. Then, by self-
correlating the signal with itself, the beginning location of every
symbol is computed.

Error detection: There are several sources of errors in the signal
recovery process (Equation (11)), namely sensor saturation, low
display brightness, small display area, and sensor noise. Moreover,
although the recovery algorithm is robust to partial occlusions, se-
vere occlusions where none of the pixels in a sensor row sees the
display can lead to errors. Finally, if the display occupies only a
small area in the captured image, the signal image has low ampli-
tude and the recovered signal has low SNR. In all of these scenarios,
the recovered signal may have errors, which must be detected. Let
the recovered solution for a region of the captured image be �F .
We detect errors by computing the left-hand side of Equation (11),
((I1S2 − I2S1) �F ). If the value is greater than a prescribed thresh-
old, we declare the recovered signal to be erroneous. To compare
the raw error rates, we did not use error detection and correction
schemes (e.g., CRC) in our implementation. However, in a practi-
cal implementation, these schemes can be used to further increase
robustness.

5.2 Achieving Robustness to Occlusions

DisCo handles occlusions by creating redundancy in the transmit-
ted signals and optimizing the signal length. The display transmits
the signal, f (t), repeatedly, and the sensor captures a sequence
of frames (assuming small interframe motion). However, since the

ACM Transactions on Graphics, Vol. 35, No. 5, Article 150, Publication date: July 2016.



DisCo: Display-Camera Communication Using Rolling Shutter Sensors • 150:9

Fig. 15. Dealing with occlusions by optimizing the signal length: (a) If
the display is occluded, then the sensor receives signal only from the visible
portion of the display. As a result, the occluded part of the signal cannot be
recovered from a single image. (b) If the signal is such that every symbol
is transmitted from the same fixed location on the display repeatedly, then
even small occlusions will prevent communication. (c) On the other hand,
by optimizing the signal length so that a display location transmits different
symbols in successive frames, multiple frames can be combined to receive
a message even in the presence of strong occlusions.

errors are location specific (due to occlusions or low texture bright-
ness), subsequent signals will have the same pattern of readable and
unreadable data. Figure 15(a) illustrates this scenario. If the signal
is designed such that every symbol is transmitted from the same
fixed location on the display repeatedly, then even small occlusions
will prevent communication. An example is shown in Figure 15(b).
In this case, the symbols A4, A5 will never be received by the sen-
sor. We mitigate this problem by designing a robust signal encoding
system that delivers a message by varying the spatial location of
symbols over multiple frames, as shown in Figure 15(c). Specifi-
cally, let A1 to AN be the transmitted symbols, let N be the message
length (number of symbols), and let S be the number of symbols
that can be transmitted between camera frames (1/30 seconds). To
ensure that a spatial location on the screen transmits different sym-
bols across different frames, we choose N so that it is co-prime with
S. In this case, even if single symbol is visible from the occluded
display, the entire message will be received by the sensor over mul-
tiple frames. If the original message length is different from the
chosen N, we add dummy symbols to the message to ensure that
the total number of transmitted symbols becomes the chosen N.
This procedure reduces the data rate of a single frame. However, it
increase robustness to occlusion that results in higher effective data
rate. Ultimately, the data rate depends on N, S, and the amount of
occlusions. Given an S, we find N that maximizes the average data
rate for all possible amounts of occlusions by using a search-based
procedure (details of the procedure are given in the supplemen-
tary technical report). For instance, in our implementation where
S = 20, N = 29, 49, 69, 89, and so on, achieves the higher data
rate given our system parameters. By using this approach, DisCo
handles challenging situations (e.g., strong occlusions or small dis-
play areas) using multiple images. Even for such situations, DisCo
degrades the data rate gracefully instead of entirely preventing com-
munication. Examples demonstrating the functionality of DisCo in
various levels of occlusion are shown in Section 5.3.

Performance of DisCo under motion: As discussed previously,
to achieve robustness to occlusions, DisCo may require capturing

Fig. 16. Experimental demonstration of single-image communication:
(a) An image captured using our prototype. (b) Close-up of (a). Notice
the flicker pattern. (c) Recovered temporal signal and the embedded text
“Hello.” (d) Recovered flicker-free display image.

Fig. 17. Performance of SDE sensor-based DisCo in the presence of
camera motion: The camera motion is the same as in Figure 11. Although
exposure bracketing–based implementation can recover the signal reliably
only when the camera is static, the SDE-based implementation achieves
accurate results even in the presence of large camera motion. Note that more
frames are required for signal recovery when there is motion compared to
when the scene is static.

multiple frames. Thus, we need to consider the effect of possible
background texture variation (e.g., due to the screen displaying a
video instead of a static background) and motion due to camera
shake or scene movement between successive frames. DisCo is ro-
bust to variations in background texture. This is because during
decoding, the texture component is separated from each captured
frame independently. Thus, even large variations in the background
texture do not adversely affect the decoding process. On the other
hand, DisCo assumes that the relative location of the sensor and dis-
play remains constant during capture of multiple frames. However,
in practice, if the motion is not large (e.g., relative small motion
resulting from camera shake), DisCo can perform reliably due to
the redundancy built in the signal encoding (see the supplementary
video for results).

ACM Transactions on Graphics, Vol. 35, No. 5, Article 150, Publication date: July 2016.



150:10 • K. Jo et al.

Fig. 18. Experimental demonstration of DisCo in challenging imaging scenarios: We have extensively tested the proposed system in a variety of real-world
imaging situations. (a) Display smaller than the camera’s FOV due to large display-camera distance. (b) Display larger than the camera’s FOV due to large
zoom/small display-camera distance. (c) Display blurred due to camera defocus. (d–e) Occluding objects between the camera and display. In these examples,
the signal (URL: https://www.google.com/) was transmitted and received by using exposures (0.25ms and 16ms). The system adapts to challenging conditions
by capturing multiple frames. To capture the high-frequency temporal signal, one of the two exposures is short. As a result, the captured image appears noisy.
However, since the other exposure is long, the recovered flicker-free image has significantly lower noise. For more results, please see the supplementary video.

Note that compared to static scene, more frames are required
for signal recovery when there is motion because the signal size is
optimized, assuming the scene is static. Moreover, we assume that
α remains fixed between consecutive frames. If the display moves,
α changes between frames, which requires capturing more frames.

5.3 Results

Communication using a single captured image: Figure 16 shows
results of display-sensor communication using a single captured
image with the SDE sensor. The display sends the message Hello,
and the sensor captures a single SDE image with two interleaved
exposures (0.25ms and 16ms). By applying the signal recovery
algorithm, the signal and flicker-free scene image are separated.

Signal recovery in the presence of motion: Figure 17 shows
the performance of SDE sensor-based DisCo when the camera
is moving. The camera motion is the same as in Figure 11.
Although exposure bracketing–based implementation can recover
the signal reliably only when the camera is static, the SDE-based
implementation achieves accurate results even in the presence of
large camera motion.

Performance “in the wild”: We have evaluated our system
in different challenging real-world situations. Figure 18 shows
several examples. In each case, the display sent the URL https://
www.google.com, and the sensor received it without error. A single
modulation frequency of 2kHz was used. The frequency of the
pilot symbol (used for synchronization) was 1kHz. The number

of required frames depends on the display area and the shape of
occlusions. In every example, the URL was received within 1.5
seconds (the sensor frame rate is 30fps). For more results, see the
supplementary video.

Communicating with a light source and a reflective surface:
We have also developed prototypes where a single LED and a
nonemitting reflective surface serve as the signal transmitters.
Figure 19 shows experimental results for these two cases. When
the light source is bright so that the camera observes a high SNR
image, it is possible to use multiple frequencies that enable a higher
data rate. Figure 19(a) and (b) used four ([1, 2, 3, 4] kHz) and two
([1, 2] kHz) frequencies for embedding information, respectively.
We can choose appropriate exposures for the scene. For example,
we use shorter exposures (0.065ms and 0.25ms) for Figure 19(a) to
avoid saturation, whereas longer exposures (0.25ms and 16ms) are
used for Figure 19(b). In the spotlight configuration (Figure 19(b)),
an LED lamp illuminating a photograph on the wall was used to
tag the photograph with metainformation (the time and location
of the photograph). The information was received by the camera
viewing the photograph.

Comparison with single exposure–based methods: To demon-
strate the advantage of using two different exposures over previous
single exposure methods, we compare the communication perfor-
mance of the single and the dual exposure methods, as shown in
Figure 20. The bottom row shows the message received using the
single exposure method. We used the same signal encoding and de-
coding approaches and the same total capture time for both methods,
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Fig. 19. Communicating with a light source and a reflective surface:
DisCo can use a single LED and a nonemitting reflective surface as the
signal transmitters. (a) When directly communicating with a bright light
source, because of high SNR, high data rate is achieved. (b) In the spotlight
configuration, an LED lamp shining on a photograph is used to tag it with
metainformation (the time and location of the photograph). The information
was received by the camera viewing the photograph. Since the illuminated
surface can have arbitrary shape and texture, this functionality can be used
in museums and stores for tagging objects.

Fig. 20. Comparison with the single exposure: The bottom row shows
the intermediate received message of the single exposure when SDE finished
the message. Although the single exposure causes much error, it can measure
the message from the scene with a large flat area (a). However, in a scene
with high texture (b), the single exposure cannot finish communication.

as described earlier in the article. For the single exposure method,
the background texture is assumed to be uniform, and the only un-
known is the signal component. As a result, the single exposure
method performs relatively robustly when the scene has large flat
areas, as shown in Figure 20(a). There are only a few errors. How-
ever, if the scene has high-frequency components (Figure 20(b)),
the single exposure method results in large errors because it inter-
prets the background texture as signal. On the other hand, the dual
exposure method can separate the texture and signal.

6. DISCUSSION AND LIMITATIONS

Potential applications: We have proposed DisCo, a novel display-
sensor communication technique. It works with commercially avail-
able image sensors (both conventional and SDE) and a variety of
sources (display, lights, illuminated surfaces), and it performs re-
liably in difficult real-world scenarios. Since DisCo requires only

off-the-shelf components, it can potentially be adopted in various
applications, such as advertising billboards communicating metain-
formation (e.g., URLs), indoor navigation and location-specific ser-
vices, interactive presentations, and in museums where strategically
installed spotlights serve the dual purpose of enhancing the arti-
facts’ appearance while simultaneously communicating informa-
tion about them. Another application is enabling fast pairing of cell
phones with external displays. This can allow users to have a large
display as an extension of their small cell-phone screen, and also to
share a large display with other users. For a description of potential
applications of DisCo, see the supplementary technical report. In
the following, we discuss some limitations of DisCo.

Modulation frequencies and signal length: The sensor must know
the modulation method, the encoding scheme, and the modulation
frequencies of the light sources a priori. This can be achieved by
establishing communication standards in display-sensor communi-
cation so that a fixed set of modulation frequencies are used. This is
similar to radio wave–based communication modalities (e.g., WiFi),
where the modulation frequencies are prespecified. It may be possi-
ble to relax this restriction and use arbitrary modulation frequencies.
For this, the sensors must be able to compute the modulation fre-
quency before performing decoding. Although this functionality
will provide more flexibility and will increase the available band-
width, it may come at the cost of a decreased data rate.

Currently, we also assume that the signal length is known to the
receiving sensor. The receiver may be able to estimate the signal
length automatically by measuring the time difference of arrival be-
tween two consecutive pilot symbols. This is an interesting avenue
for future work.

Number of displays: So far, we have assumed that the sensor com-
municates with a single source (display) at a time. This limits the
data transfer rate. It is possible to communicate via multiple sources
simultaneously and thus achieve higher data rates by segmenting
the captured image into different display regions.

Shutter function and SNR: We have limited ourselves to rect
(box) shutter functions due to ease of implementation. However, the
algorithm is not limited to rect functions. It is possible to achieve
higher SNR by using temporally coded shutter functions [Raskar
et al. 2006]. In addition, we used a pair of exposures computed using
a search-based procedure, which may not be optimal. Designing
theoretically optimal shutter functions requires further analysis of
the image formation process and is another promising future work
direction.

APPENDIX

A. PARTIAL OCCLUSION

In this section, we derive the image formation model for the DisCo
system in the general case, where sensor pixels may see objects
other than the display. This may happen due to occlusions or the
display not completely occupying the sensor’s FOV. Some example
scenarios are shown in Figure 4.

In the following, we show that under mild assumptions, the image
formation model for the DisCo system in the general case has the
same form as the special case where sensor pixels receive light
only from the display (the special case is derived in the article).
Because of this, the signal recovery algorithm for the special case
can be applied to the general case as well. Hence, for the proposed
DisCo system, the display (signal transmitter) need not be explicitly
segmented in the captured image, and no markers need to be placed
on the display.
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Fig. 21. Illustration of smoothness of the visibility term α(y). (Left column)
Real-world situations, such as a display being smaller than the sensor FOV
(a), arbitrary display orientation (b), and occlusions (c). (Middle column)
The 2D visibility maps α(x, y) may have sharp edges and high spatial
frequencies. (Right column) The 1D visibility maps α(y) vary smoothly as a
function of y (the row index). If the signal image g(y) has high frequencies,
α(y) can be assumed to be locally constant and absorbed in the texture term.

Consider a sensor pixel (x, y) that does not see the display. Such
a pixel is called a nondisplay pixel. We define the visibility term
α(x, y) such that α(x, y) = 1 if the pixel (x, y) only sees the display
and α(x, y) = 0 if it sees only an object other than the display. If
a pixel captures a mixture of display and another object (e.g., at
display or occlusion boundaries or due to defocus), 0 < α(x, y) <
1. The visibility maps for a few example scenarios are illustrated in
Figure 21. Note that for each sensor pixel (x, y), the visibility term
is also an unknown (in addition to the texture and the signal terms).

Consider a nondisplay pixel (x, y) (α(x, y) = 0). For such a
pixel, its incident radiance is constant over time. Using the notation
in the article, for such pixels we assume f (t) = 1, and hence
l(x, y, t) = ltex(x, y). Following the derivation in the article, the
measured intensity i(x, y) is given as

i (x, y) = itex (x, y) E, (17)

where E = ∫ ∞
−∞ s(t)dt is the temporal integral of the camera shutter

function. For a rect shutter function, E is simply the exposure time.
Note that since the camera shutter function is known, E is known a
priori.

The combined image formation model for all sensor pixels (dis-
play and nondisplay) can thus be written as the following linear
combination:

i (x, y) = α(x, y) [itex (x, y) g(y)]

+ (1 − α(x, y)) [itex(x, y) E]

= itex (x, y) [α(x, y) (g(y) − E) + E] . (18)

Since we consider horizontal sum images, we rewrite the preced-
ing equation in terms of horizontal sums:

i (y) = itex (y) [α(y) (g(y) − E) + E] , (19)

where i (y) = ∑
x i(x, y), itex (y) = ∑

x itex(x, y), and α(y) =[∑
x itex(x, y) × α(x, y)

]
/itex(y).

The preceding equation has three unknowns: itex(y), α(y), and
g(y). To reduce the number of unknowns, we make the following
observation: even though the visibility maps α(x, y) may have sharp
edges, the 1D signal α(y) is relatively smooth. This is illustrated in
Figure 21.

Recall from Section 4.1 that the signal comprises multiple sym-
bols (bits), and each bit is recovered individually. The signal recov-
ery algorithm is applied to the image in a patchwise manner, where
the patch size hsymbol is the number of image rows required to en-
code a single bit (see Figure 21). Patch size hsymbol is determined by
the signal frequency; the higher the frequency of g(y), the smaller
the patch size. Thus, if the signal image g(y) is a high-frequency
pattern (due to f (t) having high temporal frequency), the horizon-
tal sum α(y) can be assumed to be constant within a single patch
(a single bit).8 Note that α may be different for different patches.
However, within every patch, α is approximately constant. Thus,
Equation (19) can be written as

i (y) = itex (y) [α (g(y) − E) + E] . (20)

We use the PSK approach for embedding signal, where the infor-
mation is embedded in the phase of the sinusoids. Multiplication or
addition of a signal by a constant scalar does not change its phase.
Thus, the phase of the function g(y) = α × (g(y) − E) + E is the
same as the function g(y).9 If we compute the phase of the func-
tion g(y), we can recover the embedded information. Hence, we
can consider g(y) to be the signal image and rewrite the preceding
equation as

i (y) = itex (y) × g(y) . (21)

This is the image formation model for the DisCo system in the
general case where a camera pixel may see an object other than
the display. This equation has two unknowns: the texture image
itex(y) and the signal image g(y). The equation has the same form
as the special case where a camera pixel sees only the display
(Equation (5)). Thus, the signal recovery techniques for the special
case can be applied without modification to the general case as
well. We demonstrate display-camera communication for several
examples of the general case (e.g., occlusions, display smaller than
the camera’s FOV).
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