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Abstract. The problem of accurate depth estimation using stereo in the presence of specular reflection is ad-
dressed. Specular reflection, a fundamental and ubiquitous reflection mechanism, is viewpoint dependent and can
cause large intensity differences at corresponding points, resulting in significant depth errors. We analyze the
physics of specular reflection and the geometry of stereopsis which lead to a relationship between stereo vergence,
surface roughness, and the likelihood of a correct match. Given a lower bound on surface roughness, an optimal
binocular stereo configuration can be determined which maximizes precision in depth estimation despite specular
reflection. However, surface roughness is difficult to estimate in unstructured environments. Therefore, trinocular
configurations, independent of surface roughness are determined such that at each scene point visible to all sensors,
at least one stereo pair can produce correct depth. We have developed a simple algorithm to reconstruct depth from
the multiple stereo pairs.
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1. Introduction

Stereo is a direct and passive method of obtaining three-
dimensional structure of the visual world which makes
it attractive for applications like autonomous naviga-
tion and surveying. The robustness of a stereo system
is characterized to a large extent by its ability to obtain
accurate depth estimates of scenes comprising objects
with different reflectance properties.

The stereo correspondence problem (Barnard and
Fischler, 1982) is inherently under-constrained. There-
fore, constraints have to be imposed by making as-
sumptions regarding scene reflectance and structure. A
common assumption is that intensities at correspond-
ing points in the images are identical. Based on this
supposition, various search based strategies have been
developed which correlate image regions (area-based),
or image features (feature-based). However, this as-
sumption is valid only when the surfaces in the scene
are Lambertian. Corresponding point intensities arenot
identical in the presence ofspecular reflection, the
specular intensity at any scene point being dependent

on the viewing direction. This effect is more clearly
manifest on smoother surfaces where highlights—
bright regions due to specular reflection—shift on the
surface even with slight changes in viewpoint. Thus,
corresponding regions in stereo images can be poorly
correlated, causing area-based schemes to compute in-
correct depth. Similarly, when highlights are assumed
to be real scene features and matched, feature-based
schemes can fail. Figure 1 shows a stereo pair of a ren-
dered cup, and depth obtained along two scanlines;
one including a highlight and the other away from
it. Depth was computed using a correlation-based algo-
rithm, hence erroneous at points where corresponding
intensities are vastly different.

Other methods have been developed for image
matching which are not directly based on intensity val-
ues. Wolff and Angelopoulou (1994) developed a sys-
tem which matches photometric ratios between stereo
images. However, this scheme requires two illumina-
tion conditions which makes it unattractive for passive
stereo. Furthermore, it does not extend to specular sur-
faces because the ratio loses its invariance to viewer
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(a) (b)

(c) (d)

Figure 1. Rendered stereo pair and depth computed along two scanlines. (a) Left image; (b) right image; (c) depth along a scanline including
the highlight; (d) depth along a scanline away from the highlight. Large depth errors can be seen in (c).

position. Smith (1986) proposed an elegant alternative
to point correspondence. His approach attempts to find
surface depth profiles that are consistent with image
intensity profiles. Unfortunately, this too does not ex-
tend to handle specular reflection. Gennert (1988) sug-
gested a method to relax the Lambertian assumption.
It modeled intensities at corresponding points as being
related by a multiplicative factor that varies smoothly.
The model was developed using an assumption that
relative change in intensity due to albedo variation was
much greater than that due to changing surface orienta-
tion. This assumption does not seem valid for general
scenes, or in the presence of specular reflection whence
intensity change due to variation in surface normal can
be large.

Multiple view systems have been designed to alle-
viate the problem of ambiguity in two-view match-
ing. The redundant views provide strong constraints
since correspondence must be established with re-
spect to all images. In particular, trinocular stereo
systems—systems using three views—have been em-
ployed to a measure of success (Ito and Ishii, 1986;

Yachida et al., 1986). Here, the general strategy used
for correspondence is to locate possible matches using
one stereo pair and verify each potential match using
the image from the third viewpoint. Only one matching
triplet of points or features is expected to be consistent
with respect to all three views. However, due to specular
reflection, none of the matches in the first pair may cor-
respond to the true match. Furthermore, even if the right
match is located using the first stereo pair, it may not be
possible to verify it in the third view as the correspond-
ing point intensity can be greatly different. Dhond and
Aggarwal (1991), in developing a feature-based sys-
tem, analyzed the cost and benefit of adding an addi-
tional view for matching and concluded that the in-
creased reliability of three view systems outweighs
the added computational cost involved. However, they
assumed diffuse surfaces and hence mismatches due
to specular reflection were not considered in estimat-
ing reliability. A more complete analysis should deal
with specular reflection in both binocular and trinocular
stereo systems. Okutomi and Kanade (1993) developed
a convincing, practical multiple view system. It uses
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stereo pairs taken with different baselines to compute
precise depth estimates overcoming ambiguities due
to repetitive texture. The assumption is that the right
match at any scene point is always found in each stereo
pair along with other possibly incorrect matches. By
combining matches from image pairs, only the correct
correspondence is accentuated while the incorrect ones
weaken. The above assumption is not correct, however,
when specular reflection is present as the right match
may not be found in one or many image pairs. Thus, all
the above techniques must incorporate ways to detect
and handle mismatches due to specular reflection.

To overcome the problem of depth errors due to
strong highlights, Brelstaff and Blake (1988) suggested
excising them from images before matching. Removal
of highlights is difficult in images of real scenes and is
an active area of research (Nayar et al., 1993). Ching
et al. (1993) developed an empirical correlation-based
technique to detect and avoid specular reflection when
the camera is active. On a different note, Blake (1985)
related the movement of a highlight to the Hessian of
the surface which describes local surface geometry.
The above techniques assume ideal specular reflection
which is an extreme case as roughness tends to zero.

Current stereo algorithms are therefore seriously de-
ficient in dealing with specular reflection. In this pa-
per, we address the problem of precise depth estima-
tion in the presence of specular reflection from surfaces
with macroscopic roughness. First, we seek an optimal
binocular stereo configuration such that intensity dif-
ferences at corresponding points is limited, while depth
resolution is maximized. The optimal configuration is
determined independent of surface normal and source
direction, and its parameters are shown to be a func-
tion of surface roughness. Therefore, for a scene where
the lower bound on roughness can be estimated—quite
possible in structured environments—the two cameras
can be positioned so as to minimize mismatches with-
out losing depth precision. Next, we seek to avoid esti-
mation of surface roughness since the measurement of
surface roughness is impractical in general scenes. We
determine trinocular configurations whose parameters
are independent of surface roughness. The important
characteristic of these configurations is that for each
scene point in the common field of view of the sen-
sors,at leastone binocular pair provides the correct
depth estimate. We have developed a practical corre-
spondence algorithm to extract correct depth estimates
of scene points from different pairs so as to yield an
accurate and complete depth map of the scene.

Our approach considers specular reflection from
rough surfaces in the context of stereo. Previous meth-
ods have implicitly (Ching et al., 1993) or explicitly
assumed ideal specular reflection. We do not attempt
to avoid or detect the immediate artifacts of spec-
ular reflection like strong highlights but rather per-
form accurate matching in their presence. Thus, pre-
processing of images, like removal of highlights, is
avoided. Our approach is general as it is not limited
to any specific reflectance model, or correspondence
scheme.

2. Reflection Mechanisms

Surfaces exhibit two forms of reflectance—diffuse and
specular. Diffuse reflection occurs due to subsurface
scattering of light. It is often assumed to be Lambertian,
an assumption shown to be incorrect for surfaces
with macroscopic roughness (Oren and Nayar, 1994).
Nonetheless, the change in diffuse component with
viewing direction is generally much less pronounced
than that in the specular component.

2.1. Specular Reflection

Specular reflection occurs at the boundary between sur-
face and medium. It comprises of two components—a
spike and a lobe (Nayar et al., 1991). We do not deal
with surfaces smooth in comparison to wavelength of
incident light as they are rare in real scenes. Hence,
specular reflection refers to the lobe only. The lobe
spreads in directions other than and including the spec-
ular direction, the width of its distribution depending on
surface roughness. This is described by the Torrance-
Sparrow model (Torrance and Sparrow, 1967) as out-
lined below.

A surface is viewed as a collection of planar mi-
crofacets, each behaving like a perfect mirror. A rough
surface can be modeled using a probability distribution
for the slopes of the microfacets. The slope distribu-
tion model uses a parameterσ which represents surface
roughness. A smoother surface is characterized by a
lower value forσ . Using this surface model, the spec-
ular intensityIs at any point was shown as:

Is = KsF G

n̂ · v̂ exp

(
− 1

2σ 2
(cos−1(ĥ · n̂))2

)
(1)

ĥ = v̂ + ŝ

‖v̂ + ŝ‖
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wherev̂, ŝ and n̂ are unit vectors pointing along the
viewing, source and normal directions, respectively;ĥ
is the bisector of̂v andŝ, G is the Geometrical Atten-
uation Factor, andF is the Fresnel’s coefficient.Ks

accounts for the gain of the sensor measuring intensity,
the source strength, normalization factors of the expo-
nential, and the reflectivity of the surface. From (1), it
can be deduced that: (a) when the surface is smooth,
the distribution ofI s is concentrated in a small region
around the specular direction, and (b) as the surface
becomes rougher, the peak value ofI s decreases and it
widens.

2.2. Implications for Stereo

The total image intensityIt for any point in the scene
is given by the sum of diffuse and specular intensity
components. Due to variation in each component with
viewing direction, the total intensities of corresponding
points in the stereo images are different. But, since
the change in diffuse component is much smaller than
the change in specular component, it follows that the
overall intensity differenceIdiff is approximately equal
to the difference in specular intensities:

Idiff =
∣∣I1

s − I 2
s

∣∣ (2)

where,I 1
s andI 2

s are the specular intensities of the point
in the two stereo images. We assume the scene is il-
luminated by a light source whose direction is fixed
but unknown, the gain of the stereo cameras are iden-
tical while obtaining the images, and the response of
each camera is linear with respect to scene radiance.
Idiff varies over the scene as the surface normal and
roughness are generally not constant. Local variance
of Idiff (in a window, for example) could be large if
the viewing directions are chosen arbitrarily, resulting
in wrong matches while computing stereo correspon-
dence using linear correlation measures like the sum of
squared differences or correlation.

Figure 2 shows a binocular stereo configuration op-
erating at a point with some surface roughness. The
question then is: How far apart can the viewing vec-
tors be located beyond whichIdiff exceeds a threshold?
This upper limit is bound to be smaller for smoother sur-
faces since an equivalent change in viewing direction
can cause a comparatively large change inI s (Eq. (1)).
We seek to ascertain this limit independent of surface
normal and source direction since these are indeter-
minable except in highly structured environments.

Figure 2. A binocular stereo configuration. Note that the specular
intensity is different in the two sensors.

3. Vergence

We discuss how specular intensity difference at scene
points can be affected by camera parameters. When
points are projected orthographically, as shown in
Fig. 3, corresponding rays are parallel to their respec-
tive optical axes. Thus, the angle between projected
rays from all points in the scene can be simultane-
ously varied, by changing camera vergenceβ alone.
θv is termed aspoint vergence. Point vergence is a
controllable parameter, independent of surface nor-
mal, and affects specular intensity difference at scene
points. The relation between point vergence and cam-
era vergence for orthographic projection is simply,
θv = β = β1 + β2. In the case of perspective projec-
tion, viewing direction at each point in the scene, varies
with respect to either viewpoint, i.e., point vergence
varies across the scene. To define a single controllable
parameter which affects specular intensity differences
over the scene, point vergence can be averaged over

Figure 3. Point vergence and camera vergence under orthographic
projection.
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a workspace which could be the entire stereo field of
view. If the workspace is defined explicitly in world co-
ordinates, then a relation can be obtained between the
mean value of point vergence and baseline. Therefore,
the baseline indirectly controlsIdiff over the workspace.
Alternatively, the minimum value of the point vergence
over the workspace could be chosen.

Vergence is related to depth resolution, an impor-
tant design parameter. Depth accuracy, and hence
resolution, are limited by spatial image quantization
amongst other factors. The depth resolution attainable
at any point is directly proportional to vergence (see
Appendix A.1), assuming quantization is the primary
cause for matching errors. Achieving maximum depth
resolution therefore conflicts with the requirement of
minimizing intensity difference over the scene.

4. Binocular Stereo

Determining maximum acceptable vergence in the
presence of specular reflection can be formulated as
a constrained optimization problem, as described be-
low. We use a coordinate system (Fig. 4) with every
scene point mapped to the originO, and its surface
normal is described by a unit vectorn̂ pointing away
from O.

The aim is to attain maximum vergence in order to
achieve best depth resolution. Hence, a suitable objec-
tive function fobj is:

fobj = v̂1 · v̂2 (3)

Figure 4. Coordinate system used for the stereo problem. Each
scene point is mapped to its originO.

To limit intensity difference at every scene point, the
following constraint (c1) is imposed:

Idiff < T (4)

whereT is a threshold. From a statistical perspec-
tive, restricting Idiff amounts to limiting variance of
specular intensity difference in any local region (see
Appendix A.2). The cameras are restricted to lie in the
positivex-z plane, and tilt symmetrically about thez-
axis. These constraints (c2) can be expressed as:

v̂1 · ĵ = v̂2 · ĵ = 0

v̂1 · k̂ = v̂2 · k̂ > 0 (5)

where î , ĵ and k̂ are unit vectors along thex, y and
z axes, respectively. To avoid grazing incidence and
viewing angles, constraints (c3) are imposed:

v̂1 · n̂, v̂2 · n̂, ŝ · n̂ > 0 (6)

The optimization problem can now be stated:

Minimize : fobj

subject to constraints :(c1, c2, c3) (7)

Note that the dot product of the two viewing vec-
tors represents the cosine of point vergence. Therefore,
minimizing the dot product amounts to maximizing
vergence. The variables arev̂1, v̂2, ŝ and n̂. Solving
the above problem, the optimal viewing directionsv̂opt

1
and v̂opt

2 and hence the optimal vergenceθopt
v , can be

obtained independent ofŝ andn̂.
To demonstrate a particular solution, the expression

for specular intensity given by (1) is used in constraint
(c1). Dividing both sides byKs, the constraint can be
written as:

Idiff/Ks < T/Ks (8)

It can be seen thatT/Ks is an independent parameter
which we call therelative threshold. Roughnessσ
is also unconstrained because surfaces in the scene are
unknown. Thus, theoptimal vergenceθopt

v is a function
of surface roughnessσ and relative threshold T/Ks.

The optimization problem is solved numerically and
the relationship obtained betweenθopt

v , σ andT/Ks is
shown in Fig. 5. The salient features of this relationship
are:

• The optimal vergence increases with roughness. The
reason is thatIdiff weakens with increasing roughness
allowing larger vergence. The surface progressively
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Figure 5. Graph illustrating the relationship between roughness,
relative threshold and optimal vergence.

behaves in a diffuse manner, and thus the effects of
specular reflection on matching diminish.
• The optimal vergence also increases with relative

threshold. This is perceivable because a larger thresh-
old permits larger variation inI s.

The monotonically increasing relationship of
vergence with roughness implies that if the lowest
roughness value in the scene is known, then the cor-
responding optimal vergence can be used for stereo.
Arguing similarly, a conservative lower bound for the
relative threshold is sufficient to configure a system that
produces low intensity difference for all scene points.
Variations to the general problem can now be consid-
ered by modifying the constraints, however, the ap-
proach for determining the optimal stereo configuration
remains unchanged. For example, the normal vectors
at all points could be constrained to lie in one plane,
like those of a cylinder.

Since we do not have a closed-form expression for
optimal vergence in terms of relative threshold and
roughness, we pursued a functional approximation. If
θ̃

opt
v approximatesθopt

v , then

θ̃opt
v =

a (T/Ks)
2 σ 2

(T/Ks)2+ bσ 2
(9)

wherea andbare constants obtained numerically using
the Levenberg-Marquardt algorithm. Figure 6 illus-
trates the fitting of vergence data to the approximating

Figure 6. Graph illustrating fitting of vergence data to the approxi-
mating function. The solid line indicates the approximating function
and the dots indicate vergence data.

function for the given value ofσ . The vergence data was
obtained by solving the optimization problem (Eq. 7)
numerically.

To make the relationship in Fig. 5 usable, a cor-
respondence measure is required that is sensitive to
changes in relative threshold and degrades gracefully.
The normalized correlation coefficient(NCC) mea-
sures the degree of linear relationship between inten-
sities in image windows. It is invariant to scaling of
the intensities in the windows. With matching win-
dows W in the two images, each containingN pix-
els and having intensitiesI (i, j )1 and I (i, j )2 , NCC = 1
if I (i, j )1 = I (i, j )2 , (i, j ) ∈ W, i.e., if the corresponding
surface is Lambertian. However, due to specular reflec-
tion the intensities are not equal, hence NCC deviates
from 1. The deviation is proportional toE, where:

E = 1

N

∑
(i, j )∈W

(
I (i, j )1 − I (i, j )2

Ks

)2

assuming that all points in each window are identically
scaled in specular intensity byKs. Since we limit in-
tensity difference at all corresponding points byT , it
follows that E < (T/Ks)

2; thus, NCC is sensitive to
changing relative threshold. A closely related metric,
the sum of squared differences (SSD), can also be made
sensitive to variations in relative threshold, instead of
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absolute threshold, by normalizing using the maximum
intensity in the window.

The exact value of the relative threshold when
mismatches begin to occur, the breaking threshold,
depends on diffuse texture of the surface which are
diverse, making its estimation a hard problem. Note
that this problem is inherent to stereo matching, and
it is only natural that the threshold appears in our
formulation. Adopting a conservative lower bound
for the relative threshold results in small vergence
which in turn implies poor depth resolution. We will
show that the problem is mitigated by using trinocular
stereo.

5. Experiments

We illustrate the effect of vergence on stereo match-
ing using surfaces with different roughness. For these
experiments, we use a 5 degree of freedom SCARA
(Adept) robot (see Fig. 7). The end-effector is equipped
with a camera to obtain different viewing directions.

We use two uniformly rough cylindrical objects
wrapped with different surfaces (see Fig. 8); a gift
wrapper and a roughened xerox quality paper. Their
surface roughness was measured (Bhat and Nayar,
1994), and the values obtained areσ = 3.5◦ and
σ = 6.3◦, respectively. The differing roughness can
be also be seen from the object images.

In order to use approximately the same relative
threshold, similar random patterns on the surfaces
were marked. Images obtained at equal angles about
thez-axis are matched along scanlines containing tex-
ture. We have imposed the scanline epipolarity con-
straint by ensuring that the robot moves in thex-zplane
only, and by using imaging optics that approximates
orthographic projection. For each surface, depth ob-
tained along a scanline at different vergences is shown
in Fig. 7. It can be seen that for each surface large depth
errors are computed at larger vergence: 8.0◦ and 11.0◦

respectively, although a higher vergence is acceptable
for the rougher surface. For the smoother surface, mis-
matches are confined to the highlight region over which
the variation ofIdiff is large.

6. Trinocular Stereo

While binocular stereo as described earlier is viable
in structured environments where surface roughness
can be estimated, it is not practical in general scenes.
Further, if the vergence corresponding to the lowest

roughness estimate in the scene is used, then the depth
resolution obtained for rougher surfaces is suboptimal.
Thus, we seek an alternative scheme.

Figures 9(a)–(c) show schematics of a trinocular sys-
tem configured such that the intensity difference at a
point, with varying surface roughness, is constrained
to a threshold inat leastone pair of views. There-
fore, depth of the point can be accurately computed
in at least one stereo pair, regardless of surface rough-
ness. While the configuration need not be limited to
three sensors, increasing the number of sensors makes
stereo implementation cumbersome.

We analyze a planar symmetric trinocular stereo sys-
tem (Fig. 9(d)) withα as a single configurable parame-
ter. Other configurations too can be used, for example,
a non-planar system in which one sensor is placed at
each corner of an equilateral triangle. But we choose
the planar system since it is simple. Hence, the follow-
ing geometrical constraints (d1) hold:

v̂1 · v̂2 = v̂2 · v̂3

v̂m · k̂, v̂m · n̂, ŝ · n̂ > 0

v̂m · ĵ = 0, m= 1, 2, 3 (10)

For any scene point,Idiff must not be too large in at least
one stereo pair. This constraint (d2) can be expressed
as:

∃(i, k)(∣∣I i
s−I k

s

∣∣ < T
)
, k 6= i, 1≤ i, k ≤ 3 (11)

Note that the two views which satisfy the above con-
straint can change from one scene point to the next.
Therefore, if the constraint is satisfied for all scene
points, then conceivably an algorithm can be designed
that switches between different stereo pairs to construct
a complete depth map.

We analyze the following problem: Determine those
values of the parameterα which satisfy the constraints
d1 andd2. Like in the case of binocular stereo, the
relative thresholdT/Ks and the roughnessσ are free
parameters. The problem is solved numerically, and
Fig. 10(a) illustrates the corresponding solution space
(α vs. σ ) for a given value ofT/Ks. The unshaded re-
gion marked A denotes unacceptable vergences while
the shaded region represents acceptable vergence val-
ues. Notice that allα > αopt (Region B) are accept-
able values for any roughness value. In other words,
αopt denotes that vergence beyond which it is ensured
that the intensity difference does not exceed the chosen
value of threshold in at least one pair of views for any
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(a)σ = 3.5◦ (d) σ = 6.3◦

(b) θv = 8.0◦ (e) θv = 11.0◦

(c) θv = 6.0◦ (f) θv = 9.0◦

Figure 7. Effect of varying vergence on correspondence. (a)–(c) Image of the object with gift wrapper surface and depth obtained along a
scanline using the vergence values shown. (d)–(f) Image of the object with rough xerox paper surface and depth obtained along a scanline using
the vergence values shown. Notice that for both surfaces, depth is incorrectly recovered at larger vergence, although a relatively higher vergence
is acceptable for the rougher surface.
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(a) (b)

Figure 8. The experimental setup. (a) Diagram of a robot with a camera fixed to its end-effector. (b) A photograph of the setting.

scene point. This is true for arbitrary surface rough-
ness. αopt is termed as theminimum acceptable ver-
gence. Figure 10(b) illustrates the variation ofαopt with
T/Ks. The monotonically decreasing relationship sug-
gests that a conservative lower bound forT/Ks will
provide good depth resolution unlike binocular stereo.
Another advantage of this approach is that the depth
resolution obtainable is greater than its binocular coun-
terpart for smoother surfaces sinceαopt is much higher
than the correspondingθopt

v . Finally, note that the binoc-
ular stereo solution is subsumed herein.

7. Reconstruction

We describe an algorithm for matching three views ob-
tained using a configuration withα > αopt. The three
designated stereo image pairs are, (L , R), (C, R) and
(L ,C). The essence of the algorithm lies in determin-
ing which stereo pair provides a “good” depth estimate
for any point in the scene.

To evaluate goodness of a match, the following con-
fidence tests are used: (i)C1: Compare the NCC value
obtained with a predefined threshold. Only if the nor-
malized correlation value is higher, accept the match.
At a wrong match, texture and shading between the
windows being different, similarity is expected to be
poor. (ii) C2: Let I1 and I2 denote two stereo images.
If xb is the current match in imageI2 for pixel xa in I1,
then reverse the search and find the corresponding pixel
for xb by searching inI1. This match must coincide
with xa if xb andxa are corresponding points. How-
ever, both tests will work only when there is sufficient

albedo variation on the surface since they are based on
window similarity. If there is no significant albedo vari-
ation, then a specular region of one image would match
the specular region of the other with high NCC value,
though they are truly corresponding. Hence, it would
be not be possible to reject it using testC1. Similarly,
testC2 would not be able to reject a match between
two specular regions. Therefore, an alternate testC3
(Ching et al., 1993) using the monotonicity constraint
could be adopted: (iii)C3: The relative ordering of
projections of scene points along the epipolar lines in
the two images must be preserved. To keep the algo-
rithm simple, we discuss it using testsC1 andC2, but
is easy to incorporateC3 (or for that matter any other
confidence test).

Algorithm

• Step 1. Initialize the current stereo pair to(L , R).
The reason for choosing this pair is that it yields
maximum vergence thereby providing good depth
resolution.
• Step 2. Choose pixelxL in L with adequate sur-

rounding texture.
• Step 3.For the pixelxL , do

— Find a matching pixel inR. Using confidence
testsC1 andC2, evaluate the goodness of match.
If the match is good, compute depth and go to
Step 2. If not, the current stereo pair(L , R)
cannot be used for matching pixelxL , and hence
perform the following step.
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(a)σ = σ1 (b) σ = σ2

(c) σ = σ3 (d)

Figure 9. A trinocular configuration illustrated on three surfaces withσ1 < σ2 < σ3. (a)|I 1
s− I 2

s | < T , (b)|I 2
s− I 3

s | < T , and (c)|I 1
s− I 2

s | < T ,
|I 2

s − I 3
s | < T and|I 1

s − I 3
s | < T , (d) layout of the system with sensors labeledL ,C, R.

(a) (b)

Figure 10. The trinocular stereo solution space. (a)α − σ plot with relative threshold(T/Ks) = 0.06. RegionB denotes the regionα > αopt

where all vergences are acceptable. (b) Variation ofαopt with T/Ks.
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— Set (L ,C) as the current stereo pair, and find
the corresponding pixel forxL in C. Evaluate the
confidence of matching usingC1 andC2. If the
match is good, then compute the corresponding
pixel xR in imageRby transformation. Compute
depth usingxL andxR and go to Step 2. If the
match is not good, then the current stereo pair
too has failed to establish correspondence, and
hence perform the following step:

— SetC, R as the current stereo pair. IfS is the
search range, find that pixelxC in C within the
range(xL − S, xL + S) which matches well with
xR in R, and together map ontoxL when trans-
formed into the image coordinate system ofL.
The mapping under orthographic projection is
given in Appendix 10. Thus, we establish con-
sistent correspondence forxL in the three im-
ages. Compute depth usingxL andxR and go to
Step 2. If no such consistent correspondence can
be established, then depth cannot be computed at
point xL , hence go back to Step 2 for processing
the next pixel.

The computational complexity is proportional to the
number of switches between stereo pairs that can take
place in evaluating the complete depth map. If the
surface geometry is known, then the switching se-
quence and the total complexity can actually be evalu-
ated analytically.

8. Experiments

We present trinocular stereo experiments with objects
of different roughness. Here we do not estimate surface
roughness as required in the case of binocular stereo.
Figure 8 shows the photograph of the experimental
stereo setup used. As with the earlier experiments on
binocular stereo, different vergence values are obtained
by moving the camera in a circle about a center close
to which objects are placed.

Figure 11 shows trinocular stereo images of an egg-
shaped object. The object is relatively rough, as is
perceivable from the spread out highlight region. No-
tice that the specular region shifts in the image space
differently from the neighboring texture. The images
were obtained usingα = 7.5◦, i.e., the binocular ver-
gence with the left and right images is 15.0◦. This value
was chosen to keep search ranges relatively small. A
large value forαwill necessitate a coarse to fine match-
ing strategy which we have not implemented currently.

We used a single distant light source in order to keep
the experiments consistent with the theory. The perfor-
mance of the reconstruction algorithm is first illustrated
on one scanline. Figure 12 compares our algorithm
with naive binocular stereo matching (using viewsL
and R). It can be seen that our algorithm works well
demonstrating robustness to specularities. A complete
depth map is shown in Fig. 13.

The second scene (Fig. 14) contains two objects with
different surfaces: a vase shaped object whose rough-
ness varies over the surface, and a cylindrical object
with unknown roughness. Again,α = 7.5◦ was used to
capture the trinocular images. Figure 15 illustrates the
depth map of the scene produced by the reconstruction
algorithm. The experiments demonstrate that the al-
gorithm works reasonably well in the case of objects
with different reflectance characteristics, an essential
requirement for a practical stereo algorithm. There are
a few points at which depth is incorrectly estimated es-
pecially at depth discontinuities like the top of the vase,
where window measures like NCC are not robust.

9. Conclusion

We summarize the main results and contributions of
the paper:

• We developed a physically based approach for reli-
able stereo in presence of specular reflection.
• A scene-independent binocular stereo solution was

obtained by minimizing intensity differences at cor-
responding points while maximizing depth resolu-
tion. The solution was shown to be a function of
surface roughness. Hence, this configuration is us-
able in structured environments where roughness can
be assessed.
• Trinocular stereo configurations were derived to ob-

viate the need for surface roughness measurement.
These configurations can be used in scenes con-
taining unknown objects with possibly varying re-
flectance properties.
• We have developed a simple algorithm for recon-

structing accurate depth maps from three views of a
scene that include specular reflections from surfaces
of unknown roughness.

There is a close relationship between the rela-
tive threshold and the measure used for correspon-
dence. Consider a robust correlation measure like in
(Bhat and Nayar, 1996) that is relatively insensitive to
relative threshold, i.e., when the relative threshold
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(a) Left (L) (b) Center (C)

(c) Right (R)

Figure 11. Trinocular stereo images of an egg-shaped object, obtained usingα = 7.5◦. The images are gamma corrected to enhance contrast
for display.

(a) (b)

Figure 12. Depth computed for the egg-shaped object along a scanline, (a) using viewsL and R; and (b) using the proposed reconstruction
algorithm which uses all three views.
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(a) (b)

Figure 13. Depth map of the egg-shaped object scene computed using our algorithm, shown as a (a) surface plot, (b) density plot.

varies in a certain range, the measure remains un-
changed. This is unlike normalized correlation which
changes continuously with relative threshold. Conse-
quently, the breaking threshold value corresponding to
the robust measure would be larger. Therefore, in the
case of binocular stereo, even for smoother surfaces a
larger range of vergence values would be acceptable
with a robust operator. Similarly, in the case of trino-
cular stereo, the optimal vergence would be lower im-
plying a larger range of usable configurations which is
desirable.

Appendix

A.1. Depth Resolution and Vergence

Below, we express the depthz of any pointP(x, z) in
the scene with respect to the world coordinate system
when the cameras (Fig. 3) tilt equally about thez axis.
Let xl andxr be the projections of the point on the left
and right image planes. The distanceO1O and O2O
are represented byL1 andL2, respectively. The depth
z of P is:

z= (L1+ L2)− (xl − xr)
(

secβ2
)(

2 tanβ2
) , β < π (A1)

Two quantities to estimate depth resolution are the
absolute range error (Verri and Torre, 1986) and the ex-
pected range error (Rodriguez and Aggarwal, 1988).
Here, the absolute error1z is used that is given by:

1z=
∣∣∣∣ ∂z

∂xl

∣∣∣∣1xl +
∣∣∣∣ ∂z

∂xr

∣∣∣∣1xr +
∣∣∣∣ ∂z

∂β

∣∣∣∣1β (A2)

1xl and1xr represent errors due to matching inaccu-
racies and quantization.1β represents error in cam-
era vergence due to mechanical defects and improper
calibration of the cameras. If we assume that error in
camera vergence is negligible, then1β = 0. Further,
if matching is achieved to pixel accuracy, then depth
errors are primarily due to quantization. Using (A1)
and (A2), the depth error can be expressed as:

1z

(1xl +1xr)
= 1

2 sin β2
= 1

2 sin θv2
(A3)

where the term,(1xl + 1xr), represents correspon-
dence error due to quantization. From (A3), it follows
that the absolute depth error is inversely proportional
to vergence. In other words, depth resolution increases
with increasing vergence.
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(a) Left (L) (b) Center (C)

(c) Right (R)

Figure 14. Trinocular stereo images of a scene with two objects of different roughness, obtained usingα = 7.5◦. The center of the cylinder
and the vase-shaped object exhibit significant specular reflection.

A.2. A Statistical Interpretation

The reason for minimizingIdiff can be viewed in a statis-
tical sense. We use the following model for the images
in one dimension (Matthies, 1992):

I1(x) = Id(x)+ Is1(n(x))

I2(x) = Id(x + dm(x))+ Is2(n(x))

where Id(x) corresponds to the diffuse component,
Is(n(x)) refers to the specular component,n(x) is the
surface normal of the scene point projected asx, dm

is the disparity at pointx. Because the surface nor-
mal varies randomly, we model the specular intensity
difference between corresponding points as a random

variable, and for simplicity we choose a uniform dis-
tribution as given by:

g(Idiff = |Is1− Is2|) = 1

T
, 0≤ Idiff ≤ T (A4)

where the chosen viewing directions decide the thresh-
old T .

To compute disparity at any pointxi in the left image,
we use the absolute values of the differences between
point intensities in windows, for each candidate dispar-
ity. The distance (error) between two windows being
matched is expressed as:

ê(xi ; d) = [e(xi +1x1; d), . . . ,
e(xi +1xk; d), . . .]

e(xi +1xk; d) = |I1(xi +1xk)− I2(xi +1xk + d)|
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(a) (b)

Figure 15. Depth map of the two object scene computed using our algorithm, shown as a (a) surface plot, (b) a density plot.

where1xk represents pixels in the windows,d is the
candidate disparity assumed constant aroundxi . Under
the distribution model adopted (Eq. (A4)) for intensity
differences, the conditional p.d.f. ofê (the likelihood
function) at the correct correspondence estimated by
d0 is:

f (ê | d = d0) = 1

T N

whereN is the number of pixels in a window.
Note that the true disparitydm could be different

from d0 because the latter is being estimated from dis-
crete images. To increase the probability of obtain-
ing the correct estimated0, T must be minimized, i.e.,
minimizing T amounts to maximizing the likelihood
function f .

A.3. Correspondence in Trinocular Stereo

Here we relate thex-coordinates of the projections of
a point on the three stereo images. Figure A.1 shows
orthographic projections of a pointP(x, z) on the im-
agesL, R andC. The projections are denoted byxL ,
xR andxC, respectively.

The depth ofP, the z component, in the world
coordinate system (which coincides with the image

Figure A.1. Correspondence of a scene point in the three images
under orthographic projection.

coordinate systemC) is given below, with the stereo
pair used being indicated in superscripts:

z(L ,R) = B+ xR−xL
cosα

2 tanα

z(L ,C) = B+ 2
(
xC − xL

cosα

)
2 tanα

z(R,C) = B+ 2
( xR

cosα − xC
)

2 tanα
(A5)
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whereB is the distanceO1O2. Equatingz in the above
relations,

xL = 2xC cosα − xR (A6)
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