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Embedded systems often include a traditional processor capable of executing sequential code, but
both control and data-dominated tasks are often more naturally expressed using one of the many
domain-specific concurrent specification languages. This article surveys a variety of techniques for
translating these concurrent specifications into sequential code. The techniques address compiling
a wide variety of languages, ranging from dataflow to Petri nets. Each uses a different method, to
some degree chosen to match the semantics of concurrent language. Each technique is considered
to consist of a partial evaluator operating on an interpreter. This combination provides a clearer
picture of how parts of each technique could be used in a different setting.

Categories and Subject Descriptors: D.3.2 [Programming Languages]: Language Classifi-
cations—concurrent, distributed, and parallel languages; D.3.3 [Programming Languages]:
Language Constructs and Features—concurrent programming structures; D.3.4 [Programming
Languages]: Processors—compilers, code generators, and optimization; F.1.1 [Computation by
Abstract Devices]: Models of Computation
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1. INTRODUCTION

Although finding parallelism in a sequential program is useful when compiling
it to a parallel machine, embedded software often needs to be translated in the
other direction. Because an embedded system often responds to and controls
multiple, concurrent physical processes, it is natural to describe these systems
concurrently using one task per process. Yet these systems are often imple-
mented using a single processor to reduce cost, so it is necessary to simulate
the concurrency in software.

Simulating concurrency is traditionally the responsibility of an operating
system. Timesharing operating systems strive for fair scheduling [Silberschatz
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Table I. Languages Compiled by Techniques Discussed in this Article

Language Concurrency Specification Style Communication
Esterel Single-rate synchronous Imperative Synchronous broadcast
Lustre Single-rate synchronous Declarative Synchronous broadcast
Verilog Discrete-event Both Memory and events
C None Imperative Memory
Picasso C Asynchronous Imperative Rendezvous
FlowC Asynchronous Imperative Buffered FIFOs
SDF Rational-rate synchronous Declarative Buffered FIFOs

and Galvin 1998; Tanenbaum 1992]; real-time operating systems aim to meet
deadlines by running higher-priority processes in favor of lower-priority ones
[Briand and Roy 1999; Labrosse 1998]. Using an operating system is appropri-
ate for general-purpose computers designed to handle arbitrary applications,
but can be wasteful for fixed-function embedded systems because of the time
spent scheduling and context switching.

This article surveys an alternative approach that trades flexibility for effi-
ciency: techniques that compile concurrent languages into sequential procedu-
ral code that can be executed on general-purpose processors without operating
system support. By restricting and analyzing the behavior of the system before
it runs, most overhead can be avoided, producing a faster, more predictable
system. Lin [1998] showed an eightyfold speedup on one example.

Compiling concurrent specifications into sequential code has applications
outside embedded software. Most digital hardware designs, which are highly
concurrent, are first simulated on sequential computers before being fabricated
to check for errors. Also, certain code-motion optimizations are more easily seen
in a concurrent representation generated from a sequential one.

This article discusses 10 fairly different techniques for compiling concurrent
programs into sequential ones. The techniques are, for the most part, not inter-
changeable since each depends greatly on the particular concurrent language
being compiled. As a result, this article does not attempt to make quantitative
comparisons of the efficiency of these techniques. The remainder of this sec-
tion compares the techniques by viewing them from different perspectives: the
languages being compiled, their styles of communication, the code-generation
approach of each technique, the concurrent model it uses, and finally the se-
quential model ultimately generated by each. After this, Sections 2 through
11 contain detailed descriptions of each technique, each centered around an
example specific to the language being compiled. Table II lists the techniques.
Finally, Section 12 presents conclusions.

1.1 The Languages

The 10 compilation techniques discussed in this article work on the seven
languages listed in Table I. The most significant difference among these lan-
guages is their model of concurrency. Esterel [Berry and Gonthier 1992] and
Lustre [Caspi et al. 1987] are members of the synchronous family of languages
whose semantics are based on a synchronous model of time like that used
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in synchronous digital hardware. A system in this formalism is composed of
concurrently running processes synchronized to a single global clock. The local
time of each process advances in lockstep with this global clock and hence with
every other process. Halbwachs [1993] provides an overview of this class of
languages; Benveniste et al. [2003] describe how these languages have evolved
over the last 12 years.

Verilog, the only language in this list specifically designed to model hard-
ware, uses the discrete-event model of concurrency. Intended to model concur-
rent events that take prescribed amounts of time, the discrete-event model also
assumes a single global clock, but unlike Esterel and Lustre, the Verilog model
is able to schedule each event at an arbitrary (simulated) time in the future.
Discrete-event simulators are usually implemented with a single event queue
that orders events by the simulated time at which they are meant to occur. Sim-
ulation consists of picking the most immediate event from this queue, executing
it, and advancing simulated time. This model is richer than the synchronous
one, but also more difficult to analyze and execute efficiently.

The literature on discrete-event simulation is vast (perhaps hundreds of
books and thousands of articles) and dates back to at least the mid 1960s
[Ulrich 1965, 1969]. Ironically, although discrete-event simulation is well suited
to simulating concurrent systems, parallel computers are ill suited to running
discrete-event simulations. This problem remains an active area of research
and has been so for over 20 years [Fujimoto 1980; Madisetti et al. 1991].

The languages in this article include C and two variants. Picasso C
(Section 10) represents a system as concurrently running processes running
asynchronously. Each process is written in C augmented with statements for
rendezvous communication (see Section 1.2). FlowC is similar, but communi-
cation between processes is done through unbounded first-in, first-out buffers
(FIFOs), requiring even less synchronization. Perhaps the most unique tech-
nique in this article is based on the program dependence graph (Section 4). This
finds concurrency in standard sequential C (surprisingly, some is easy to find)
to expose opportunities for reordering instructions.

The final language on the list, synchronous dataflow (SDF), also models sys-
tems as concurrent processes that communicate through buffered FIFO chan-
nels, but unlike Picasso C and FlowC, places strong restrictions on how and
when this communication takes place. Specifically, it forces the behavior of
each process to be a sequence of firings; when a process fires, it consumes and
produces the same number of data tokens on each FIFO. This is a more restric-
tive model, because it prohibits data-dependent communication behavior, but
its simplicity enables a less expensive scheduling technique. See Lee and Parks
[1995] for an overview of this philosophy.

This list includes both imperative and declarative languages. Only two of
the languages, SDF and Lustre, are declarative, perhaps because they focus
exclusively on the movement of data and do not attempt to define sequenc-
ing. The remaining languages (Esterel, Verilog, and C variants) are imperative
and describe sequencing. Verilog also supports a mix of Lustre-like declara-
tive dataflow and imperative C-like constructs, both of which prove useful in
modeling digital hardware.
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1.2 The Communication Styles

The model of communication used in each language has a substantial effect on
how it can be analyzed, compiled, and otherwise manipulated. This is under-
standable: interprocess communication generally dictates the order in which
concurrent processes must execute.

The languages here embody two communication styles. Esterel, Lustre, and
to a lesser extent, Verilog and C use broadcast communication: a process sends
an unaddressed communiqué (i.e., without specifying which process is meant
to receive it) and the information it contains may either be ignored or retrieved
by one or more processes. Assigning a variable in C or writing to a reg in
Verilog places a value in memory that persists until changed. By contrast, the
presence of an emitted signal in Esterel or the value of a signal in Lustre
only persists during a single clock cycle; everything is recomputed in the next
cycle.

The other group of languages, Picasso C, SDF, and FlowC, guarantees deliv-
ery of information by either waiting for the receiver before the transmitter can
proceed (Picasso C) or by buffering it (SDF and FlowC). The former technique—
rendezvous—is the cornerstone of Hoare’s [1985] communicating sequential
processes and tightly couples communication and synchronization. Rendezvous
communication can be thought of as taking place through a “zero-place” buffer;
that is, that the sender must wait for the receiver to grab the information before
proceeding. SDF and FlowC, by contrast, assume unbounded-length buffers,
meaning that a sender can place information in the buffer without waiting for
the receiver to retrieve it; the data remain in the buffer until read.

The contrast between these two styles of communication is dramatic. Syn-
chronous models tend to be finite state and lend themselves to analysis with
automata-based techniques. The buffer model is superior for describing mul-
tirate behavior, that is, when different parts of the system must operate at
different, possibly unrelated rates. However, this flexibility tends to result in
a more challenging scheduling procedure: managing buffer sizes becomes the
main focus. SDF severely restricts communication behavior to make it rela-
tively easy to predict buffer sizes a priori, its key advantage. Both the FlowC
and Picasso C compilers allow data-dependent communication behavior that
must be analyzed to bound buffer sizes, a much more costly procedure.

1.3 The Techniques

Table II lists the different compilation techniques presented in this article and
also serves as a table of contents. The technique in each section differs from the
technique in the previous section in some fundamental way, such as its model
of concurrency or source language.

Each of the techniques translates its source language into a particular con-
current intermediate representation, then uses some scheduling procedure to
synthesize a sequential representation from it. Different concurrent represen-
tations produce different trade-offs among expressibility (i.e., some languages
are very awkward to translate into certain representations), analysis complex-
ity, and speed of generated code.
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Table II. Compilation Techniques Described in this Article

§ Language Technique Concurrency Model Sequential Model Specialized w.r.t.
2 Esterel V5 Logic network Levelized network Schedule
3 Esterel EC CCFG CFG Schedule
4 C, etc. PDG to CFG PDG CFG Schedule
5 Esterel SAXO-RT Event graph Event sequence Schedule
6 Verilog VeriSUIF Event graph Looped sequence Event queue
7 Esterel V3 CCFG FSM of CFGs State, signals
8 Lustre Equation network FSM Boolean variables
9 SDF Block diagram Looped sequence Schedule
10 Picasso C Petri net FSM of CFGs State, schedule
11 FlowC Petri net FSM of CFGs State, schedule

The Esterel V5 compiler (Section 2) uses a simple concurrent intermediate re-
presentation,acombinational logicnetwork,and levelizes it toproduceasequen-
tial representation that amounts to a sequence of assignments. This approach
admits a simple scheduling procedure because of its easily analyzed concurrent
representation, but it does not generate very efficient code because combina-
tional networks are difficult to simulate efficiently on sequential processors.

To produce more efficient code, the EC Esterel compiler (Sectoin 3) uses
a concurrent intermediate representation whose semantics are closer to that
of sequential processors: a concurrent control-flow graph. The compiler then
translates this to sequential code by abstractly simulating it and adding code
that simulates context switches. Although this produces much faster code than
the V5 compiler, the procedure is more complex and the generated code has
more overhead.

The program dependence graph (PDG, see Sectoin 4) is an even more abstract
representation of concurrent control- and dataflow. Its synthesis procedure is
very complicated—it determines implication relations among nodes by prop-
agating information around the graph—but the representation allows many
clever program transformations.

The concurrent representations used by the the V5, EC, and PDG techniques
each contain mechanisms for scheduling something to happen immediately (i.e.,
soon after the scheduling event), but the Esterel language also has the ability
to schedule events in both the current clock cycle through normal sequencing
and in the next cycle through statements such as pause that explicitly consume
clock cycles. The event graph in the SAXO-RT compiler (Sectoin 5) unifies these
two types of scheduling actions in a single graph. The generated code maintains
a scoreboard that records which events (short code fragments from the source
program) remain to be executed in the current cycle and which are scheduled
for the next. Execution consists of stepping through this scoreboard in an order
determined at compile time.

The Verilog language has the ability to schedule events at arbitrary times
in the future. Such discrete-event models are usually simulated with a time-
ordered event queue, but for efficiency the VeriSUIF compiler (Section 6) at-
tempts to statically determine the behavior of this event queue to eliminate
as many run-time decisions as possible. Although few models behave simply
enough to allow this to be done completely, most simulations of digital hardware
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are highly periodic due to the presence of periodic clocks driving computational
elements with fixed delays. In the end, VeriSUIF generates code containing an
initialization sequence followed by nested loops that terminate at the end of
the simulation.

The VeriSUIF compiler deliberately keeps the automaton it generates sim-
ple to speed the analysis process and keep the size of the generated code under
control. It treats each event independently and models each as being present,
absent, or unknown and handled at run-time. Although this appears necessary
for a discrete-event formalism, the simpler synchronous models make it fea-
sible to generate more complicated automata by tracking more information at
compile-time.

The Esterel V3 compiler and its derivatives (Section 7) track the points at
which a program may pause between cycles, which can often produce compli-
cated, but still reasonably sized automata. This simulation is exact in the sense
that combinations of program counter values are considered (VeriSUIF consid-
ers everything to be independent). The more complex automata lead to faster
code, but they may be exponentially larger than the source program, which is
often impractical.

Because Lustre is a dataflow language that does not have explicit program
counters, the Lustre compiler (Section 8) instead tracks Boolean-valued signals.
This can produce even more efficient code at the possible expense of even larger
automata. The Lustre compiler employs on-the-fly state minimization to keep
this process under control, but the number of states can still grow exponentially.

The remaining three compilation techniques (SDF, Picasso C, and FlowC)
operate on formalisms that permit asynchronous behavior; Esterel, Lustre, and
Verilog all require their concurrent processes to proceed in lockstep. Such an
assumption makes them easier to analyze, but some problems require parts of
a system to execute at different rates.

The SDF formalism (Section 9) requires processes to execute at rates that are
fractional multiples of each other. For example, an SDF process might execute
at four-fifths the speed of another. Although restrictive, many multirate signal
processing applications fit perfectly in this framework. SDF’s big advantage is
that it is easy to schedule statically: execution rates are established at compile-
time and used to determine a repeating schedule for the system.

Both Picasso C and FlowC use the very flexible Petri net model (described
in more detail below) as an intermediate representation and explore the state
space of their systems to produce a schedule in the form of an automaton.
Picasso C uses rendezvous communication, so buffer sizes are not an issue;
FlowC processes communicate through unbounded buffers, so it also must ana-
lyze buffer capacities. An interesting challenge in these formalisms is choosing
the boundaries of the automaton’s states: Picasso C splits the state space when
loops would occur; FlowC breaks states at points where a decision is necessary.

1.4 The Concurrent Models

The compilation techniques described in this article employ a variety of con-
current intermediate representations. Most languages can be represented in
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many different ways; for example, four compilers for Esterel each use a dif-
ferent representation. Each such representation is a particular abstraction of
the source language; each simplifies certain types of analysis and complicates
others.

A dataflow network may be the simplest concurrent representation. The com-
binational logic network used in Esterel V5 (Section 2) and the equation net-
work in the Lustre compiler (Section 8) are similar: both represent a system as
a directed graph whose nodes represent functions and whose edges represent
data dependencies. Such networks have simple semantics: the behavior of a
system comes from evaluating each node in topological order (i.e., respecting
data dependencies). Such representations are easy to generate and analyze,
but are a poor match for the semantics of a typical sequential processor, lead-
ing to either slow code (e.g., from Esterel V5) or very aggressive analysis (e.g.,
Lustre’s combined state space exploration and minimization algorithm). Both
formalisms prohibit cycles in the dependency graph to guarantee their systems
are functions instead of constraints.

Synchronous Dataflow (SDF, Section 9) extends the dataflow representation
by allowing multirate behavior; that is, instead of each node being evaluated
exactly once per cycle, each is evaluated some fixed number of times to produce
a stream of data instead of a single value. This, coupled with allowing nonzero-
delay cycles in the dependency graph, makes scheduling and executing the
representation more complicated, although all decisions can still be made at
compile-time for efficiency.

A disadvantage of these dataflow specifications, especially when implement-
ing them on sequential processors, is the absence of any notion of control. Every
part of these dataflow systems runs at all times, which may not be necessary.

Control flow enables parts of a system to control whether other parts are
executed. A decision is the most basic form: an input or state of the system may
lead to part of the system being inactive temporarily. Decisions are particularly
efficient on sequential processors because inactive portions of a program can
be skipped with almost no cost.

Control flow is usually represented by a flowchart or control-flow graph, a
directed graph whose nodes represent actions and whose arcs represent how
control is passed between actions. During execution, control is always perform-
ing exactly one action. When that action terminates, control is passed along
exactly one outgoing arc to another action.

The concurrent control-flow graphs employed in the V3 and EC Esterel com-
pilers extend the basic control-flow graph by allowing control to be at multiple
places at once and allowing control to pass along more than one outgoing arc
from special fork nodes. The concurrent control-flow graph in the V3 compiler
(called IC, Intermediate Code, and also used by EC as a starting point) is even
richer, adding more complex synchronization nodes and state-holding primi-
tives to the mix.

Control-flow graphs are a near-perfect match to the behavior of sequential
processors, making their translation into sequential code efficient. Adding con-
currency and other constructs makes the translation more difficult, but the
results are generally better than dataflow models.
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Fig. 1. A Petri net interpreter. Many transitions are often enabled at once, so an interpreter usually
has many choices about how to proceed.

Event graphs are still more complex models that provide more complex
control behavior. The event-graph in SAXO-RT (Section 5) includes arcs that
both activate and deactivate nodes in both the current cycle and the next. The
VeriSUIF event graph (Section 6, Figure 14(b)) includes arcs that activate after
a delay and those that cause partial activation (i.e., for certain nodes to gain
control, each must be activated by two incoming arcs).

Petri nets are perhaps the most flexible concurrent representation known.
More flexible than control-flow graphs (Petri nets subsume them) and less ad
hoc than event graphs, Petri nets have developed a vast literature and many
formal analysis techniques. A good starting point is Murata’s [1989] heroic 40-
page, 315-reference survey. Petri [1962] started it all.

A Petri net is a bipartite directed graph whose nodes are either transitions or
places. Its semantics are deceptively simple (Figure 1): the state of the system
(a marking) is the number of tokens in each place. In each state, a transition may
fire if all of its predecessor places have at least one token. When a transition is
fired, it removes tokens from each of its predecessor places and adds one to each
of its successor places to generate the next state. A Petri net is nondeterministic
when more than one transition can be fired: the semantics say any choice is
valid.

The Petri net formalism is capable of describing sequential, concurrent,
buffering, and rendezvous behavior, so it is a natural representation for proce-
dural code that communicates through buffers or with rendezvous communi-
cation such as Picasso C and FlowC. Transitions represent actions and places
represent control points between instructions.

The synchronous dataflow model can be thought of as a special case of Petri
nets; many results such as the compilation technique of Lee and Messerschmitt
[1987b] based on solving balance equations and state-space exploration for
scheduling are special cases of more general theorems for Petri nets. However,
it is not fair to say work on SDF is completely subsumed by Petri net theory.
Petri nets are almost too general a model, and can be nearly as unwieldy as,
say, Turing machines. Most interesting results have come from restricting the
general Petri net model to make it more tractable; synchronous dataflow and
its variants should be considered important restrictions of Petri nets.

1.5 The Sequential Models and Partial Evaluation

The sequential models generated by the compilers described in this article
all generate automata or variants thereof. This is natural because automata
can be very efficiently converted into machine instructions for sequential
processors and are also a universal way to represent finite-state behavior.
None generate infinite-state objects such as pushdown automata; this follows
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Fig. 2. The flow (a) of an interpreter and (b) of a partial evaluator acting as a compiler.

from the finite-state nature of the input languages (the buffered FIFOs of SDF
and FlowC are required to be bounded in practice). Scheduling infinite-state
concurrent representations into infinite-state sequential ones would probably
be intractable.

Many of the automata generated are particularly simple. For example, the
Esterel V5 compiler (Section 2) generates linear automata by topologically sort-
ing the data dependencies; each automaton state evaluates a single logic gate.
An automaton generated by the VeriSUIF compiler (Section 6) is only a lit-
tle more complicated: it consists of a linear sequence of initialization actions
followed by nested loops of ongoing actions.

Most of the compilers generate much more complicated automata by record-
ing the results of approximate simulation, during which part of the system’s
overall state (e.g., certain variables) is tracked, but other parts of the state are
treated as only knowable at run-time.

Approximate simulation to generate an automaton is more properly con-
sidered a form of partial evaluation, a technique developed in the compiler
community for producing more efficient code (see Jones et al. [1993] for an in-
troduction). Shown in Figure 2(a), a normal interpreter, which could be used to
execute any of the languages in this article, takes a concurrent program and its
environmental stimulus to produce outputs. A partial evaluator (Figure 2(b))
takes two programs, the concurrent program and an interpreter for it, and pro-
duces a third, which can be thought of as a compiled version of the concurrent
program.

In theory, a partial evaluator applied to a fixed interpreter behaves exactly
as does a compiler. Some, such as Hudak [1998], propose this as a general
mechanism for more quickly building compilers, especially for “little” languages
expected to have a limited user community, and some report success in applying
this technique [Thibault et al. 1999].

Although few of the compilers described here contain components that are
clearly interpreters or partial evaluators, conceiving of each compiler as con-
sisting of these two components is useful as it makes it possible to con-
ceptually separate the operational semantics of the concurrent specification
(i.e., the interpreter) from how it is compiled (e.g., the partial evaluator).
This clarifies how parts of the techniques could be combined to produce new
compilers.
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Fig. 3. Using partial evaluation to speed execution: (a) a simple function whose inputs are its
present state and its output is the next state; (b) the results of partially evaluating the function
with respect to the state, propagating constants, and removing dead code. For example, tick11
implements the function when s1 = 1 and s2 = 1; (c) after reencoding the state as a function
pointer.

The partial evaluation techniques used implicitly in these compilers are more
powerful than general approaches because they have been tuned to a particular
interpreter. Such specialization enables optimizations that a general-purpose
partial evaluator would be hard-pressed to find because they require a deep un-
derstanding of the semantics of the concurrent language. Furthermore, these
partial evaluators can rise above interpreter implementation details and con-
centrate on the semantics of the language.

The compilers differ greatly in how aggressively they partially evaluate the
system. Some (e.g., the SAXO-RT compiler in Section 5) generate little more
than hardwired simulators, whereas others attempt to remove all traces of the
interpreter (e.g., the PDG-to-CFG (control-flow graph) translation algorithm in
Section 4) and generate very clean code. How much of the interpreter’s state is
analyzed during compilation is the main differentiator. Analyzing more of the
state usually makes for faster code, but can also cause code bloat and longer
compilation times inasmuch as more cases must be explored.

The most common optimization determines a program’s schedule at compile-
time. Depending on the language, scheduling decisions can be quite costly and
thus are excellent candidates for being performed beforehand.

Figure 3 illustrates how partially evaluating a program with respect to state
variables can improve its execution speed. Many of the compilation techniques
presented here use this general technique to generate efficient code. Figure 3(a)
is the original (sequential) program that uses two state variables s1 and s2 to
control its operation. Partially evaluating the program with respect to these two
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variables while noting that the program can only reach certain combinations
of them produces the three functions in Figure 3(b). This representation still
explicitly passes around the values of the two variables, but this is probably
unnecessary. Reencoding their values with function addresses as in Figure 3(c)
produces even faster code. Here each function returns the address of the next
function to call.

2. COMBINATIONAL LOGIC NETWORKS IN ESTEREL V5

Every compiler described in this article works by translating the high-level
concurrent semantics of the source language into a simpler concurrent inter-
mediate format that is later translated into a sequential mode. It is simpler to
take two steps (complex concurrency to simple concurrency, then simple con-
currency to sequential) than to perform the entire conversion at once.

The compiler presented in this section, the Esterel V5 compiler by Berry
et al. [1992, 1999], uses perhaps the simplest concurrent model of any pre-
sented in this article and hence makes a good starting point. Beginning with
the complex synchronous model of concurrency in the Esterel language, this
compiler first creates a combinational logic network that represents the Es-
terel program’s behavior, then generates sequential code for this using a simple
topological-sort-based scheduling technique.

This approach has mixed success. On the positive side, it scales very well
because the size of the logic network is roughly proportional to the length of the
source and its simple semantics greatly simplify the complex algorithm neces-
sary to handle a difficult class of Esterel programs (those with false dependency
cycles). For these reasons, the V5 approach is currently the most robust. How-
ever, the code it generates can be vastly slower than that from other Esterel
compilers because it is difficult for a sequential processor to efficiently simulate
a logic network.

2.1 Esterel

The Esterel language [Berry and Gonthier 1992; Berry 2000] is a procedural
concurrent language that describes systems synchronized to a single global
clock. In each clock cycle, each sequential process resumes where it paused in
the last clock cycle, communicates with other processes and the environment
through unbuffered signals, and suspends until the next cycle. Signals behave
as wires: they are either present or absent each cycle and their values do not
persist between cycles.

Figure 4(a) shows a simple Esterel program with two concurrent threads.
Meant to model an arbiter for a shared resource, the first thread passes requests
from the environment to the second thread, which responds to requests. The
first thread waits for an I signal before holding the R signal present until the A
signal arrives, at which point it emits the O signal and terminates. The second
thread emits R in response to A in alternate cycles.

Figure 4(b) shows how this Esterel program is represented in the IC (“inter-
mediate code”) format, a control-flow graph (outlined nodes and arcs) hanging
from a reconstruction tree that handles Esterel’s concurrency and preemption
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Fig. 4. (a) A simple Esterel module modeling a shared resource. The first thread generates requests
in response to external requests, and the second thread responds to them in alternate cycles. The
S input resets both threads. (b) The IC graph for the program. The thin lines and outlined nodes
are a control-flow graph with concurrency. The thick lines and solid nodes form the reconstruction
tree, responsible for restarting the program at the beginning of each cycle.

(solid nodes and arcs). Originally designed by Gonthier [1988] for the automata-
based V3 compiler (Section 7), the IC format operates in three phases in each
cycle. In the first phase, control starts at the root node and works its way to-
ward all halt nodes that were reached at the end of the last cycle (this set of
halts encodes the state of the program between cycles). Control splits at fork
nodes to restart concurrent threads. Preemption conditions (e.g., every S) are
tested along the way and may send control elsewhere. In the next phase, pre-
emption conditions have been checked and the threads have resumed running:
control-flows through the control flow portion of the IC graph. Eventually, con-
trol reaches halt or exit nodes and flows back up the reconstruction tree, check-
ing for termination or exceptions (e.g., weak abort). Eventually control returns
to the root node to indicate the program is done for the cycle.
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Fig. 5. The circuit the V5 compiler generates for an Esterel program represented by the IC graph
in Figure 4(b). Registers implement halts, points where the program will restart in the next cycle.
Dashed wires communicate signals; all others represent control. The unusual layout of this circuit
follows the structure of Figure 4(b). Removing the registers leaves the circuit acyclic.

2.2 Translating Esterel into Logic

The semantics of the IC format are complex (see Edwards [2002] for some de-
tails) but can be translated fairly directly into a circuit such as Figure 5. Berry
[1992, 1999] explains how. To understand this circuit, begin at the latches (the
rectangles). Each represents a pause statement, and its output is one if con-
trol reached it in the last cycle. The outputs of these latches feed into a tree of
OR gates (the selection tree) whose structure matches the reconstruction tree,
eventually forming the activation condition for the whole program. This output
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Fig. 6. A fragment of the code generated by the V5 compiler for the circuit in Figure 5. This
comes from generating code for each gate in the circuit ordered by a topological sort of the gates.
The R array contains register values that persist between cycles; the E array holds temporary
intermediates.

activates the S conditional (a pair of AND gates), which either restarts the two
threads or heads back left and then down the reconstruction tree.

A watchdog, such as the one just before the test for I, is implemented with
an AND gate activated when latches below it are set and control has come back
down the reconstruction tree.

The circuitry near each latch can become complicated because it must handle
control from the reconstruction tree, control from normal nodes, and a kill signal
generated when its thread is preempted. The latch to the right of the O output
illustrates this. First, an AND gate controls the reconstruction entry to the
halt. This is ORed with a sequential control wire from the other test of signal A.
Finally, an AND gate with an inverting input disables the latch when its parallel
has been preempted (i.e., when A is present).

Generating code that simulates such a circuit is straightforward: Figure 6
shows such a fragment. It is nothing more than code for each gate listed in
topological order.

2.3 Translation Issues

An IC graph can usually be translated one-to-one into circuitry, but any IC node
executed more than once in a cycle must be duplicated. This occurs in so-called
schizophrenic code, such as Figure 7. The algorithm for this, developed by Berry
[1999], performs a depth-first walk of the IC code that visits each node once per
reincarnation.

The synthesis procedure produces a redundant circuit. For example, the se-
lection tree is redundant because at least one of the latches is always set (the
program never terminates). A traditional area-optimizing logic synthesis pass
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Fig. 7. Schizophrenic code. The present A runs twice in the second cycle: once when the inner loop
is restarted, once after the exit restarts the outer loop.

(see Hachtel and Somenzi [1996] for an introduction) can often remove half of
the circuit because of such redundancies.

What happens when the generated circuit is cyclic? This can only be caused
by communication dependencies since Esterel requires an acyclic control-flow
graph (loops must always contain a pause) and schizophrenia is removed by un-
rolling the circuit. Cyclic communication dependencies can arise in nonsensical
programs, such as

present A else emit A end

Here, A is present only if it is absent: a contradiction. This corresponds to an
inverting loop in hardware that would probably oscillate.

Some cyclic circuits, such as token-ring arbiters, are well-behaved, useful,
and easily expressed in Esterel. Such arbiters are examples of statically un-
stable circuits that are dynamically stable. The presence of a token makes the
circuit stable; the circuit cannot reach any unstable state. Such a program is
considered correct, but showing this requires knowledge of all the system’s
reachable states, a costly computation.

Berry’s gate-based compilers analyze cyclic circuits by exploring their state
spaces symbolically. This algorithm, developed by Shiple et al. [1996], uses
Binary Decision Diagrams [Bryant 1986] to represent the circuit and the set of
states that have been reached. At each step, the algorithm checks the stability
of the circuit in the states reached so far using three-valued simulation (i.e.,
using the values 0, 1, and unknown). Once all the reachable states are identified
and the circuit is known to be stable in all of them, the cyclic portion of the circuit
is resynthesized to remove the cycles. Although this procedure can be costly, it
is the only known technique for handling large cyclic systems.

In the partial evaluation framework, the V5 compiler is trivial; the only
challenge comes in translating Esterel into a combinational logic network. Once
it has been translated, the interpreter is straightforward (evaluate gates in
topological order), and the partial evaluator is similarly simple (generate code
to evaluate each gate). This simplicity suggests there is room to improve this
technique.

The relatively low speed of the generated code (as much as 100 times slower
than other approaches; see Edwards [2002]) is the biggest disadvantage of
translating control into dataflow. The main problem is that the generated code
must do something in every cycle for each program statement, even those that
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Fig. 8. The concurrent control-flow graph the EC Esterel compiler generates for the program in
Figure 4(a). Dashed lines represent data dependencies. Variables s0, s1, s2, and s3 store state
between cycles; e2 holds the exit level of the group of threads. Initially, s0=2 and all other variables
are uninitialized.

do not run in that cycle. Unlike a traditional software compiler, code generated
from a circuit does not skip over inactive portions of the circuit (e.g., the un-
taken branch of a conditional) because zeros that indicate statements do not
run are propagated.

3. CONCURRENT CONTROL-FLOW GRAPHS IN ESTEREL EC

Although the logic netlist representation used in the V5 compiler described
in the last section is elegant and simple, its semantics are not a good match
for sequential processors. In particular, it is pure dataflow; every part of the
circuit/program is assumed to be active and running at all times. This is true for
digital hardware, but is emphatically not true for a sequential processor, which
is only able to perform a few operations at any time. As a result, the generated
code is slow because much time is spent evaluating gates that correspond to
idle portions of the program.

My EC compiler [Edwards 2000] translates an Esterel program into a con-
current control-flow graph (CCFG, Figure 8), which attempts to be a better com-
promise between Esterel’s concurrent semantics and a processor’s sequential
semantics. EC translates an Esterel program into a CCFG, schedules the nodes
in that graph based on control and data dependencies; and walks through the
graph node by node, generating sequential code that saves and restores state
when the system “context switches” between concurrently running threads.
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The result is a sequential control-flow graph (Figure 9(a)) that can easily be
translated into procedural code (Figure 9(b)).

Handling threads that must be interleaved because they communicate back
and forth within the same cycle is the main challenge. Signals R and A in
Figure 4(a) behave this way and require the first thread to execute partially,
relinquish control to the second thread, and return to the first thread.

EC handles these situations by inserting code that performs context switches.
In general, a context switch consists of writing a constant to a variable repre-
senting the program counter of the thread being suspended followed by a mul-
tiway branch on the program counter of the thread being resumed. There are
three such context switches in Figure 9(a).

The first part of the compiler translates IC (Figure 4(b)) into a CCFG
(Figure 8). The main challenges here are inserting conditionals to handle the
semantics of the reconstruction tree and unrolling the graph to avoid loops. The
reconstruction tree and the predicates it tests are translated into identically
structured control-flow. Branching points in the reconstruction tree become
two- or multiway conditionals that test groups of bits in their thread’s program
counter variable.

Using the same routine as the V5 compiler, EC unrolls the IC graph to avoid a
cyclic graph when statements are reincarnated. Although the Esterel language
prohibits single-cycle loops, certain instructions can be executed more than
once in a cycle, which would lead a simple-minded translation algorithm to
generate a loop. The unrolling procedure judiciously duplicates such nodes.
Unrolling the example in Figure 4(a) duplicates the nodes that emit R and
test A.

Once the CCFG has been generated, EC then schedules its nodes, respecting
control and data dependencies. A schedule is simply a topological sort of the
CCFG augmented with data dependencies. Although finding an optimal sched-
ule (i.e., one that minimizes overhead) appears to be NP-hard, a bad schedule
does not cause the code generation procedure to generate substantially worse
code (i.e., the cost is at most quadratic). EC uses a simple-minded depth-first
search to generate the schedule.

Generating a control-flow graph (CFG) from a scheduled CCFG is the most
complicated algorithm in the EC compiler. It steps through the nodes in sched-
uled order and in effect simulates execution of each. In general, simulating a
node consists of copying it and attaching control-flow arcs from all its prede-
cessors. Context switches are more complicated. A context switch is simulated
by attaching to each node that just ran in the thread being suspended a newly
created suspension node that saves the state of the thread and jumps to a mul-
tiway branch that effectively recovers the state of the thread being resumed.
The middle group of nodes labeled “context switch” in Figure 9(a) illustrates
this. Three nodes write different constants into the thread state variable t2
then jump to a conditional that tests the thread state variable t3.

A CFG is fairly easy to translate into C source. Generating a program filled
with goto statements is trivial, but this is hard to read and debug. Instead, EC
attempts to generate structured code by using the immediate postdominator
(see Lengauer and Tarjan [1979]) of each conditional to determine when to
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Fig. 9. (a) The sequential control-flow graph the EC Esterel compiler generates for the program
in Figure 4(a), and (b) the code generated from it. Three context switches (tests and assignments
of t2 and t3) were introduced to interleave the execution of the threads. The symbols a, b, c, x, and
y are arbitrary constants.
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Fig. 10. (a) A short procedure; (b) a control-flow graph for it. True branches are labeled with black
dots; (c) a program dependence graph for it; (d) a truth table listing the conditions under which
F2 and F4 run. Because F4 always runs when F2 does, code for S5 must appear before S6 in the
CFG.

close the sequence of code in the then and else branches of an if statement and
the cases in a switch statement. The result is fairly readable (Figure 9(b)).

In the partial evaluation framework, the interpreter in EC first computes a
schedule for the nodes in the program, then simulates it by stepping program
counters through each thread. The partial evaluator steps through this sched-
ule once, noting where the generated code must explicitly manipulate these
program counters.

4. PROGRAM DEPENDENCE GRAPHS

Like the concurrent control-flow graph in the EC compiler in the last section,
Ferrante et al.’s [1987] Program Dependence Graph (PDG) is another, more ab-
stract representation of concurrent control and data dependencies that strives
to be a good match for sequential processors. Originally designed as an inter-
mediate representation for optimizing compilers for sequential languages such
as C, the PDG (e.g., Figure 10(c)) was designed to remove all nonessential con-
trol dependencies to expose every possible opportunity for instruction reorder-
ing and instruction-level parallelism. For example, a sequence of assignments
with no data dependencies is represented as running concurrently in a PDG.
This section focuses on the algorithms for translating a PDG into a sequential
control-flow graph with equivalent behavior.

A PDG (Figure 10(c)) is a rooted graph whose nodes represent statements,
conditionals, and forks, and whose arcs represent control and data dependence.
The discussion here focuses on control dependence, which is the more challeng-
ing of the two. A fork node executes all its children in arbitrary order. A node is
executed if there is a control path in the PDG from the entry to the node that
is consistent with the conditional statements along that path; for example, if a
conditional on the path is true, the path must go through its true child. As an
illustration, in Figure 10(c), S6 is executed if C1 is true (path: entry→ C1→
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Fig. 11. (a) A PDG with no concise CFG; (b) a truth table listing the conditions under which F1
and F2 execute. Because F1 and F2 can execute both alone and jointly, no concise CFG exists; (c)
one possible implementation. Note that the code for S1 is duplicated.

F3→ F4→ S6), or if C1 is false and C3 is true (path: entry→ C1→ F5→ C3
→ F6→ F4→ S6).

Existing algorithms for translating PDGs into CFGs attempt to construct
concise CFGs, that is, ones in which each PDG node appears exactly once. This
is ideal because it means the concurrency can be simulated with no overhead.
For example, Figure 10(c) has the concise CFG in Figure 10(b). When a concise
CFG exists, an n-node PDG with e edges can be synthesized in O(ne) time,
but implementing other PDGs, such as Figure 11(a), requires code to be du-
plicated or guards to be added. Finding a minimal CFG when no concise one
exists appears to be NP-hard, although heuristics exist. This problem is not
well studied.

The challenge in synthesizing a concise CFG is determining the order in
which a fork’s subgraphs should execute based on constraints imposed when
only some subgraphs may execute. Although all the subgraphs under a fork
node run when a path to the fork is active, under other conditions only certain
subgraphs may execute if there are outside edges entering the subgraphs. For
example, if C1 is false and C3 is true in Figure 10(c), F6 is active and both F2
and F4 run. However, if C1 and C2 are true, only F2 runs. Such a relationship
imposes an order on the nodes in a concise CFG for the following reason. In a
concise CFG for Figure 10(c), there must be some point from which S5 and S6
are both executed with no intervening conditionals to handle the case when C1
is false and C3 is true. Furthermore, if S6 came before S5, executing S6 would
always execute S5, which is incorrect when C1 and C2 are true. Thus S6 must
follow S5.

Enumerating the conditions under which the children of a fork run can estab-
lish their order. For example, Figure 10(d) is a truth table listing the conditions
under which F2 and F4 run. Code for F2 must come before F4 because F2 run-
ning implies F4 will run. By contrast, Figure 11(b) shows there are cases in
Figure 11(a) where F2 and F3 run both separately and together. This shows
there is no implication relationship, and hence no concise CFG exists for the
PDG in Figure 11(a). Such brute-force analysis is exponential, but fortunately
there is a more efficient algorithm.
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Simons and Ferrante [1993] presented the first efficient O(ne) algorithm to
determine these orders. Steensgaard [1993] later extended it to handle irre-
ducible flowgraphs, those with multiple-entry loops. Both versions compute for
each node n the set of nodes that are always executed when any descendant of
n executes. Specifically, a node e is in the set for n if e has a parent that is a
fork node along a path from the entry to any descendant of n. These algorithms
use a complicated two-pass bit-vector analysis to compute these sets. The type
of each child and its membership in these sets is then used to establish con-
straints between children of a fork node. Steensgaard summarizes these rules
in a table.

Once the order of fork node children is established, the CFG is synthesized
starting from the statements and working up. The arcs from a conditional are
simply connected to the nodes for their children. Synthesizing the code for a fork
is the only complicated operation: the subgraph for each child is constructed and
arcs are added from each statement missing a successor in one child to the first
node in the next. For example, to reconstruct Figure 10(b) from Figure 10(c),
the subgraph at C1 is synthesized first, then S7. Arcs are then connected from
the false branch of C3 and from S6 to S7.

In the partial evaluation framework, the interpreter for a PDG is trivial
except for the scheduler. The partial evaluator is the algorithm for building the
CFG, which takes the unusual step of working backwards through the program.

5. EVENT GRAPHS IN SAXO-RT ESTEREL

The control and data dependencies in the concurrent representations described
in the last three sections can only control what happens more-or-less immedi-
ately. But languages such as Esterel also provide mechanisms for scheduling
things in the future. For example, although Esterel’s sequencing operator (the
semicolon) causes its second statement to be executed immediately after the
first, the pause statement delays the execution of the succeeding statement to
the next statement.

The event graph representation used in the SAXO-RT Esterel compiler de-
veloped at France Telecom R&D [Bertin et al. 1999; Weil et al. 2000] allows
instructions to be scheduled and removed from the schedule in both the cur-
rent cycle and the next. SAXO-RT builds an event graph for an Esterel whose
nodes are small segments of code that can execute atomically (i.e., not crossing a
pause or signal test) and whose arcs represent four types of control dependence.
The compiler orders the nodes according to control and data dependencies and a
small function is generated for each. The main program (the tick function) con-
sists of a hard-coded scheduler that calls each function in turn if it is currently
active.

Four types of control dependence can occur between nodes: enabling and
disabling in the current and next cycle. Enabling in the current cycle is easiest
to understand. Referring to Figure 12, if signal I is present and node f3 is
active (runs), the weak abort and sustain R instructions should run in the same
cycle (sustain R has been transformed into emit R with a self-loop). The “enable
current” arcs from f3 to f7 and f4 indicate this.
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Fig. 12. (top) The event graph the SAXO-RT Esterel compiler generates for the program in
Figure 4(a). Each gray area is a node that becomes a single function in the generated code (bottom).
Control and communication dependencies between these groups dictate the order in which they
appear in the tick() function.
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“Enable next” arcs implement the behavior of instructions such as pause and
await, which wait a cycle before proceeding, by activating their targets for the
next cycle. For example, when the outer every S statement runs, it starts the
two threads that begin with await I and pause. The “enable next” arcs leading
from f0 to f2 and f3 activate these statements in the next cycle. The f0 node
also uses such an arc to schedule itself in the next cycle, which ensures signal S
is checked in the next cycle.

By default, active nodes whose conditions are not met (e.g., f3 is active but
signal I is not present) remain active in the next cycle. Thus, when a statement
does run, it usually disables itself. Self-loops with disable arcs, such as those
on f5, f2, and f6 accomplish this.

Preemption instructions also use disable arcs. For example, when f7 is active
and signal A is present, f7 preempts its body (which contains f1 and f4) by
disabling them in both the current and next cycles. Node f0, which preempts
most of the program, has many such disable arcs.

The compiler encodes the event queue as a bit vector for efficiency. Each node
is assigned a bit (the compiler uses multiple words when the number of
nodes exceeds the processor’s word size) and logical operations add and remove
nodes from the queue.

The nodes are ordered based on control and data dependencies to generate
the final linear schedule. For example, nodes f1 and f4 both emit the R signal,
and node f6 checks it; thus f6 appears later in the schedule than does f1 or f4.
Control dependencies also impose ordering constraints. Because f7 is a weak
abort, which only preempts its body (f1 and f4) after it has had a chance to
execute for the cycle, f7 appears after f1 and f4.

This compiler rejects programs whose nodes have no linear order. In some
cases, this corresponds to a nonsensical program, such as one that says “emit
this signal only if it is not present,” a contradiction considered illegal in Es-
terel. However, some valid programs may require different instruction (node)
orders in different states. The automata compilers (Section 7) allow this since
they consider each state separately. The V5 compiler (Section 2) employs a so-
phisticated analysis and resynthesis technique that allows it to remove false
ordering cycles. The SAXO-RT compiler has no such facility, but a more dynamic
scheduling technique might permit it.

In the partial evaluation framework, the SAXO-RT compiler is quite straight-
forward. The interpreter, shown in Figure 13, is fairly simple and the partial
evaluator does little more than schedule the nodes statically and generate code
for each.

6. EVENT GRAPHS IN VERISUIF VERILOG

Esterel programs can only schedule operations in the current cycle and the next.
By contrast, the Verilog language [Thomas and Moorby 1998; IEEE Computer
Society 1996] is a much more flexible discrete-event simulation language able
to schedule events far in the future.

A Verilog program, which is designed to model digital hardware, consists
of hierarchically composed modules, each containing instances of modules or
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Fig. 13. The interpreter for the SAXO-RT Esterel compiler that is partially evaluated. The com-
piler generates code for each node that performs its actions and updates the current and next
markings. The schedule is determined at compile-time.

Fig. 14. (a) A small Verilog program. The two always blocks run concurrently and are each sur-
rounded by an implicit infinite loop. When a delay statement such as #2 executes, it suspends its
thread for two units of simulated time. Similarly, when an event statement such as @(a) executes,
its thread is suspended until a change occurs on signal a. (b) The event graph VeriSUIF generates
for this program. A delay arc schedules its successor in the future. A conditional arc schedules its
successor immediately if its expression is true. An event arc schedules its successor immediately
only if the successor has been sensitized.

primitives, or concurrent processes described using procedural code (assign-
ments, conditionals, loops, etc.). A process may also contain delay statements
(e.g., #3) that suspend the process and schedule it to resume in a later time step.
Event control statements (e.g., @(posedge clk)) suspend the process until the
designated event occurs. Figure 14(a) is a small Verilog program illustrating
some of these constructs. It is a single module consisting of two always blocks:
concurrent processes wrapped in implicit infinite loops. The first always creates
a simple waveform by setting a true initially, waiting two time units, setting b
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Fig. 15. The VeriSUIF simulation algorithm. The event queue is a set of event-time pairs. Addi-
tionally, each event can be marked as sensitive. VeriSUIF partially evaluates this algorithm along
with the Verilog program to produce the final executable code.

true, waiting three time units, and so forth. The implicit loop means seven time
units after b is set false the block restarts and a is set true again.

The second always block in Figure 14(a) begins by waiting for a change on a,
then prints “a” and waits 10 time units if the value of a has become true. After
this, the process waits for a change on b and prints “b” if the change made b
true.

Compiled discrete-event simulation is the traditional efficient way to com-
pile a discrete-event language such as Verilog. The compiler splits the Verilog
program into pieces (events), generates a short C function for each, then links
them with a generic (but carefully written) scheduler that maintains an event
queue. During simulation, the scheduler selects the earliest event in the queue
and invokes its function, which may add other events to the queue.

The VeriSUIF compiler of French et al. [1995] improves on this traditional
technique by partially evaluating the operation of the event queue, which is
often the performance bottleneck. It first translates a Verilog program into
an event graph such as Figure 14(b), then partially evaluates the interpreter
algorithm in Figure 15 to build a linear automaton. The interpreter consists
of two loops: the outer runs all the events at the current simulation time and
advances time once they are exhausted. The inner loop chooses a scheduled
event, runs it, and schedules its successors in the event graph depending on
the type of arc.

Figure 14(b) depicts the event graph VeriSUIF builds for the Verilog program
in Figure 14(a). Each node is an event, a segment of procedural code from the
original program that will run completely without scheduler intervention. For
example, the conditional that checks b and prints “b” becomes event 10.

Four types of directed arcs connect the events. Delay arcs correspond to delay
statements within procedural code. For example, the arc between events 0 and 1
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is due to the #2 statement in the first always block. When the simulator executes
an event with an outgoing delay arc, it schedules the event targeted by the arc
for a later time instant. For example, running event 0 sets a false and schedules
event 1 two time units in the future.

Conditional arcs allow the different branches of a conditional statement to
contain delays. When both branches can execute atomically, such as with the
test for b, the whole conditional is placed in a single event (e.g., event 10), but
when one contains a delay, such as with the test for a, conditional arcs allow
the scheduler to delay the execution of one of the branches. After executing the
code for an event, the simulator checks the condition on each conditional arc
and schedules the arc’s target if the condition evaluates true.

Sensitizing arcs and event arcs work together to implement event-control
statements. For control to be passed to a statement following an event-control
statement such as @(a) two things must happen: control must pass to the event-
control statement and the event must occur. A sensitizing arc controls the for-
mer: executing an event with outgoing sensitizing arcs marks the target of
each arc as sensitized. Once an event is sensitized, an event arc can schedule
it. When an event with outgoing event arcs is executed, the target event of the
the arc is scheduled if it is sensitized and the event has occurred. For example,
for event 10 to execute, event 9 must execute to sensitize event 10. Once it is
sensitized, either event 1 or event 3 can cause event 10 to run.

To partially evaluate the behavior of the interpreter, VeriSUIF also manip-
ulates unknown events, sensitive flags, and memory state. These are things
whose presence or value cannot be completely established at compile-time
and must be tested when the program runs. When the interpreter executes
an unknown event it schedules unknown events in response. Similarly, un-
known variables or sensitization conditions can also cause unknown events to
be scheduled.

Figure 16 shows the code VeriSUIF generates for the Verilog program in
Figure 14(a). The event queue is simulated with “t” variables that indicate
whether certain events have been scheduled. Events that were present during
simulation need no such variables: only “unknown” events need them. Further-
more, since each event may appear more than once in the queue, certain events
may have more than one variable. Information about whether events are sen-
sitive are stored in “s” variables, which are also only needed for “unknown”
states.

The code generated for each event performs the operations that the algorithm
in Figure 15 would perform. For example, the code for event 10 marks itself as
not sensitive (s10=0), removes itself from the event queue (t10a=0), executes its
code (calls E10()), and sensitizes event 5 (s5=1).

The partial evaluation algorithm produces exactly one next state for each
state it reaches. Even if an event is known to be present in one case and absent
in another, that event is marked “unknown” to ensure the number of states
does not grow more than linearly.

To ensure the partial evaluation does not run forever, the simulator keeps
track of all the states it has already seen and simply adds a branch back to
the code for an earlier state when one is encountered. However, this can cause
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Fig. 16. Code generated by VeriSUIF for the example in Figure 14(a) (simplified: actual C code
manipulates Verilog’s four-valued variables).
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Table III. Ways to Build Automata from Esterel

Compiler Interpreted Representation Generated Code Style
V2 Program text Routine per state
V3 IC Routine per state
Polis IC Fused states (BDD)
V5 automata Combinational logic network Routine per state

problems in situations where a system has zero-delay feedback that can stabi-
lize. In such a situation, the simulation would treat all the events in the feed-
back loop as unknown and create an infinite loop. However, the system may
stabilize to the point where none of the events in the loop is present. To avoid
this problem, the compiler adds code to the end of the loop that tests whether
any events remain. If none does, the generated code breaks from the loop and
jumps to a new state created by assuming all the offending events are known
not to be scheduled. This procedure can produce nested loops: inner loops cor-
respond to zero-delay feedback; outer loops correspond to feedback with delay.

The Verilog language is complicated, but very flexible. As such, partially
evaluating the behavior of the queue is difficult and only part of its behavior
can be predicted at compile-time. Nevertheless, this can provide a significant
speedup.

7. AUTOMATA IN ESTEREL

The VeriSUIF compiler described in the last section transforms the behavior
of the Verilog event queue into a simple automaton whose states are arranged
in nested loops. This works because most digital logic is clocked to produce
periodic behavior, but is also a side effect of only considering one next state
for each current state. This suggests other approaches could track more state
variables more precisely.

The synchronous nature of Esterel suggests dividing states at cycle bound-
aries. The compilers in this section use this approach to generate more compli-
cated, but also more efficient automata from Esterel code (Table III). Each state
in such automata represents the set of control points where the program can
reawaken at the beginning of a cycle. Within each state, the compiler tracks
the values of internal signals completely, allowing it to compile away all op-
erations on internal signals. As a result, the code for each state only manipu-
lates external signals and persistent data (e.g., variables). Figure 17 shows the
automata-generated code for the program in Figure 4(a).

Four techniques for compiling Esterel using automata have been devel-
oped (Table III). The early V2 compiler [Berry and Cosserat 1984] used an
interpreter written in LISP to directly manipulate the program text accord-
ing to its operational semantics [Berry and Gonthier 1992], which were writ-
ten in Plotkin’s [1981] structural rewriting style. These semantics give rules
for rewriting a program into another program that behaves like the original
program in the next cycle. This rather literal implementation was based on
Brzozowski’s [1964] idea of taking derivatives of regular expressions.

Although conceptually elegant, the V2 approach makes for a slow, memory-
hungry compiler, so for his thesis, Gonthier [1988] developed the equivalent
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Fig. 17. Automata-style code generated by the V3 compiler for the program in Figure 14(a). The
tick() function performs the program’s actions for a cycle by calling one of the state functions. Each
of these check inputs, emit outputs, and return an integer representing the next state.

but much faster V3 technique that simulates an Esterel program in the IC
representation (Figure 4(b)). See Section 2 for a discussion of the IC format’s
semantics.

The V3 tracks which signals may still be emitted in a cycle to order concur-
rently running instructions. Esterel’s rule is that no statement that checks a
signal may run until all possible emitters have run. While simulating the pro-
gram in each cycle, V3 waits at any statement that checks a signal with an emit
statement reachable from one of the current program counters.

Generating separate code for each state can be wasteful, inasmuch as many
states contain similar code. The Polis group’s compiler [Chiodo et al. 1995;
Balarin et al. 1999] attempts to share code between states by representing the
automaton and its branching programs as a single reduced, ordered binary
decision diagram (BDD) [Bryant 1986]. Figure 18 shows the control-flow graph
their compiler generates for the example in Figure 4(a).

The Polis approach can generate more compact code than other automata-
based compilers. For example, there is only one test for S in Figure 18, com-
pared with one per state in Figure 17. However, the generated code may still
be exponentially larger than the source because each state is still represented
explicitly.
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Fig. 18. The control-flow graph generated by the Polis system for the program in Figure 4(a). S,
I, and O are interface signals, st represents the current state, and t represents a selftrigger flag
that indicates the program will run in the next cycle even if no input signal is true. Arcs with dots
represent true branches. Because this graph is directly synthesized from a BDD, the variables are
tested and assigned in the same order along any path from top to bottom.

Reducing the size of the code generated by the Polis compiler requires min-
imizing the number of nodes in a BDD, an NP-complete problem. Fortunately,
effective heuristics exist (the Polis group uses Rudell’s [1993] popular sifting
algorithm). One drawback of the BDD representation they use is the require-
ment that variables be tested in the same order along all paths. For simply
nested conditionals, this is not a drawback, because outer preemption condi-
tions must always be tested before inner ones, but some programs always have
poor orderings because different states test variables in different orders.

Berry [1999] now bases the semantics of Esterel on constructive logic, which
uses a more complex rule to decide which statements are reachable. To match
these semantics, the latest automata-based compiler (V5 in automata mode)
from Berry’s group simulates a combinational logic network (see Section 2) to
derive the behavior of each state.

Automata generated from Esterel programs usually have little redundancy
because it is relatively difficult in Esterel to add control state and later ignore
it. But it can happen: states 6 and 7 in Figure 17 are equivalent and correspond
to the case where the second thread continues to switch between states but the
program reacts the same way in each. Nevertheless, state minimization is not
part of the normal Esterel automata compiler flow.

8. AUTOMATA IN LUSTRE

Esterel programs have a complicated mixture of control and data dependencies
that makes them fairly difficult to analyze. By contrast, the Lustre language
presented in this section only contains acyclic data dependencies, making it
much easier to simulate. A Lustre program is a system of equations that dictate
how its state, held in variables, evolves between cycles. The compiler presented
in this section exhaustively simulates a Lustre program to build an automaton
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Fig. 19. (a) A contrived Lustre program to illustrate compilation techniques, from Halbwachs et al.
[1991]; (b) its variable dependency graph. The solid line denotes a direct dependence; the dashed
line denotes a delayed dependence. Self-loops are omitted.

whose states represent assignments of concrete values to Boolean variables.
Pruning redundant states on the fly is the main challenge, because these states
are created when a program ignores something computed in a previous state.

Programs in the dataflow language Lustre [Caspi et al. 1987; Halbwachs
et al. 1991] are a set of definitions (e.g., Figure 19(a)), each assigning the value
of an expression to a variable. It is a synchronous language, so all definitions are
evaluated in each clock cycle in an order given by data dependencies. Variables
may take Boolean, integer, or floating-point values, and expressions contain
the usual combination of constants; variable references; arithmetic, logical, and
comparison operators; and conditionals. By itself, a variable reference refers to
the value of that variable in the current cycle, but pre(v) refers to the value of
the variable v in the previous cycle. The pre() operator may be nested, but the
depth of this nesting is constant and may not be controlled by a variable, mean-
ing Lustre programs only use finite memory that can be determined at compile
time. The -> operator controls how delayed variables are initialized; for exam-
ple, 0->pre(x) is 0 in the first cycle, and the previous value of x in later cycles.

Halbwachs et al. [1991] describe how to compile Lustre programs. As with
generating code for a logic network, the easiest way is to topologically sort
the definitions according to data dependencies and evaluate each expression
in scheduled order. Lustre prohibits cyclic dependencies, so a topological sort
always exists.

Figure 19(b) shows the dependency graph for the program in Figure 19(a).
First, note that there is only one direct dependency (the solid line), because the
present value of x depends on the present value of z. Without the dashed lines,
the graph is acyclic, so the program is valid and thus can be scheduled.

Although expressions may read the present and earlier values of a particular
variable, it may be possible to use the same storage to represent both, provided
the earlier value is not needed after the present value is computed. Reversing
the direction of the dashed lines in Figure 19(b) corresponds to forcing every
use of a variable’s past value to come before its new value is computed. Doing
this to every variable in Figure 19(a) results in a cycle because of the mutual
dependency between the past and present values of the variables z and y, but
introducing a variable for the last value of z effectively removes the arc from
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Fig. 20. (a) A straightforward C implementation of the Lustre program in Figure 19(a) based on
the schedule n, z, y, x; (b) an implementation factored with respect to x.

Fig. 21. (a) An automaton for the Lustre program in Figure 19(a). Each state is labeled with the
previous values of x, y, and z along with the rule for updating n; (b) a minimal automaton for the
same program. States S2, S3, and S4 were merged.

z to y, resulting in an acyclic graph that can be scheduled. Figure 20(a) shows
the code this produces.

This style of code generation is fine for pure dataflow programs such as simple
filters that compute essentially the same arithmetic function in each cycle, but
there is a more efficient alternative when programs contain Boolean variables
and conditionals.

The tests of x in Figure 20(a) are redundant. Factoring them as in Figure 20(b)
will improve both the size and speed of the program, but further optimization
is possible. The test of x in Figure 20(b) is still somehow redundant because the
next value of x is a known constant when x is true.

The key optimization of Lustre programs comes from factoring the code with
respect to some subset of its Boolean variables, effectively treating the program
as a state machine. This produces more efficient code because it removes code
that tests and sets certain variables, but this can also substantially increase
the amount of generated code.

Simulating the program in Figure 19(a) produces the automaton in
Figure 21(a). Each state is labeled with the values of x, y, and z in the previous
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Fig. 22. Partitioning the state space of the Lustre program in Figure 19(a). Each state is labeled
with the concrete states it represents (values of x, y, and z) and the action it performs. (a) Divide
according to the two different types of output. (b) Split the successor of the initial state into two,
because its successor depends on whether y and z are true. (c) Split the successors of the just-split
states. The state in the lower-left is unreachable and will be pruned.

state along with the rule for updating n in that state. For example, from the
initial state S0 the i input determines the next value of y, but x always becomes
0 and z becomes 1, leading to states S1 and S2.

The automata generated by such simulations are correct but often redun-
dant. For example, in Figure 21(a), states S2 to S4 are equivalent and can be
merged to form Figure 21(b) without affecting behavior. Such nonminimality
does not affect the speed of the generated code, only its size. These redundant
states are generated when the program ultimately ignores the values of internal
variables: such states appear different but behave identically.

The main contribution of Halbwachs et al. [1991] is an algorithm for
minimizing the automaton as it is generated. This improves compilation
speed, capacity, and code size since the nonminimal automaton can be much
larger.

Like classical state minimization algorithms, the incremental one proposed
by Halbwachs et al. begins with a single state and partitions states when it
discovers differences. Each state is characterized by a set of concrete state
values, rather than a single state value.

To illustrate this, again consider the program in Figure 19(a). The first step
is to characterize all the possible outputs of the program. The value of n is
computed in two ways, depending on the value of x, so there are initially two
states (Figure 22(a)).

Now consider the successors of the state on the right of Figure 22(a). Its
successors depend both on the input i and whether y and z are both true. Thus
this state is split to produce Figure 22(b) and its successor considered.

Now the initial state is split, since its successors depend on i only when x, y,
and z are all true (Figure 22(c)). The process is finished because the successors
of these states do not need to be split.

In the Lustre compiler, the set of concrete states associated with each state
is represented with a BDD to simplify splitting it with respect to a predicate.

Figure 23(a) shows the code generated from the automaton in Figure 22(c).
Note that the state in the lower left of Figure 22(c) is unreachable and was
pruned away with a simple depth-first search from the initial state.
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Fig. 23. The final code generated from the minimized automaton in Figure 22(c).

In the partial evaluation framework, the Lustre interpreter is straightfor-
ward: it evaluates the definitions in topological order. The partial evaluator,
however, is the sophisticated state partitioning algorithm that divides the state
space of the system based on nonequivalent states.

Building automata from Lustre is effective because the compiler can make
a good guess about how to abstract the system (it abstracts all but Boolean-
valued signals, which are presumed to select different modes). It is still a fairly
simple dataflow language, however, because the whole program runs at the
same rate. Compiling Synchronous Dataflow, described in the next section, is
harder because parts of the system may operate at different rates.

9. SYNCHRONOUS DATAFLOW NETWORKS

The Lustre language presented in the last section is a single-rate dataflow lan-
guage in which all parts of the system execute at the same rate. This is concep-
tually simple and leads to minimal, predictable buffering between concurrently
running sections of the program. By contrast, the synchronous dataflow net-
works presented in this section (synchronous dataflow or SDF is an unfortunate
name because it is not synchronous in the usual sense; a better name would
have been periodic dataflow) permit different concurrently running parts of a
system to execute at different fixed rates.

Synchronous Dataflow [Lee and Messerschmitt 1987b] is a multirate block-
diagram dataflow language. Each block has a certain number of input and
output ports, each labeled with the number of data tokens the block consumes or
produces on the port each time the block fires. Ports are connected by unbounded
first-in first-out queues. Figure 24(a) shows a typical multirate SDF system with
feedback.

The main challenge in compiling SDF is determining a periodic block firing
schedule that allows the system to run indefinitely without buffer underflow
(i.e., attempting to fire a block with insufficient tokens in its input buffers) or an
unbounded accumulation of tokens. In the partial evaluation framework, SDF
is straightforward: the interpreter evaluates blocks in scheduled order, and the
partial evaluator simply lays down code for each block in that order. Scheduling
is the only challenge.

Finding a correct schedule is fairly easy using the procedure developed by
Lee and Messerschmitt [1987a]. The first step is determining the number of
times each block will fire per schedule period by solving the constraints imposed
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Fig. 24. (a) A modem in SDF. The arcs represent FIFO queues, and each is labeled with the
number of tokens produced and consumed by each block when it fires. Arcs with labels such as
“2D” start with two tokens, which behaves like a delay; (b) a single-appearance looped schedule;
(c) code generated from the looped schedule. (After Bhattacharyya et al. [1999]).

by the relative production/consumption rates along each arc. For example, if c
and d are the number of times blocks C and D fire per cycle in Figure 24(a),
then 2c − 4d = 0 must be satisfied. Each arc leads to a similar equation, and
the resulting system of equations is called the balance equations. Lee and
Messerschmitt [1987a] show the balance equations only have the all-zero solu-
tion when the graph has inconsistent rates, and a unique minimum positive in-
teger solution otherwise. For Figure 24(a), this solution is a = b = 16, c = n = 2,
and all others 1.

That the balance equations have a nonzero solution is necessary but not suf-
ficient for a schedule to exist, because the system might deadlock. Fortunately,
Lee and Messerschmitt [1987a] show that any algorithm which correctly simu-
lates buffer behavior (i.e., firing a block only when enough tokens are available)
will always find a schedule if one exists; that is, choosing to fire a block never
leads to a deadlock that could have been avoided.

Code generated from SDF generally consists of copies of the code for each
block wrapped in simple counted loops, such as in Figure 24(c). This is repre-
sented as a looped schedule: a sequence of blocks and loops, which are paren-
thesized terms consisting of a count followed by a sequence of blocks or loops.
Figure 24(b) is a looped schedule for Figure 24(a).

Most SDF schedulers seek a single-appearance schedule (SAS)—one in which
each block appears exactly once—because it results in minimum code size when
block code is inlined. A divide-and-conquer approach is generally used to find
single-appearance schedules. A topological sort of an acyclic portion of an SDF
graph trivially leads to an SAS for that portion of the graph, so an SDF graph is
recursively divided into strongly connected components (SCCs). Bhattacharyya
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et al. [1993] have shown that any arc in an SCC that starts with at least as
many tokens as will pass through it during the complete schedule does not
constrain the block firing order and can be ignored during scheduling. Thus
these arcs are removed and the SCC decomposition can proceed.

Minimizing the buffer storage needed to execute a schedule is another com-
mon objective. Acyclic SDF graphs often have more than one SAS (due to dif-
ferent topological orders), each with different buffer requirements. A number
of heuristics have been proposed to choose suitable orders.

Although the SDF formalism is simple to describe and understand, its
scheduling flexibility is so great that much work has been done on schedul-
ing it efficiently. Bhattacharyya et al. [2000] provide a summary of work in this
area. See also the book by Bhattacharyya et al. [1996].

Many SDF variants have been proposed. Cyclostatic dataflow [Bilsen et al.
1995] is one of the more successful. CSDF blocks may only produce or consume
a single token per firing, but may have periodic firing rules. The increased
granularity generally allows for smaller buffers. Buck’s [1993, 1994] Boolean
dataflow adds limited data-dependent behavior, which makes the formalism
Turing-complete, but many systems can be still be scheduled statically using
SDF-like techniques.

SDF has so many variants because it is a significant restriction of two much
more powerful formalisms. It is a subset of Kahn [1974] process networks, a
more general model of data-dependent dataflow whose behavior remains de-
terministic. Scheduling these networks is difficult; see Kahn and MacQueen
[1977], Lee and Parks [1995], and Parks [1995] for online algorithms for doing
this.

SDF is also equivalent to a restricted class of Petri nets, a very powerful,
flexible model of concurrency at the center of the two techniques in the next two
sections. Many of the SDF scheduling results are actually simplified versions
of more general results for Petri nets; for example, the balance equations and
related theorems are related to the concepts of S- and T-invariants. See Murata
[1989] for a survey of this vast domain.

10. PETRI NETS IN PICASSO C

The Synchronous Dataflow model described in the previous section is in some
sense very restrictive because it does not allow data-dependent actions. Al-
though this does make for very efficient scheduling, the model can be too re-
strictive for many applications. This section and the next discuss models of
concurrency based on the much more flexible Petri net model, which allows for
both data-dependent actions and buffered communications among concurrently
running sequential processes specified with imperative languages.

Lin’s [1998] language1 describes systems of concurrently running processes
written in C that communicate using rendezvous-based communication in-
spired by Hoare’s [1985] communicating sequential processes: a transmitter
will block until the receiver is ready to receive and a receiver will block until

1Lin does not name this language, but mentions it is part of a system called Picasso; I refer to it as
Picasso C.
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Fig. 25. Building a finite-state model of a system in Lin’s language. Processes (a) and (b) are
transformed into Petri nets (c) and (e) and fused to form (d). The maximal expansion segment
(f) is generated by unrolling (d) starting at the initial marking p1p3. The ME (g) is generated by
unrolling (d) from p1p4. (h) is the state machine generated by all the expansion segments.

the transmitter sends data. These semantics are elegantly captured by a Petri
net, which Lin uses as an intermediate representation.

Lin’s synthesis procedure is based on the idea of unrolling first proposed by
McMillan [1992, 1995], and is similar to the automata generation procedure
in the Esterel V3 compiler (Section 7). However, instead of breaking states at
clock cycle boundaries (which are not well defined in Petri nets), Lin breaks
states at the boundaries of looping behavior.

Figure 25 illustrates the first part of Lin’s synthesis procedure. Starting
from processes written in a C dialect that adds send and receive operations
(Figures 25(a) and (b)), Lin transforms them into Petri nets that represent their
control flow (Figures 25(c) and (e)). Transitions generally represent statements
(some are null) and places represent where control can be between statements.
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The compiler fuses all the processes into a single Petri net, joining them at
transitions that represent communication on the same channel. In Figure 25(d),
only a single transition is shared, but in general more transitions may need to
be added so that each send on channel c, say, could conceivably rendezvous with
any receive on channel c. This is potentially a quadratic increase in the number
of transitions.

After the Petri nets for each process are fused, the compiler enumerates
the states of the system and generates code for each. Each state is a maxi-
mal expansion (ME): a maximal unrolling of the fused Petri net starting at a
particular marking and going until places are encountered again. For exam-
ple, Figure 25(f) is a ME from the initial marking p1p3. Simulating this ME
completely produces four “cut-off markings”: configurations where no transi-
tions are enabled. These generally mark the final places in an ME, but may
also include situations where one process is blocked waiting for the other to
communicate.

Forming a maximal expansion, finding all its cut-off markings, and expand-
ing from those markings produces a state machine such as that in Figure 25(h).
All that remains is to generate code for each ME as shown in Figure 26.

Code for each ME is generated by simulating it according to a schedule and
recording the simulation results as a control-flow graph easily transformed
into code. A schedule is a topological ordering of the transitions in an ME that
may group transitions. Because an ME is acyclic by construction, a schedule
is simply an order that ensures that no transition can run before any of its
predecessors. In Figure 26, the position of each transition indicates where it is
in the schedule: transitions aligned horizontally are in the same group.

A control-flow graph is generated from a scheduled ME by simulating it.
Each state represents a group of transitions in the ME that are all enabled
and can fire simultaneously, and a transition of the state machine corresponds
to a marking of the ME. Different schedules can trade code size and speed.
For example, Figure 26(a) is an as-soon-as-possible schedule that leads to large
fast code because it fuses decisions, forcing code to be duplicated. By contrast,
Figure 26(b) schedules one thread after the other, rather than running them
simultaneously, and produces smaller code that is slightly slower (requiring
four decisions instead of three).

Because Lin’s technique to generate code encodes all the state information
in the program counter, there is a danger of exponentially large code. Although
mild in this example, already there is no schedule that makes it possible to
avoid duplicating the calls to p and q. The problem becomes more pronounced as
more processes with conditionals run concurrently. The EC compiler, described
in Secton 3, uses a different algorithm for sequentializing such graphs that
avoids the exponential blow-up at the expense of additional run-time overhead.

Later work by Zhu and Lin [1999] addresses the exponential explosion by
synthesizing multiple state machines for the set of processes. They then run
each state machine in round-robin fashion. Each machine checks whether it is
blocked waiting for a rendezvous before advancing its state.

In the partial evaluation framework, Lin’s compiler uses the Petri net in-
terpreter in Figure 1 and a partial interpreter that builds automata. Because
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Fig. 26. Synthesizing sequential code from maximal expansions: (a) a scheduled ME; (b) the code
generated from it; (c) a different schedule, one that delays the execution of one of the processes;
(d) the resulting code.

his language is not synchronous as is Lustre or Esterel, Lin uses a different
criterion—the boundaries of maximal expansion segments—for determining
state boundaries. Another novel aspect of Lin’s automata approach is his mech-
anism for generating code for each state. Rather than directly using the inter-
preter, there is an additional scheduling step between when the behavior of a
state is identified and when it is synthesized.

11. PETRI NETS IN FLOWC

Lin’s formalism described in the previous section uses rendezvous communi-
cation, which forces communicating processes to synchronize and by definition
does not involve SDF-like buffered communication. The FlowC compiler in this
section uses buffered communication and data-dependent actions. This is one
of the richer models considered in this article, and it makes the scheduling
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Fig. 27. A pair of communicating processes in FlowC.

problem harder because it must consider and avoid over- and underflowing
buffers. The main difference is that Lin considers the entire state space of the
system, whereas the FlowC compiler must choose a subset carefully.

Cortadella et al.’s FlowC [1999, 2000] describes systems as a collection of
concurrently running dataflow processes that react to inputs from the environ-
ment and communicate through buffers, which may be bounded or unbounded.
Each process is specified in its own variant of C that adds the ability to read and
write data tokens to ports. Figure 27 shows a pair of communicating processes
written in FlowC.

Their approach to generating code starts by generating Petri net representa-
tions of each process and connecting them with places that represent the buffers
between processes. For example, the place labeled pdata in Figure 28 represents
the buffer for the DATA channel of Figure 27.

After building a monolithic Petri net for the system, they then search for
a schedule: a finite, cyclic, and in some sense complete, portion of the usually
infinite state space of the system. Here a state of the system is a marking of the
Petri net: the position of the program counter in each process plus the number
of data tokens in interprocess buffers. Because it is finite and cyclic, such a
schedule can be executed indefinitely without any unbounded accumulation of
data in buffers. Concretely, a schedule is a cyclic directed graph whose nodes
represent markings (states) and whose arcs represent transitions.

Data-dependent decisions make the scheduling problem for FlowC harder
than the equivalent one for Synchronous Dataflow. The state space of an SDF
system is very regular, so regular that there is a theorem that says there
are no immitigable scheduling choices. By contrast, a bad choice made early
while scheduling FlowC can lead to no schedule even if one exists. Just find-
ing a correct FlowC schedule may be as difficult as finding an optimized SDF
schedule.
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Fig. 28. (a) The Petri net representing the processes in Figure 27; (b) a schedule for that net.

Choosing which transitions to fire at a particular marking to find its successor
states is the fundamental problem in scheduling. The first question is how
many transitions need to be considered. Firing a single transition to produce
a single successor state usually suffices, but when a process is at a decision
point (e.g., an if-then-else statement), each possible outcome of that decision
must be considered. For example, at the initial marking p1 p5, both t1 and t6
are enabled, but only one needs to be fired because firing the other would only
produce a different interleaving. By contrast, at the marking p2 p6, the left
process is making a decision so both t2 and t3 need to be fired, producing the
two successor states p3 p6 and p1 p6 pdata. Formally, at each marking, all the
transitions in one of the enabled equal conflict sets (ECSs) must be taken, but
no others need be. Each ECS is a set of transitions that for any marking are
either all enabled or all disabled. An ECS is either trivial (a single transition)
or the set of transitions under a decision point in a process. The ECSs are a
unique partition of the transitions in the system. In Figure 28(a), {t1}, {t2, t3},
{t5}, and {t8, t9} are each equal conflict sets.

Their scheduling algorithm recursively explores the state space, considering
each enabled ECS at each marking. If the algorithm cannot find a schedule
after firing each transition in the first ECS, it considers the transitions in the
second ECS, and so forth. The algorithm returns “no schedule” if the number
of tokens in a buffer place exceeds its bound.

At a particular marking, the order in which ECSs are considered affects
both the size (quality) of the schedule and how quickly it is found because the
algorithm always returns the first schedule it finds. Cortadella et al. choose this
order heuristically. ECSs that participate in a T-invariant are considered first.
Briefly, a T-invariant is a collection of transitions that, when fired, leave the
system in the same marking (equivalent to a solution of the balance equations
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Fig. 29. The segments for the schedule in Figure 28(b) (above) and the fragment of code generated
for each (below).

in SDF). These are desirable because the schedule must ultimately be cyclic
(i.e., always be able to return to some marking). ECSs of environmental inputs
(e.g., {tin}, {tcoef}) are considered last because firing them generally requires
buffering.

Code could be generated directly from the schedule by interpreting it as
a control-flow graph, but many paths in a schedule often contain the same
transitions and thus would produce identical code. For example, the parts of
the schedule rooted at p2 p6 pdata and p1 p6 pdata fire transition t7 and then either
t8 or t9, and so correspond to the same sequence of code. To reduce code size,
common subtrees are identified and code generated for each unique one.

Their goal is a set of code segments: small tree-structured sequences of code
(Figure 29) built of transitions (actually ECSs) from the system’s Petri net.
Code is never duplicated: each transition (statement) appears in exactly one
code segment. Furthermore, the segments (suitably duplicated) must cover the
schedule, making them sufficient to run the whole system.

Making each ECS a code segment is correct but wasteful inasmuch as many
ECSs always appear in the same sequence (e.g., t7 is always followed by t8 and
t9 in Figure 28(b)). Combining ECSs that always run together into a larger code
segment produces faster code by reducing the need for intersegment run-time
scheduling. Their algorithm (described in a technical report by Cortadella et al.
[1999]) walks through the schedule, adding previously undiscovered transitions
to existing segments and splitting segments when encountering transitions in
the middle of an existing one.

Each code segment is treated as a control-flow graph. The code for each tran-
sition is a sequence of statements from the original FlowC specification (e.g., t1
corresponds to sum=0; i=0; from Figure 27), and branching in a code segment
corresponds to a conditional test: either an if or a switch statement. Figure 29
shows the segments their algorithm generates along with the fragments of code
each implies.

Cortadella et al.’s technique, as do all in this article, works on an abstraction
of a concurrent system to simplify analysis. Specifically, the scheduler does not
model the information used at a data-dependent choice such as the ECS after
p2 in Figure 28 and must assume both choices are always possible. This makes
the scheduling problem decidable at the expense of declaring unschedulable
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some systems that could run with finite buffers. For example, a process that
generated tokens in a loop that was guaranteed to terminate after, say, 10
iterations might appear to require unbounded buffers because the scheduling
routine would not know this bound.

The synthesis technique described above produces a monolithic function for
the entire system, but the FlowC compiler has the option of splitting a system
into multiple tasks, one per environmental input, invoked in response to an
input. The Petri net for the system and its schedule are identical, but instead
of considering the whole schedule, the code segment generation routine instead
considers the slice of the schedule with respect to the environmental input.
Such a slice starts at the transition corresponding to an environmental input
and contains all paths from this transition that eventually return the same
marking. Code for each task is generated from each segment using the same
technique as before.

Related to the FlowC technique is the work of Sgroi et al. [1998, 1999],
which performs similar scheduling of Petri net networks with the ultimate goal
of code generation, albeit on a more restricted model. Instead of the explicit
techniques used in the FlowC compiler, the technique of Strehl et al. [1999]
works implicitly, representing behavior using BDDs. This approach requires
the designer to provide buffer-size bounds explicitly. This makes the scheduling
problem decidable, but determining these bounds can be difficult.

12. CONCLUSIONS

This article surveys a variety of compilation techniques for translating concur-
rent specifications written in different languages into code that can be compiled
and run on a sequential processor without operating system support for con-
currency. The techniques were classified based on their concurrent formalism,
which ranges from dataflow specifications that impose no control relationships
among parts of the system to Petri nets that focus on synchronization. The
techniques differ dramatically, even among those for the same language.

Each compiler can be thought of as a partial evaluator operating on an in-
terpreter, allowing each portion to be considered separately. Such a framework
makes it easier to envision how a partial evaluator used in one compiler might
be applied to a different interpreter.

The main point of surveying these techniques is to facilitate combining ideas
from these techniques to produce new better compilers. Little work has been
done on combining these ideas; I believe the time has come.

Due to space, I have not included other noteworthy techniques. For example,
the standard subset construction technique used to convert nondeterministic
finite automata into deterministic automata (see, e.g., Hopcroft and Ullman
[1979]) is a means to convert a concurrent specification into a sequential one.
Compiling Statecharts [Harel 1987; Harel and Naamad 1996] is another case.
Ackad [1998] compiles Statecharts with an eye toward reducing the number
of intermediate variables that resembles the same problem in Lustre. Compil-
ing the multirate Signal language [Le Guernic et al. 1991] presents a similar
problem. The concurrent Reactive C language [Boussinot and Doumenc 1992]
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is compiled using coroutines. The concurrent Squeak language of Cardelli and
Pike [1985] is compiled using an automata approach.

Ultimately, I believe a mixture of these techniques will prove superior to any
single one. The Lustre compiler’s technique for minimizing the state space on-
the-fly seems especially powerful and has many potential applications. I suspect
this idea could be combined with the linear automata approach of the VeriSUIF
compiler to produce a far more clever way to compile discrete-event simula-
tions. The machinery developed for compiling Program Dependence Graphs
can produce amazingly efficient code in restricted circumstances. Extending it
to gracefully degrade into a technique such as that used in my EC compiler
will probably improve code generated for many control-flow-based languages.
Perhaps some of the techniques developed for scheduling Petri net systems can
also be applied to systems based on event graphs.

In any case, my hope is that broader understanding of these techniques
will lead to more efficient and powerful ways to create software for embedded
systems.
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