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#### Abstract

Two fundamental measures of the efficiency of a learning algorithm are its running time and the number of examples it requires (its sample complexity). The importance of polynomial time has long been acknowledged in learning theory, while recent work on attribute-efficiency has focused attention on algorithms which can learn from few examples. In this paper we demonstrate that even for simple concept classes, an inherent tradeoff can exist between running time and sample complexity. In our first construction, we present a concept class of 1-decision lists and prove that while a computationally unbounded learner can learn the class from $O(1)$ examples, under a standard cryptographic assumption any polynomial-time learner requires almost $\Theta(n)$ examples. Using a different construction, we present a concept class of $k$-decision lists which exhibits a similar but stronger gap in sample complexity. These results strengthen the results of Decatur, Goldreich and Ron [9] on distribution-free computational sample complexity and come within a logarithmic factor of the largest possible gap for concept classes of $k$-decision lists. Finally, we construct a concept class of decision lists which can be learned attributeefficiently and can be learned in polynomial time but cannot be learned attribute-efficiently in polynomial time. This is the first result which shows that attribute-efficient learning can be computationally hard. The main tools we use are one-way permutations, error-correcting codes and pseudorandom generators.
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## 1 Introduction

A broad research goal in computational learning theory is to discover fast (i.e. polynomial-time) learning algorithms for various concept classes. Another broal goal is to discover algorithms which can learn from few examples. This paper studies how these two goals can sometimes be mutually exclusive.

In Valiant's Probably Approximately Correct (PAC) model of concept learning [28], the sample complexity of a concept class $C$ is the minimum number of labelled examples which any successful learning algorithm for $C$ must require. Information-theoretic lower bounds on sample complexity were given by Ehrenfeucht et. al. in [10], where it was shown that any algorithm which learns a concept class of Vapnik-Chervonenkis dimension $d$ must use $\Omega(d / \epsilon)$ examples. Similar bounds were subsequently established in [18] for a generalization of the PAC model to learning probabilistic concepts. However, these results do not address the question of how many examples a polynomialtime learning algorithm must require. (Of course, since drawing an example takes unit time, a polynomial-time learning algorithm can require at most polynomially many examples.)

The first indication that polynomial-time learning might be computationally hard for the unrestricted class of polynomial-size boolean circuits was given by Valiant in his original paper [28]. Kearns and Valiant [19] subsequently established the existence of concept classes which are hard for any polynomial-time learner but are learnable from polynomially many examples by a computationally unbounded algorithm; their results were refined and extended by Kharitonov [16]. Decatur, Goldreich and Ron [9] were the first to study concept classes in which polynomial-time learning is doable but requires more examples than learning using a computationally unbounded algorithm. In the standard PAC model they showed that if one-way functions exist, then given any polynomial $p(n) \geq n$, a concept class $C$ of polynomial-size circuits exists for which any polynomial-time learning algorithm requires $\Theta(p(n) / \epsilon)$ examples, whereas a computationally unbounded learning algorithm for $C$ requires $O(n / \epsilon)$ examples.

The first contribution of this paper is to strengthen the results of Decatur et. al. by establishing stronger gaps of this sort and showing that they can hold even for concept classes whose concepts are extremely simple; we do this via two constructions. Our first construction yields a concept class whose concepts are 1 -decision lists and which has the following property: a computationally unbounded learner can learn the class from $O(1 / \epsilon)$ examples, but under a standard cryptographic assumption any polynomial-time learner requires almost $\Theta(n / \epsilon)$ examples. This construction uses error-correcting codes and requires only very basic cryptography (the notion of a one-way function). Our second construction makes more extensive use of cryptographic machinery to prove the following result: for any $k \geq 1$ there is a concept class of $k$-decision lists which a computationally unbounded algorithm can learn from $O(1 / \epsilon)$ examples, but under a widely held cryptographic assumption a polynomial-time learner requires $\Theta\left(n^{k} / \epsilon\right)$ examples. This is within a logarithmic factor of the largest possible gap for concept classes of $k$-decision lists.

Our last main result concerns attribute-efficiency. Loosely speaking, a concept class $C$ is said to be attribute-efficiently learnable if there is a learning algorithm for $C$ which requires only poly $(\operatorname{size}(c), \log n) / \epsilon$ examples to learn any concept $c \in C$ over $n$ variables (we give a precise definition in Section 5). Attribute-efficient learning algorithms are particularly useful when the target concept depends on few variables but $n$, the total number of variables, is large. Results of Haussler [15] and Littlestone [21] yield attribute-efficient learning algorithms for $k$-CNF and $k$-DNF formulae; more recent results on attribute-efficiency can be found in [4, 7, 27]. Blum [2] and Valiant [29] have each posed the question of whether there exists a polynomial-time attributeefficient learning algorithm for the concept class of 1 -decision lists of length $k$. Such an algorithm would require poly $(k, \log n) / \epsilon$ examples and would be a useful tool in machine learning.

We take a step toward answering Blum and Valiant's question by providing the first proof that attribute-efficient learning can be computationally hard. We do this by exhibiting a concept class of decision lists which can be learned in polynomial time and can be learned by a computationally unbounded attribute-efficient learning algorithm but cannot (under a plausible cryptographic assumption) be learned in polynomial time by any attribute-efficient learning algorithm.

A common paradigm for concepts and examples is used throughout this paper. In each of the concept classes which we consider, each concept is associated with a secret key; it is easy to exactly identify the target concept if this key is known. Also, in each of our constructions examples come in two types, which we call useful and useless. Useful examples each contain an encrypted version of the secret key as well as a small amount of unencrypted information about the target concept. Useless examples all have label 0 and contain no information about the target concept.

Our constructions are based on the following simple idea: a computationally unbounded learning algorithm can decrypt the secret key and hence can learn the target concept from a single useful example. Consequently, such a learning algorithm requires few examples. On the other hand, a polynomial-time learner cannot decrypt the secret key; instead, it can only use the small amount of unencrypted information in each useful example. Hence a polynomial-time learner will need many useful examples in order to acquire a significant amount of information about the target concept.

The remainder of the paper is structured as follows. Section 2 contains preliminary definitions which we use throughout the paper. In Section 3 we exhibit a concept class of 1-decision lists which has a substantial gap between its information-theoretic and computational sample complexities. Section 4 contains analogous results (obtained using a different construction) for a concept class of $k$-decision lists. In Section 5 we show that attribute-efficient learning of polynomial-time learnable concept classes can be computationally hard. Section 6 concludes with some open problems.

## 2 Preliminaries

In the boolean PAC learning model, a concept $c$ is a boolean function and a concept class $C$ is a collection of boolean functions. The learner has access to an example oracle $E X\left(c, \mathcal{D}_{n}\right)$ which, on each call, takes one time step and outputs a labelled boolean example $\langle x, c(x)\rangle$ where $x$ is drawn from the distribution $\mathcal{D}_{n}$ over $\{0,1\}^{n}$. An algorithm $L$ is said to be a PAC learning algorithm for concept class $C$ if the following condition holds: for every distribution $\mathcal{D}_{n}$, for every $c \in C$ and for every $0<\epsilon, \delta<1$, if $L$ is given access to $E X\left(c, \mathcal{D}_{n}\right)$ then with probability at least $1-\delta$, algorithm $L$ outputs a hypothesis $h$ such that the probability that $h(x) \neq c(x)$ is less than $\epsilon$ for $x$ drawn according to $\mathcal{D}_{n}$. See [20] for a thorough discussion of PAC learning.

The following definitions are from [9]: The distribution free information theoretic sample complexity of a concept class $C$, denoted $\mathcal{I T} \mathcal{S C}(C ; n, \epsilon$ ), is the minimum sample size (as a function of $n$ and $\epsilon$ ) needed for PAC learning the class $C$ with accuracy $\epsilon$ and confidence $\delta=9 / 10$, where no computational limitations exist on the learning algorithms which may be used. The distribution free computational sample complexity of a concept class $C$, denoted $\mathcal{C S C}(C ; n, \epsilon)$, is the minimum sample size (as a function of $n$ and $\epsilon$ ) needed for PAC learning the class $C$ with accuracy $\epsilon$ and confidence $\delta=9 / 10$, where the learning algorithm must operate in polynomial (in $n$ and $1 / \epsilon$ ) time.

A $k$-decision list of length $\ell$ over the boolean variables $x_{1}, \ldots, x_{n}$ is a boolean function $L$ which is represented by a list of $\ell$ pairs $\left(m_{1}, b_{1}\right),\left(m_{2}, b_{2}\right), \ldots,\left(m_{\ell}, b_{\ell}\right)$, where each $m_{i}$ is a conjunction of at most $k$ literals over $x_{1}, \ldots, x_{n}$ and each $b_{i}$ is either 0 or 1 . Given any $x \in\{0,1\}^{n}$, the value of $L(x)$ is $b_{i}$ if $i$ is the smallest index such that $m_{i}$ is satisfied; if no $m_{i}$ is satisfied then $L(x)=0$.

We write $x \circ y$ to denote the concatenation of binary strings $x, y$ and $|x|$ to denote the length of $x$. A function $f:\{0,1\}^{*} \rightarrow\{0,1\}^{*}$ is length-preserving if $|f(x)|=|x|$ for all $x$.

A one-way function is a function $f$ which can be evaluated in polynomial time but cannot be inverted on a non-negligible (i.e. inverse polynomial) fraction of its inputs by any probabilistic polynomial-time algorithm. The discrete $\log$, the RSA function, and squaring quadratic residues modulo Blum integers are all length-preserving permutations which are widely believed to be oneway.

## 3 A construction using error-correcting codes

In this section we prove the following:
Theorem 1 Let $0<\tau<1$ be any constant. If length-preserving one-way permutations exist, then there is a concept class $C_{\tau}$ which has $\mathcal{I T S C}\left(C_{\tau} ; n, \epsilon\right)=O(1 / \epsilon)$ and $\Omega\left(n^{1-\tau} / \epsilon\right)=\mathcal{C S C}\left(C_{\tau} ; n, \epsilon\right)=$ $O(n / \epsilon)$, where each concept in $C_{\tau}$ over $\{0,1\}^{n}$ is a 1-decision list.

### 3.1 Error-correcting codes

We need some basic terminology from the theory of error-correcting codes. As in [25, 26] we say that a binary code of block length $\ell$ and rate $r_{\ell}$ is a code in which codewords are $\ell$ bits long, where $r_{\ell} \ell$ positions are "message bits" that can be filled with any combination of 0 's and 1 's and the remaining $\left(1-r_{\ell}\right) \ell$ positions have their contents determined by the message bits. Let $A_{\ell}:\{0,1\}^{r_{\ell \ell}} \rightarrow\{0,1\}^{\ell}$ be a binary code of block length $\ell$ and rate $r_{\ell}$; for $x \in\{0,1\}^{r_{\ell} \ell}$, the $j$-th bit of the $\ell$-bit string $A_{\ell}(x)$ is denoted by $A_{\ell}(x)_{j}$.

We say that the code $A_{\ell}$ has minimum relative distance $\delta_{\ell}$ if any pair of distinct codewords $\left\{A_{\ell}(x), A_{\ell}(y)\right\}$ has Hamming distance at least $\delta_{\ell} \ell$. For $\alpha_{\ell}<\delta_{\ell} / 2$, we say that an algorithm $D$ is an $\alpha_{\ell}$-decoding algorithm for $A_{\ell}$ if, when $D$ is given a string $z \in\{0,1\}^{\ell}$ which has Hamming distance at most $\alpha_{\ell} \ell$ from some codeword $A_{\ell}(x)$, the algorithm $D$ outputs $x$.

The papers $[25,26]$ each contain versions of the following important theorem:
Theorem 2 [Sipser, Spielman] There exists a polynomial-time-constructible family $\left\{A_{i}\right\}_{i=1}^{\infty}$ of binary error-correcting codes which has the following properties:

- $\lim _{i \rightarrow \infty} r_{i}>0, \lim _{i \rightarrow \infty} \delta_{i}>0$ and $\lim _{i \rightarrow \infty} \alpha_{i}>0$,
- For each $\ell$, there is an $\alpha_{\ell}$-decoding algorithm for $A_{\ell}$ which runs in time poly( () .

Recall that in the PAC framework, a learning algorithm succeeds if it can construct a hypothesis which $\epsilon$-approximates the target concept. In the construction which we use to prove Theorem 1, such a hypothesis will yield a string $z$ which is close to a codeword $A_{\ell}(x)$. By the polynomial-time decoding algorithm of Theorem 2, the ability to find an accurate hypothesis in polynomial time would thus imply the ability to find $x$ in polynomial time. However, we will show that this is impossible (under a cryptographic assumption) if few examples have been seen.

### 3.2 The concept class $C_{\tau}$

Before giving a formal description of the concept class $C_{\tau}$, we mention that in this concept class the secret key for each concept is composed of many small subkeys, each of which is encrypted separately. The reason is that each useful example will contain a small amount of unencrypted information about exactly one of the subkeys. Hence, unless many useful examples have been seen, there will exist subkeys about which no unencrypted information has been revealed.

Figure 1: A useful example $\left\langle x, A_{\ell}\left(v^{i}\right)_{j}\right\rangle$. Part (a) depicts the $m q$-bit prefix of $x$; since $x$ is useful this must be $f\left(v^{1}\right) \circ \cdots \circ f\left(v^{q}\right)$. Part (b) depicts the $q \ell$-bit suffix $x_{m q+1} \ldots x_{n}$, where the bit $x_{m q+(r-1) \ell+c}$ is in row $r$ and column $c$ for $1 \leq r \leq q, 1 \leq c \leq \ell$. As shown in (b), the values of $i$ and $j$ are determined by the location of the first 1 in the $q \ell$-bit suffix.

(a)

(b)

Now we describe the concept class $C_{\tau}$. Let $f$ be a fixed length-preserving one-way permutation and let $\left\{A_{i}\right\}_{i=1}^{\infty}$ be a fixed family of error-correcting codes with the properties stated in Theorem 2. For any $m \geq 1$, define the set $D_{m} \subseteq\{0,1\}^{m}$ to be $D_{m}=f^{-1}\left(\{0,1\}^{m}\right)$, and let $q=\left\lceil m^{\frac{1-\tau}{\tau}}\right\rceil$. The set $\left(D_{m}\right)^{q}$ is the set of secret keys; each secret key $v=\left(v^{1}, \ldots, v^{q}\right) \in\left(D_{m}\right)^{q}$ is composed of $q$ subkeys each of which is $m$ bits long. The class $C_{\tau}$ has a concept $c_{v}$ for each secret key $v$.

Let $n=m q+q \ell$, where $\ell$ is the smallest integer satisfying $r_{\ell} \ell \geq m$; we now describe a concept $c_{v}$ over $\{0,1\}^{n}$. If $c_{v}$ is the target concept, then an example $x \in\{0,1\}^{n}$ is said to be useful if $x_{1} \cdots x_{m q}=f\left(v^{1}\right) \circ \cdots \circ f\left(v^{q}\right)$ and is useless otherwise. Given an example $x \in\{0,1\}^{n}$, let $i \in\{1, \ldots, q\}, j \in\{1, \ldots, \ell\}$ be such that $x_{m q+(i-1) \ell+j}$ is the first bit of $x_{m q+1} \cdots x_{m q+q \ell}$ whose value is 1 . (If $x_{m q+1}=\cdots=x_{m q+q \ell}=0$ then $i=j=0$.) Figure 1 illustrates the structure of a useful example. The concept $c_{v}$ is defined as follows:

- $c_{v}(x)=0$ if $x$ is useless,
- $c_{v}(x)=A_{\ell}\left(v^{i}\right)_{j}$, the $j$-th bit of $A_{\ell}\left(v^{i}\right)$, if $x$ is useful and $i, j \geq 1$. If $x$ is useful and $i=j=0$ then $\boldsymbol{c}_{v}(x)=0$.


### 3.3 Proof of Theorem 1

First we establish that $c_{v}$ is a 1 -decision list. For each $1 \leq k \leq m q$, let $\ell_{k}$ denote the literal $\bar{x}_{k}$ if the $k$-th bit of $f\left(v^{1}\right) \circ \cdots \circ f\left(v^{q}\right)$ is 1 , and let $\ell_{k}$ denote $x_{k}$ otherwise. Then the following is seen to be a 1 -decision list which computes $\boldsymbol{c}_{v}$ :

$$
\left(\ell_{1}, 0\right), \ldots,\left(\ell_{m q}, 0\right),\left(x_{m q+1}, A_{\ell}\left(v^{1}\right)_{1}\right), \ldots,\left(x_{m q+(i-1) \ell+j}, A_{\ell}\left(v^{i}\right)_{j}\right), \ldots,\left(x_{m q+q \ell}, A_{\ell}\left(v^{q}\right)_{\ell}\right)
$$

To prove the information-theoretic sample complexity upper bound, we must show that under any distribution at most $O(1 / \epsilon)$ examples are required. Since each positive example contains $f\left(v^{1}\right) \circ \ldots \circ f\left(v^{q}\right)$, a computationally unbounded learner can learn the target concept exactly from a single positive example by inverting the one-way permutation $f$ to find each $v^{i}$ and then
computing each $A_{\ell}\left(v^{i}\right)$. Such a learner can thus make $20 / \epsilon$ calls to the oracle $E X\left(c, \mathcal{D}_{n}\right)$ and output the identically zero hypothesis if all examples are negative, otherwise output the correct hypothesis as described above. A simple calculation shows that this algorithm finds an $\epsilon$-accurate hypothesis with high probability, and hence $\mathcal{I T} \mathcal{S C}\left(C_{\tau} ; n, \epsilon\right)=O(1 / \epsilon)$.

It remains to bound the computational sample complexity of $C_{\tau}$; we begin with the simpler upper bound. We say that a 1 -decision list over $\{0,1\}^{n}$ is well-structured if its length is exactly $n$ and it has the following structure: for $1 \leq t \leq m q$ the $t$-th pair of the decision list has $x_{t}$ or $\bar{x}_{t}$ as its conjunction and has 0 as its output bit, and for $1 \leq t \leq q \ell$ the ( $m q+t$ )-th term of the decision list has $x_{m q+t}$ as its conjunction. Given a sample $S$ of examples which are labelled according to the concept $c_{v}$, it is easy for a polynomial-time algorithm to find a well-structured 1 -decision list which is consistent with $S$. Any positive example of $S$ identifies the first $m q$ output bits of the well-structured 1-decision list, and each useful example provides the output bit for one of the last $q \ell$ pairs (note that it is possible to identify useful examples as long as $S$ contains at least one positive example). Since there are $2^{n}$ well-structured 1-decision lists, Occam's Razor [6] immediately implies that $O(n / \epsilon)$ examples suffice for this polynomial-time learning algorithm.

Now we show the lower bound on $\mathcal{C S C}\left(C_{\tau} ; n, \epsilon\right)$ by exhibiting a particular distribution under which many examples are required. Let $\mathcal{D}_{n}$ be the distribution on $\{0,1\}^{n}$ which assigns total weight $1-3 \epsilon / \alpha_{\ell}$ uniformly to useless examples and assigns the remaining $3 \epsilon / \alpha_{\ell}$ weight uniformly to the $q \ell$ useful examples $\left\{f\left(v^{1}\right) \circ \cdots f\left(v^{q}\right) \circ 0^{k} 10^{q \ell-k-1}\right\}_{k=0}^{q \ell-1}$. Under this distribution, each bit of each $A_{\ell}\left(v^{i}\right)$ is equally likely to occur as the label of a useful example. Let $S$ be a sample of $q \alpha_{\ell} / 18 \epsilon$ examples which are drawn from $E X\left(c, \mathcal{D}_{n}\right)$. A straightforward argument shows that with extremely high probability $S$ will contain at least two useful examples (whose first $m q$ bits must all agree). Also, by our choice of $\ell$ and Theorem 2, we have that $\ell=\Theta(m)$ and hence $n=\Theta(m q)$; it follows that $S$ almost certainly will not contain a pair of useless examples whose first $m q$ bits all agree. Consequently, with extremely high probability a polynomial-time learning algorithm which draws $|S|$ examples will be able to identify the bit strings $f\left(v^{1}\right), \ldots, f\left(v^{q}\right)$.

Suppose that a polynomial-time learning algorithm could achieve an $\epsilon$-accurate hypothesis from the sample $S$. Since the algorithm knows $f\left(v^{1}\right), \ldots, f\left(v^{q}\right)$, using its $\epsilon$-accurate hypothesis on the $q \ell$ useful examples described above it could construct $B^{1}, \ldots, B^{q}$ in polynomial time, where each $B^{i}$ is an $\ell$-bit string which is the learning algorithm's guess at $A_{\ell}\left(v^{i}\right)$. Since the hypothesis is $\epsilon$-accurate under $\mathcal{D}_{n}$, at most an $\alpha_{\ell} / 3$ fraction of the $q \ell$ bits in the $B^{i}$ 's can be incorrect. By Markov's inequality, at least $2 / 3$ of the $B^{i}$,s must each have at most $\alpha_{\ell} \ell$ incorrect bits; consequently, by using the polynomial-time decoding algorithm for $A_{\ell}$, the learning algorithm can find at least $2 / 3$ of the subkeys $\left\{v^{1}, \ldots, v^{q}\right\}$ in polynomial time. However, since $|S|=q \alpha_{\ell} / 18 \epsilon$, by a straightforward application of Chernoff bounds (see, e.g., $[1,20]$ ) it is extremely unlikely that $S$ contained more than $q / 3$ useful examples; consequently, with very high probability the polynomial-time learner received no information at all (other than $f\left(v^{i}\right)$ ) for at least $2 / 3$ of the subkeys. It follows that the poly $(n)$ time learner was able to invert $f$ on at least $1 / 3$ of the $f\left(v^{i}\right)$ 's "from scratch." Since each subkey $v^{i}$ is $m=\Theta\left(n^{\tau}\right)$ bits long, though, our poly $(n)$-time learner is also a poly $(m)$-time algorithm; but this contradicts the fact that $f$ is one-way. Hence $\mathcal{C S C}\left(C_{\tau} ; n, \epsilon\right)>q \alpha_{\ell} / 18 \epsilon=\Omega\left(n^{1-\tau} / \epsilon\right)$.

## 4 A stronger gap

In this section we prove the following:
Theorem 3 Let $k \geq 1$ be any integer. If length-preserving one-way permutations exist, then there is a concept class $C_{k}$ which has $\mathcal{I T S C}\left(C_{k} ; n, \epsilon\right)=O(1 / \epsilon)$ and $\mathcal{C S C}\left(C_{k} ; n, \epsilon\right)=\Theta\left(n^{k} / \epsilon\right)$. where each concept in $C_{k}$ over $\{0,1\}^{n}$ is a $k$-decision list.

This strengthens the result of Decatur et. al. [9] on distribution-free computational versus information-theoretic sample complexity in two ways: we improve the upper bound on informationtheoretic sample complexity from $O(n / \epsilon)$ to $O(1 / \epsilon)$, and we prove this stronger gap for the much simpler class of $k$-decision lists (rather than poly-size circuits).

### 4.1 Cryptographic preliminaries

The cryptographic definitions we present in this section are slightly more general than the standard definitions (we will need this extra generality in Section 5). Throughout this section the function $q(\cdot)$ denotes an arbitrary nondecreasing integer-valued function which satisfies $q(n) \geq n$. For each of the definitions which we provide below, the standard definition can be obtained by setting $q(n)=n$ (the reader is encouraged to verify this for him/herself). The notation " $x \in \mathcal{D}_{n}$ " means that $x$ is selected from the set $\{0,1\}^{n}$ according to distribution $\mathcal{D}$; the distribution $\mathcal{U}$ is uniform.

Definition 1 A length-preserving permutation $f$ is said to be $q(n)$-one-way if there is a deterministic polynomial-time algorithm which computes $f(x)$, but for all probabilistic poly $(q(n))$-time algorithms $A$, for all polynomials $Q$, for all sufficiently large $n$, we have $\operatorname{Pr}_{x \in \mathcal{U}_{n}}[A(f(x))=x]<\frac{1}{Q(q(n))}$.

Definition 2 Let $f$ be a length-preserving permutation. A polynomial-time computable predicate $B:\{0,1\}^{*} \rightarrow\{0,1\}$ is said to be a $q(n)$-hard-core predicate of $f$ if the following condition holds: for all probabilistic poly $(q(n))$-time decision algorithms $A$, for all polynomials $Q$, for all sufficiently large $n$, we have $\operatorname{Pr}_{x \epsilon_{u_{n}}}[A(f(x))=B(x)]<\frac{1}{2}+\frac{1}{Q(q(n))}$.

Suppose that $g$ is a length-preserving $q(n)$-one-way permutation. Let $x=p \circ y$ where $|p|=|y|=$ $n$, and let $f$ be the function defined as $f(x)=p \circ g(y)$. It is easy to check that $f$ is also a lengthpreserving $q(n)$-one-way permutation; Goldreich and Levin [13] have shown that the predicate $B(x)=\sum_{i=1}^{n} p_{i} y_{i}(\bmod 2)$ is a $q(n)$-hard-core predicate for $f$.

Definition 3 A family of probability distributions $\left\{\mathcal{X}_{q(n)}\right\}$ on $\{0,1\}^{q(n)}$ is $q(n)$-pseudorandom if $\left\{\mathcal{X}_{q(n)}\right\}$ is poly(q(n))-time indistinguishable from $\left\{\mathcal{U}_{q(n)}\right\}$. That is, for all probabilistic poly(q(n))time decision algorithms $A$, for all polynomials $Q$, for all sufficiently large $n$, we have

$$
\left|\operatorname{Pr}_{z \in \mathcal{\mathcal { X } _ { q ( n ) }}}[A(z)=1]-\operatorname{Pr}_{z \in \mathcal{U}_{q(n)}}[A(z)=1]\right|<\frac{1}{Q(q(n))} .
$$

Definition 4 A poly $(q(n))$-time deterministic algorithm $G:\{0,1\}^{n} \rightarrow\{0,1\}^{q(n)}$ is said to be a $q(n)$-pseudorandom generator if the family of distributions $\left\{\mathcal{G}_{q(n)}\right\}$ is $q(n)$-pseudorandom, where $\mathcal{G}_{q(n)}$ is the distribution on $\{0,1\}^{q(n)}$ obtained as follows: to select $z \in \mathcal{G}_{q(n)}$, pick $x \in \mathcal{U}_{n}$ and set $z=G(x)$. We write $G(z)_{i}$ to denote the $i$-th bit of $G(z)$.

Now we can state the following useful theorem:
Theorem 4 Let $f$ be a length-preserving $q(n)$-one-way permutation and let $B$ be a $q(n)$-hard-core predicate of $f$. Let $G:\{0,1\}^{n} \rightarrow\{0,1\}^{q(n)}$ be defined as follows:

$$
G(x)=B(x) \circ B(f(x)) \circ B(f(f(x))) \circ \cdots \circ B\left(f^{q(n)-1}(x)\right) .
$$

Then $G$ is a $q(n)$-pseudorandom generator. Moreover, the distributions $\left\{G(z) \circ f^{q(n)}(z)\right\}_{z \in \mathcal{U}_{n}}$ and $\left\{w \circ f^{q(n)}(z)\right\}_{w \in \mathcal{U}_{q(n)}, z \in \mathcal{U}_{n}}$ are poly $(q(n))$-time indistinguishable.

In the case where $q(n)$ is a polynomial, this theorem is a standard result (see, e.g., Proposition 3.17 of [12]). This construction of a pseudorandom generator, along with the definition of a pseudorandom generator, is originally from [5]. The proof of the more general theorem which we state above is a straighforward modification of the proof of the standard result; we omit its proof from this extended abstract.

We note that by Theorem 4 , even if a poly $(q(n))$-time algorithm is given $f^{q(n)}(z)$ along with some bits of $G(z)$, the algorithm still cannot predict the unseen bits of $G(z)$ with accuracy significantly better than $1 / 2$. This is because the ability to do such prediction would violate the poly $(q(n))$-time indistinguishability which is asserted in Theorem 4, since clearly no poly $(q(n))$-time algorithm could successfully predict the unseen bits of a uniformly selected random string.

### 4.2 The concept class $C_{k}$

Let $f$ be a length-preserving one-way permutation which has a hard-core predicate, and let $G$ be the corresponding $\binom{n}{k}$-pseudorandom generator (so $G$ maps inputs of length $m$ to outputs of length $\binom{m}{k}$.) Let $n=2 m$ and let $D_{m}=f^{-1}\left(\{0,1\}^{m}\right) ; D_{m}$ is the set of secret keys. For $1 \leq i \leq\binom{ m}{k}$, let $S_{i}$ denote the $i$-th $k$-element subset of the set $\{m+1, \ldots, 2 m\}$ under some fixed and easily computable ordering (i.e. lexicographic), and let $z_{i}$ be the conjunction $\prod_{j \in S_{i}} x_{j}$. Given any input $x \in\{0,1\}^{n}$, let $i$ be the the smallest index in $\left\{1, \ldots,\binom{m}{k}\right\}$ such that $z_{i}$ is satisfied by $x$ (if no $z_{i}$ is satisfied by $x$ for $1 \leq i \leq\binom{ m}{k}$ then let $\left.i=0\right)$.

The class $C_{k}$ has a concept $c_{v}$ for each secret key $v \in D_{m}$. If $c_{v}$ is the target concept, then an example $x$ is useful if $x_{1} \cdots x_{m}=f^{\binom{m}{k}}(v)$ and is useless otherwise. (As in Section 4.1, $f^{\binom{m}{k}}(v)$ denotes the result of applying $f$ exactly $\binom{m}{k}$ times to $v$.) The concept $c_{v}$ is defined as follows:

- $c_{v}(x)=0$ if $x$ is useless,
- $c_{v}(x)=G(v)_{i}$, the $i$-th bit of $G(v)$, if $x$ is useful and $i \geq 1$. If $x$ is useful and $i=0$ then $c_{v}(x)=0$.


### 4.3 Proof of Theorem 3

First we show that $c_{v}$ is a $k$-decision list. For each $1 \leq j \leq m$, let $\ell_{j}$ denote the literal $\bar{x}_{j}$ if the $j$-th bit of $f^{\binom{m}{k}}(v)$ is 1 , and let $\ell_{j}$ denote $x_{j}$ otherwise. The following $k$-decision list of length $m+\binom{m}{k}$ computes $c_{v}$ :

$$
\left(\ell_{1}, 0\right), \ldots,\left(\ell_{m}, 0\right),\left(z_{1}, G(v)_{1}\right), \ldots,\left(z_{\binom{m}{k}}, G(v)_{\binom{m}{k}}\right)
$$

To bound $\mathcal{I} \mathcal{T} \mathcal{S C}\left(C_{k} ; n, \epsilon\right)$, note that upon receiving a single positive example, an unbounded learner can invert $f^{\binom{m}{k}}(v)$ to find $v$ (this is possible since $f$ is a permutation) and thus learn the target concept $c_{v}$ exactly. As in the proof of Theorem 1 , it follows that $\mathcal{I} \mathcal{T} \mathcal{S C}\left(C_{k} ; n, \epsilon\right)=O(1 / \epsilon)$.

An analogous argument to the computational sample complexity upper bound proof of Theorem 1 establishes that $\mathcal{C} \mathcal{S C}\left(C_{k} ; n, \epsilon\right)=O\left(\binom{m}{k} / \epsilon\right)=O\left(n^{k} / \epsilon\right)$.

For the computational lower bound, consider the distribution $\mathcal{D}_{n}$ over $\{0,1\}^{n}$ which assigns total weight $1-6 \epsilon$ uniformly to useless examples and assigns the remaining $6 \epsilon$ weight uniformly to the $\binom{m}{k}$ useful examples $\left\{f^{\binom{m}{k}}(v) \circ S_{i}\right\}_{i=1}^{\binom{m}{k}}$ (here we are viewing each $S_{i}$ as an $m$-bit string in the obvious way). Let $S$ be a sample of $\binom{m}{k} / 24 \epsilon$ examples which are drawn from $E X\left(c, \mathcal{D}_{n}\right)$; a straightforward application of Chernoff bounds shows that with very high probability $S$ will contain fewer than $\binom{m}{k} / 2$ useful examples. By Theorem 4, we have that the string-valued random variables $\{G(z) \circ$ $\left.f^{\binom{m}{k}}(z)\right\}_{z \in \mathcal{U}_{m}}$ and $\left\{w \circ f^{\binom{m}{k}}(z)\right\}_{w \in \mathcal{U}}^{\binom{m}{k}}, ~ z \in \mathcal{U}_{m}$ are polynomial-time indistinguishable. Consequently,
even though a polynomial-time learner may discover $f^{\binom{m}{k}}(v)$ from any positive example, such a learner cannot predict the bits of $G(v)$ which it has not seen with accuracy significantly better than $1 / 2$. Since useful examples which correspond to the unseen bits of $G(v)$ have weight at least $3 \epsilon$ under the distribution $\mathcal{D}_{n}$, the polynomial-time learner's overall error rate will exceed $\epsilon$. Hence $\mathcal{C S C}\left(C_{k} ; n, \epsilon\right) \geq\binom{ m}{k} / 24 \epsilon=\Theta\left(n^{k} / \epsilon\right)$.

It is interesting to contrast the bounds given in Theorem 3 with other known bounds. The upper bound on information-theoretic sample complexity which is given in Theorem 3 is the best possible for nontrivial concept classes. Rivest's polynomial-time algorithm for learning $k$-decision lists [24] requires $O\left(\frac{n^{k}}{\epsilon} \min \left\{\log n, \log \frac{1}{\epsilon}\right\}\right)$ examples; thus our lower bound on computational sample complexity could be improved by at most a logarithmic factor for concept classes of $k$-decision lists. Ehrenfeucht et. al. [10] have shown that $\Omega\left(n^{k} / \epsilon\right)$ examples are required for information-theoretic reasons for learning $k$-decision lists. Our Theorem 3 shows that $\Omega\left(n^{k} / \epsilon\right)$ examples can be required for learning subclasses of $k$-decision lists for computational reasons even in the absence of any information-theoretic barriers to learning from fewer examples.

## 5 Hardness of attribute-efficient learning

We now consider attribute-efficient learning algorithms. These algorithms require very few examples relative to the total number of input variables (i.e. attributes), and hence have exceptionally good performance over high-dimensional input spaces which contain many irrelevant attributes. This property has led researchers to apply attribute-efficient algorithms to real-world problems such as calendar scheduling [3], text categorization [8], and context-sensitive spelling correction [11].

Attribute-efficiency has chiefly been studied in the on-line mistake-bound model of concept learning which was introduced in [21, 22]. In this model learning proceeds in a series of trials, where in each trial the learner is given an unlabelled boolean example $x \in\{0,1\}^{n}$ and must predict the value $c(x)$; after each prediction the learner is told the true value of $c(x)$ and can update its hypothesis. The mistake bound of a learning algorithm on a target concept $c$ is measured by the worst-case number of mistakes that the algorithm makes over all (possibly infinite) sequences of examples, and the mistake bound of a learning algorithm on a concept class $C$ is the worst-case mistake bound across all concepts $c \in C$. A learning algorithm $L$ for a concept class $C$ over $\{0,1\}^{n}$ is said to run in polynomial time if the mistake bound of $L$ on $C$ is poly $(n)$ and the time required by $L$ to make its prediction and update its hypothesis on each example is poly $(n)$.

A boolean function $c$ over $x_{1}, \ldots, x_{n}$ is said to depend on a variable $x_{i}$ if there are two vectors $y, z \in\{0,1\}^{n}$ which have $y_{j}=z_{j}$ for all $j \neq i, y_{i} \neq z_{i}$, and $c(y) \neq c(z)$. Let $C$ be a class of boolean functions on $x_{1}, \ldots, x_{n}$ each of which depends on at most $r$ variables and each of which has a description of length at most $s$ under some reasonable encoding scheme. Following [4], we say that a learning algorithm $L$ for $C$ in the mistake-bound model is attribute-efficient if the mistake bound of $L$ on any concept $c \in C$ is $\operatorname{poly}(r, s, \log n)$.

In this section we provide strong evidence that there are polynomial-time-learnable concept classes for which attribute-efficient learning is information-theoretically possible but computationally hard. We do this by proving the following theorem:
Theorem 5 For any integer $c \geq 2$, let $\log (c, n)$ denote $\overbrace{\log \cdots \log }^{c} n$. Let $q(c, n)=n^{\log (c, n)}$. If lengthpreserving $q(c, n)$-one-way permutations exist, then there is a concept class $C$ of $\log (c, n)$-decision lists which has the following properties in the mistake-bound model:

- A computationally unbounded learner can learn $C$ with at most 1 mistake,
- $C$ can be learned in polynomial time,
- Cannot be learned in polynomial time by an attribute-efficient learning algorithm.

We note that while the existence of length-preserving $q(c, n)$-one-way permutations is a nonstandard cryptographic assumption, it is still quite weak. One can easily show, for instance, that the nonexistence of length-preserving $q(c, n)$-one-way permutations would yield a far more powerful algorithm for factoring Blum integers than any which is currently known for this well-studied problem (see the Appendix).

### 5.1 Proof of Theorem 5

First we define the concept class $C$. This construction is similar to the construction of Section 4.2 but with some different parameters.

Let $f$ be a length-preserving $q(c, n)$-one-way permutation and let $G$ be the corresponding $q(c, n)$ pseudorandom generator whose existence is guaranteed by Theorem 4. Let $m=\left\lceil n^{\frac{1}{\log (c, n)}}\right\rceil$ and let the set of secret keys be $D_{m}=f^{-1}\left(\{0,1\}^{m}\right)$. Let $k(n)$ be the least integer such that $\binom{m}{k(n)} \geq q(c, m)$. Straightforward manipulations show that $q(c, m)=\Theta\left(n^{1-\frac{\log (2 c-1, n)}{\log (c, n)}}\right)$; using the lower bound $\binom{x}{y} \geq$ $\left(\frac{x}{y}\right)^{y}$ it follows that $k(n) \leq \log (c, n)$.

For $i=1, \ldots, q(c, m)$ let $S_{i}$ denote the $i$-th $k(n)$-element subset of the set $\{m+1, \ldots, 2 m\}$ and let $z_{i}$ be the conjunction $\prod_{j \in S_{i}} x_{j}$. Given any input $x \in\{0,1\}^{n}$, let $i$ be the the smallest index in $\{1, \ldots, q(c, m)\}$ such that $z_{i}$ is satisfied by $x$ (if no $z_{i}$ is satisfied by $x$ then $i=0$ ).

For each secret key $v \in D_{m}$, there exists a corresponding concept $c_{v} \in C$. If $c_{v}$ is the target concept, then an example $x$ is useful if $x_{1} \cdots x_{m}=f^{q(c, m)}(v)$ and is useless otherwise. The concept $c_{v}$ is defined as follows:

- $c_{v}(x)=0$ if $x$ is useless,
- $c_{v}(x)=G(v)_{i}$, the $i$-th bit of $G(v)$, if $x$ is useful and $i \geq 1$. If $x$ is useful and $i=0$ then $c_{v}(x)=0$.

Now we prove that $C$ has the properties listed in Theorem 5 . The first property is easy: a computationally unbounded learner can achieve a mistake bound of 1 by predicting 0 until it makes a mistake. From this positive example the unbounded learner can compute $v$ (by inverting $\left.f^{q(c, m)}(v)\right)$ and hence can exactly identify the target concept.

For the second property, note that the concept $c_{v}$ can be represented as a $\log (c, n)$-decision list of length at most $m+q(c, m)$. As in the computational sample complexity upper bound of Theorem 1, a polynomial-time algorithm can learn the first $m$ pairs of the target decision list from a single positive example, and will make at most one mistake for each of the last $q(c, m)$ pairs of the decision list. Since $q(c, m)=o(n)$, it follows that $C$ can be learned in polynomial time.

Now suppose that there is a polynomial-time attribute-efficient learning algorithm for the concept class $C$. Since each concept $c_{v}$ has an $m$-bit description (the string $v$ ), we have that $s=O(m)$. Each function $c_{v}$ depends only on the variables $x_{1}, \ldots, x_{2 m}$, so $r$ is also $O(m)$. Hence any attributeefficient learning algorithm for $C$ must have mistake bound $\operatorname{poly}(m, \log n)=\operatorname{poly}(m)$.

Consider the $q(c, m)$-long sequence $S$ of useful examples $\left\{f^{q(c, m)}(v) \circ S_{i} \circ 0^{n-2 m}\right\}_{i=1}^{q(c, m)}$. From Theorem 4, we have that no poly $(q(c, m)$ )-time learning algorithm can predict an unseen bit of $G(v)$ with accuracy significantly better than $1 / 2$. Since $q(c, m)=n^{1-o(1)}$, we have that poly $(q(c, m))=$ $\operatorname{poly}(n)$. Hence any poly $(n)$-time learning algorithm will have probability $1 / 2$ of making a mistake on each example in the sequence $S$; it follows that with extremely high probability, any poly $(n)$-time
algorithm will make $\Theta(q(c, m))$ mistakes on $S$. But this means that no polynomial-time attributeefficient learning algorithm can exist for $C$, since poly $(m)=o(q(c, m))$.

## 6 Conclusion

We have demonstrated the existence of various subclasses of $k$-decision lists which can be informationtheoretically learned from a constant number of examples but which requires any polynomial-time learner to use $\Theta\left(n^{k}\right)$ examples. We have also shown that under a plausible cryptographic assumption, attribute-efficient learning is computationally hard but information-theoretically possible for a polynomial-time learnable class whose concepts are $\log (c, n)$-decision lists of length $o(n)$.

Many directions remain for future research. For one thing, it would be interesting to see if gaps such as the ones we have demonstrated in Sections 3 and 4 can be shown for concept classes whose concepts are even simpler than decision lists, and to determine whether the cryptographic assumptions which are used to establish these gaps can be weakened. In a similar vein, it would be nice to be able to replace the cryptographic assumption which is used to prove Theorem 5 with a more standard cryptographic assumption.

As noted in Section 5, each concept of the class described there has a natural $m$-bit representation. However, to represent a concept in this class as a decision list requires more than $m$ bits; our attribute-efficient hardness result relies on the $m$-bit representation. It would be very interesting to see an attribute-efficient hardness result for a concept class of decision lists where the description length of a concept is taken to be the length of the decision list which computes it.

A related goal is to establish hardness results for attribute-efficient learning of simpler concept classes. In particular, let $L_{k}$ denote the class of 1-decision lists of length $k$. Using the Halving Algorithm [21], the class $L_{k}$ can be learned with $O(k \log n)$ mistakes, but no polynomial-time algorithm is known which makes poly $(k, \log n)$ mistakes; currently known polynomial-time algorithms make $\Theta\left(\min \left(k n, k^{2 k} \log n\right)\right)$ mistakes [2]. Perhaps techniques such as those used in this paper can help resolve whether $L_{k}$ is attribute-efficiently learnable in polynomial time.
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## 8 Appendix

We give a simple proof that if Blum integers are sufficiently hard to factor, then length-preserving $q(c, n)$-one-way permutations exist. An integer is a Blum integer if it is the product of two distinct primes each of which is congruent to $3 \bmod 4$.

Definition 5 The $q(n)$-Blum factoring assumption is the following: for all probabilistic poly $(q(n))$ time factoring algorithms $A$, for all polynomials $Q$, for all sufficiently large $n$, the probability (taken over the internal coin tosses of algorithm $A$ and the choice of inputs for algorithm A) that $A$ can produce a nontrivial divisor of its input (where the input is the product of two randomly chosen distinct $n / 2$-bit primes each congruent to $3 \bmod 4)$ is less than $1 / Q(q(n))$.

Claim 1 If the $q(n)$-Blum factoring assumption is true, then length-preserving $q(n)$-one-way permutations exist.

Proof: Let $N$ be an $n$-bit Blum integer selected as in Definition 5 , and let $Q_{N}$ be the set of quadratic residues $\bmod N$. Let the function $R_{N}: Q_{N} \rightarrow Q_{N}$ be defined as $R_{N}(x)=x^{2} \bmod N$. As Blum and Williams have noted, $R_{N}$ is a length-preserving permutation on $Q_{N}$ (see Lemma 2.3.29 of [14] for a proof). Rabin has shown [23] that a poly $(q(n))$-time algorithm which succeeds in inverting $R_{N}$ with probability $1 / \operatorname{poly}(q(n))$ would yield a probabilistic poly $(q(n))$-time algorithm for factoring $N$ with success probability $1 / \operatorname{poly}(q(n))$, where the success probability is taken over the choice of $N$ and over the algorithm's internal coin tosses. But this would contradict the $q(n)$ Blum factoring assumption. Hence if the $q(n)$-Blum factoring assumption is true, there exists a length-preserving $q(n)$-one-way permutation.
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