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Abstract when it is not realistic to tag and parse, or even simply
scan, every available document. For example, one highly
A wealth of information is hidden within unstructured text. optimized state-of-the-art information extraction system re-
This information is often best exploited in structured or re- quires over 9 seconds to process an average-sized newspa-
lational form, which is suited for sophisticated query pro- per article on a high-end workstation. As a result, over 15
cessing, for integration with relational databases, and for days of processing time are required for a 135K document
data mining. Current information extraction techniques ex- archive. With document database size commonly exceeding
tract relations from a text database by examining every doc- millions of documents, processing time is becoming a bot-
ument in the database, or use filters to select promising doc-tleneck when exploiting information extraction technology
uments for extraction. The exhaustive scanning approachfor any time-critical applications or for leveraging extracted
is not practical or even feasible for large databases, and information with relational databases.

the current filtering techniques require human involvement  previous approaches for addressing the high computa-
to maintain and to adopt to new databases and domains. Intional cost of information extraction resorted to docuntiént

this paper, we develop an automatic query-based techniqueeringto select the documents that deserve further processing
to retrieve documents useful for the extraction of user-definedyy the information extraction system. This filtering still re-
relations from large text databases, which can be adapted quires scanning the complete database to consider every doc-
to new domains, databases, or target relations with minimal yment. Alternative approaches used keywords or phrases as
human effort. We report a thorough experimental evaluation fijters (which could be converted to queries) that were man-

over a large newspaper archive that shows that we signifi- yally crafted and tuned by the information extraction system
cantly improve the efficiency of the extraction process by fo-developers, as we will discuss.

cusing only on promising documents. In this paper we address the scalability of information ex-

) traction systems in a principled and general manner. We
1 Introduction introduceautomaticquery-based techniques to identify the
Text documents often hide valuakductured data For database documents that are promising for the extraction of a

example, a newspaper archive contains data that might pdelation from text by an arbitrary information extraction sys-
useful to analysts who want to track mergers and acquisi-tem, While assuming only a minimaearchinterface to the
tions, or to government agencies that are interested in moni€ext database. Our techniques make it possible for an infor-
itoring and tracing back infectious disease outbreaks as reimation extraction system to operate over large text databases,
flected in the news. Information extraction systems produce©r €ven the web, by first retrieving the set of documents worth
a structured representation of the information that is “buried” @nalyzing, and then proceeding with the usual extraction pro-
in unstructured text documents. Improving the efficiency of cess over this smaller document set.
information extraction systems over large text databases is Our approach automatically discovers the characteristics
the focus of this paper. of documents that are useful for extraction of a target re-
In general, state-of-the-art extraction systems [16] apply lation, starting with only a handful of user-provided exam-
many rules over each available text segment to determineples of tuples of the relation to extract. Using these tu-
whether the segment can be used to fill a value of an at-ples, our system retrieves a sample of documents from the
tribute in a tuple. Therefore, processing each document isdatabase. By running the information extraction system over
relatively expensive, and typically involves several steps suchthe documents, we identify which documents are useful for
as named-entity tagging (e.g., identifying person names orthe extraction task at hand. Then, we apply machine learn-
dates), syntactic parsing, and finally rule matching. This ap-ing and information retrieval techniques to learn queries that
proach is not feasible for large databases, or for the webwill tend to match additional useful documents. Finally, the



documents that are retrieved with these learned queries ar¢o discard documents. The classification-based approach re-
processed by the information extraction system to extract thequired manually labeled documents for training the classi-
final relation. fiers. Other systems developed filters from the extraction
Contributions:  The key contribution of this paper is our patterns devised to extract the target relation_. In S(_ection 4,
unsupervised query-based method for retrieving useful doc-"€ eva_luate a related strategy that uses queres derived from
uments for information extraction from large text databases.?xnacuon pa_tterns. In contrast to these technlqu_es, our goal
Our method requires the document database to support only to automaticallygenerate standard search-engmerles
a minimal query interface, and is independent of the choice and not more generditers) that \.NOUId retrieve only the
of information extraction system. Furthermore, our method relevant documents for an extraction task.

could be used to query a standard web search engine, hence The evaluation prese_nted in [12] uses ideas related to our
providing infrastructure for efficient information extraction WOrk. The authors consider 9 manually generated keywords
from the web at large. originally used for compiling the 100 test documents used

in the MUC-6 evaluation. These keywords were submitted
to a web search engine and the resulting documents were

Related Work:  Information extraction has long been the rocessed by the extraction system and evaluated for rele-
focus of active research. The main emphasis of this research'? y y

notably in the context of the Message Understanding Confer-vance for the extraction scenario. In a different setting of

ences (MUCs) [1], has been on the quality of the extracted re-ggr:uprglggtgo[que]rﬁggg accﬂig)?r:;%%eg? fsé(;;aec(;ecdr;rﬁlm W;: d
lation. In contrast, our work assumes a given information ex- ' 9

traction system, and focuses on retrieving a relatively small manual_ly generated queries to retrieve promising documents.
set of documents that would allow the extraction of a close In Section 4, we evaluate a rglated manual query strategy to
approximation of the target relation efficiently. compare against our aytqmatm query generation method.

A related problem isjuestion answering Question an- The proplem of r_etnevmg documents that are “relevant”
swering systems attempt to find answers to natural languagd® & user's information need has been the core focus of the
questions in collections of text documents. These systemdnformationretrieval (IR) field [27]. Although our problemiis
typically process each question individually [28]. In our differentin nature,yve exploit state—of-the-ar.tterm welghtmg
scenario, we are interested in extracting a complela- and query expansion results [2.4] from IR in the d_e3|gn of
tion (i.e., all tuples in the relation). The extracted relation ©ON€ variant of our system (Section 2.4.2). Alternatively, the
can be viewed as a set of prepared “answers” for a partic_charaqerlzatlon o_f_the_useful documents could be viewed as
ular class of questions (e.g., “What is the location of the atrad_monal cla_155|f|cat|o!1 problem. W(_e explore a number of
headquarters ak ?”). While question answering techniques Machine learning techniques [8, 18] in the design of other
may be useful for retrieving specific tuples in the target rela- Variants of our system (Section 2.4.2).
tion (e.g., [4, 20]), the problem of retrieving documents that ~ Several techniques use supervised learning to devise
collectively contain the complete relation has not been ad-queries that match documents about a specific category of
dressed in the question-answering literature, to the best ofinterest [15]. [7] constructed topic-specific directories on the
our knowledge. web by training a classifier with a labeled set of documents

Our work is also related to recent research on focusedand then deriving queries to retrieve additional documents.
web crawling (e.g., [6]), which addresses the problem of Flake et al. [11] extracted category-specific query modifi-
fetching web pages relevant to a given topic. Our proposedcations from a non-linear SVM classifier. Recently, Ghani
technique is tuned for information extraction, and operatesét al. [14] presented a technique that is similar in spirit to
over any searchable text database, whether its contents areur current work, but for a different task: identifying web
“crawlable” or not. Recent work [23] addresses the problem pages in a “minority” language (e.g., Slovenian) by query-
of crawling the ‘hidden wels the portion of the web hidden  ing a search engine. Their technique starts with a set of web
behind search forms. Our goal is different: we attempt to ex- Pages that are fed to a language identifier and labeled as pos-
tract the most completelation from the text database while  itive or negative examples. This set of pages is then used to
retrievingas few documents as possible derive Boolean queries that will tend to identify more pages

One subtask of the MUC evaluatiotiext filtering is rel- ~ in the language of choice, and the process iterates. In our
evant to our work. In that task, each participating system work, on efficient information extraction, we consider query
would judge which of the documents are relevant for the generation techniques based on a term weighting scheme that
extraction scenario [1]. Documents can be filtered at vari- iS related to some of the techniques in [14], as well as other
ous stages of the extraction process [21]. Some systems [9fiU€rY generation strategies that exploit machine learning re-
classified input documents based on single words and wordsults.
n-grams prior to doing any further processing, while oth-  The rest of the paper is organized as follows. Section 2
ers used manually constructed keywords and phrase filterpresents our new document retrieval method in detail. Then,



Brent Barlow, a software analyst and beta-tester at Apple As one of the first stages of extraction, the input docu-
Cqmputer's»headquaners in Cupertino, was fired Monday for "thinking . .
alitle too different.” e ments are typically passed througmamed-entity tagger
which is able to recognize entities (e.g., organizations, loca-
Input: Documents <PERSON>Brent Barlow</PERSON> , . . . . .
asoftware_analyst and beta-tester at , tions, and persons). Named-entity tagging is a well studied
Named Entity Tagging <ORGANIZAT_\ON>App\e Compmerf/ORGAN\ZATION> S . . .
headguarters in <LOCATION>Cupertino</LOCATION> , was fired problem, with tools publicly available for the more common
Monday for "thinking a little too different. [doc4 | . 10 Th tt t t | | f t
Pattern Matching oA L S— . [ Duamonparams__ e_ntlty types [10]. ese entities are potential values of at-
o A e v sy AT tributes in the target relation. To flntdzlateq entities, t.he
Information Extraction i AL tagged documents are processed by applying extraptitn
Sy, ternsin the patt tchingst Th tt b
T |G | w Useta pattern matchingstep. €SE patterns may be
e e el P manually cons_tructed [30]_, au_tomatically learned [31, 3], or
created by using a combination of the two methods. Each
Figure 1. Extracting tuples for tHéeadquartergelation. pattern is applied to each text fragment, instantiating appro-

priate slots in the pattern with entities from the document.

Section 3 summarizes the general experimental setting, "NThese entities are combined into candidate tuples, and after

cluding the evall_Jatlon methodol_o gy, metrics, and datapaseﬁiltering and post-processing are returned as extracted tuples.
we used for tuning and evaluating our strategy. Section 4 In th le in Fi 1 le d dotdi
reports the results of an experimental evaluation of our tech- n the example In Figure 1, a sample docum IS

nique (and several other strategies) on a large text df:ltabasé".rSt passed throggh a nameq-entlty t agger that recognizes
Finally, Section 5 concludes the paper. person organization andlocation entities. The text frag-

ment containing entities of interest, namelganizationand
2 Retrieving Promising Text Documents location, is matched with one of the extraction patterns,
“<ORGANIZATION>’s headquarters iRt LOCATION>",

In this section, we present a neaytomaticmethod for  instantiating the generic entity types with entitiépple
generating queries to match the documents that are useful foComputerand Cuperting respectively. Finally, the tuple
extraction of a target relation. Before describing our idea, we < Apple Computer, Cupertine is generated. In Figure 1,
present a brief overview of how information extraction sys- a check-mark next to a document indicates that a tuple was
tems work (Section 2.1). Then, we define the problem on syccessfully extracted from the document. We consider such
which we focus in this paper and the overall architecture of documentsisefulfor the extraction task. Also note that addi-
our QXtract system (Section 2.2QXtractstarts by retriev-  tional information may be available from the extraction sys-
ing a small sample of documents from a text database and detem. For example, the information extraction system may
termining those from which the extraction system is able to assign a weight or confidencl/) to each extracted tuple.
extract tuples for the target relation (Section 2.3). This sam-  Te extraction process outlined above is too expensive to
ple is used to provide examples of useful and useless docUperform on every document in a large database. By focusing
ments to our methods of generating queries to retrieve the regny on potentially useful documents, we can dramatically
maining promising documents in the database (Section 2.4).inprove the efficiency and scalability of the information ex-
2.1 Overview of Information Extraction traction process. Next, we introdu@Xtract, ourautomatic

_ _ _ - technique for retrieving such “promising” documents.
Information extraction usually refers to identification of

instances of particular events and relationships in unstruc-2.2 Problem Statement and Notation
tured natural language text documents. The extrastied-
tured records can be used to populate a relational table for
answering queries and running data mining tasks. Thus, in-
formation extraction is a crucial step for fully exploiting nat-
ural language documents.

As an example of information extraction, consider ex-
tracting a Headquarters(Organization, Locatiormglation,
which contains a tuple< o, > if organizationo has head-
quarters in location. Figure 1 shows the basic stages in the
extraction of a tuple from a document fragment. We omit the

Consider the problem of extracting a relation from a large
database of text documents. Often, only a small fraction of
the documents contain information that is relevant to the ex-
traction task. Hence it is not necessary for extraction com-
pleteness — or desirable from an efficiency viewpoint —to run
the information extraction system over every database docu-
ment. Furthermore, if our database is the set of all web pages
indexed by a search engine such as Google, then it is virtu-
ally impossible to scan every page to extract tuples. For these

more sophisticated post-processing and analysis performe&ea.sons’ ograpproach zooms in on the promising documents,
while ignoring the rest. We now state the problem that we

by many state-of-the-art information extraction systems, as . . . :
y y y are addressing, and introduce the notation that we will use

this is beyond the scope of this discussion. (Refer to [16] for .
an in-depth discussion.) in the rest of the paper. For our purpose, a database can be

either local (e.g., a company’s archive of legal documents
1QXtractstands foQuerying for &traction. or customer e-mails) or remote (e.g., the web-accessible and
searchable archive of a newspaper).
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no- Figure 3.QXtract Promising document retrieval.
Problem Statement: We are given an information extrac- ~ ® Output: The set of tuples extracted froM, Tuples
tion systemE and a text document databaBey;, together and for each tuple; € Tuples, the s_et of identifiers/;
with a few example tuples of the relation to be extracted. of the “useful” documents from which was extracted.
Let R,; denote the instance of the relation that would be The wrapper returns the identity of all the useful docu-
extracted from the entire databaBg;;. Our goal is to con- ments, defined ddseful= U1 UUz U... UU| pypies|- IN
struct a close approximation &f,;;, R, by retrieving a small the example in Figure I/seful = {doc2, doc4}.
subsetD of the document databade,;;, and then having e Optional Output: Patterns:An extraction system may
the extraction system operate dhrather than on the much export the set of all the extraction patterns that it has
larger original databasB,;;. We assume that the user spec- available for extracting the target relation (e.g., the ex-
ifies the maximum fraction oD,;; that can be retrieved to traction patterns in Figure 1).

extractR 2. This parameteiMaxFractionRetrievedwould

vary depending on the needs of the user, and on the size oDesigning for a minimal, uniform interface to the extraction

the original database. system allows us to plug in any information extraction sys-
Note thatR,; may not contairall of the correct tuples  tem to take advantage of our querying techniques, without

that could be extracted from the,;; database by a perfect any changes to th@Xtractsystem.

extraction system. Rather, we are limited by the best relation

that systenE can extract, and we try to approximate that re- 1ext Database Search Interface: We assume that the

lation in an efficient manner. We also assume fiiagan only search interface of the data_bgse supports simple Boolean

extract a tuple if all of ¢'s attributes occur within the same ~ gueries such asdata AND mining AND text’as well as

document. (In other words, we assume that the informationPhrase queries. This query model provides sufficient expres-

extraction system does not “glue” together pieces of a tupleSiveness, and is widely supported: all of the major available
from multiple documents.) text indexing tools (e.g., Glimpse [22]) and web search en-

- . . . gines support such queries with minor variations in syntax.
Efficient Information Extraction Architecture: The

overall architecture of the efficient information extraction The QXtractSystem: Inthe rest of this section, we will de-
system that we envision is shown in Figure 2. We interact scribeQXtract whose overall architecture is shown in Fig-
with the target information extraction system through a uni- ure 3. Starting with a set of user-provided seed tuples, we
fied information extraction system interface, which we de- first use the sampling procedure described in Section 2.3
scribe next. The text database is accessible through a searciy retrieve a small sample of documents, likely to be use-
engine interface. As we will discus@Xtract, the promising  ful to the extraction system for extracting the target relation,
document retrieval component, interacts with the extractionas well as other randomly chosen documents, likely to be
system and the database to retrieve promising documents. useless to the extraction system. The information extraction
Information Extraction System Interface: To handle a ~ SyStem is run over this sample set, producing as output a set
variety of arbitrary information extraction systems, we treat °f extracted tuples and the identifiers of useful documents.
them as “black boxes” and interact with them through simple The documents in the sample are thus labeled automatically

extraction system wrappersThese wrappers can be easily 25 either positive or negative examples, where the positive
built to support the following unified interface: examples represent the documents in the sample from which

the information extraction system was able to produce tu-
e Input: A set of document® for the extraction system  ples. These examples allow us to derive queries targeted to
to process, as shown in Figure 1. match —and retrieve— documents similar to the positive ex-
2 the database size is unknown, then an absolute number of documents$2MPles (Section 2.4). These queries are used to retrieve a set
can be specified instead to control the efficiency of the extraction process. Of promising documents from the database (Section 2.5), to




be returned aQXtracts output and finally processed by the
information extraction system.

2.3 Retrieving Documents for Query Training

At the initial stage of the overall document retrieval pro-
cess, we have no information about the documents that migh
be useful for extraction. The only information we require
about the target relation is a set of user-provided example tu
ples, including a specification of the relation attributes to be
used for document retrieval. Our goal is to retrieve a docu-
ment sample of size specified by thiexSampleSizearam-
eter with a good mix of useful and useless documents for the
subsequent query training stage. To accomplish this, we usg
the DocumentSamplalgorithn?® shown in Figure 4. After
initialization, each round of sampling consists of two stages:
(1) We retrieve documents for the sample by querying the
search engine with the attribute values of the current seeq
tuples, which initially are provided by the user as the input
parameteBeed
(2) We run the information extraction systefhover the doc-
uments in the current sample, extracting a new set of tuples
A subset of these tuples is selected as the Beeduples to

Procedure DocumentSample(Seed, MaxSampleSize)

//Seed is a set of example tuples. MaxSampleSize is the maximum
/Inumber of documents to retrieve as a training sample.

/IFirst, retrieve a random sample of MaxSampleSize / 2 documen
/ithat will likely be “negative” examples for training.

Sample = RetrieveRandom(MaxSampleSize / 2)

/N\dentify the minority of useful documents in the random sample.
/IAugment the Seed set with the extracted tuples T.

(T, Useful) = E.Extract(Sample)

Seed =Seed T

w N

/INow, retrieve MaxSampleSize / 2 documents with tuple attribute
/likely to be “useful”, to provide positive examples for training.
while |Samplé < MaxSampleSize
LikelyUseful =0
for each tin Seed:
q = t.a; ANDt.a2 AND ...t.ap
LikelyUseful =
LikelyUsefulu RetrieveSeedDocuments(q, MaxSeedRe
/ISkip to line 9 if MaxSampleSize exceeded.
(T, U) = E.Extract(LikelyUseful)
/ISet Seed tuples for next iteration.
Seed = PickBestTuples(T, U)
Useful = Usefulu U
Sample = SampleJ LikelyUseful

o ~NO O~

sults)

10
12

/ISample now consists of MaxSampleSize documents.
13 Useless = Sample - Useful

start a new sampling round.

14 Return(Useful, Useless)

We initialize the document sample with randomly picked
documents (line 1 in Figure 4), the majority of which are
likely not to be useful for extraction and will be used as “neg-
ative” examples for training. The rest of ttgampledoc-
uments will be retrieved using attributes of tBeeduples,
which results in documents that are likely to be useful for ex-
traction and will be used as “positive” examples for training.

The initial Seedtuples are provided by the user, and are

Figure 4. Retrieving sample documents for subsequent query
training.

“robust” tuples inT into Seedor the next round of sampling:
this choice can be based on the number of documertis in
from which the tuples were extracted, which favors selecting
“popular” tuples that are likely to appear in many documents
in the databade The total size of the retrieved training set,

augmented by the tuples extracted by the extraction SySte”MaxSampleSizés a parameter that we tune during training.

E from Samplg(lines 2 and 3). To retrieve additional sam-
ple documents, we build queries with the attribute values of
each tuplet in the current set oSeedtuples. Each tuple

is used to construct a query = t.a; AND t.as AND ...
t.a,, wWhereaq,...,a, are the searchable attributes in the
relation (line 7). Query will retrieve documents where all
attributes ot appear within the same document. In principle,
these are documents from whitbould have been extracted
by the information extraction system. We retrieve the first
MaxSeedResultsatches returned by the database for each
qguery (line 8). The query results are added to the skikaf-
lyUseful documents, retrieved during the current sampling
round.

Clearly, not all documents in tHekelyUsefulset will ac-
tually be useful for extraction. To determine which docu-
ments are indeed useful, we run the information extraction
systemFE overLikelyUseful(line 9), returning the extracted
tuplesT and identifiers of useful documenitsfrom which

the tuples were extracted. In line 10, we choose the most

Unfortunately, we cannot simply continue the sampling
process to retrieve all of the useful documents in the
database. As we will show in Section 4, if only a small frac-
tion of the documents contain tuples for the target relation,
or very few tuples tend to appear together in the same docu-
ment,DocumentSamphould not be able to discover a sig-
nificant fraction of tuples that could otherwise be extracted.

Our key observation is that useful documents share sim-
ilarities in content. For example, useful documents for the
Headquartergelation may contain combinations of terms or
phrases so that they match queries such as “headquarters of,”
“company AND based”, “area AND companies,” etc. These
combinations of terms are more likely to occur in useful doc-
uments than in useless documents for ltteadquarterge-
lation. Our goal now is to automatically generate queries
to retrieve the documents similar to those that the extraction
system marked ablseful Hence, theUsefuland Useless
documents returned HyocumentSamplgerve as the train-

SIndependently, Ghani and Jones [13] have recently introduced a simi-

4Alternatively, we could use the extraction confidence associated with

lar strategy to construct a training corpus for a bootstrapping-based generalthe tuples, if this information is exported by the information extraction sys-

entity tagger.

tem.



ing set to learn queries for promising document retrieval. not in the useless ones. First, each tésim the document is

2.4 Learning Queries for Promising Document assigned the Robertson-Spark Jones term weizﬁﬂt[ZS]:

Retrieval W _ (r+0.5)/(R—r +0.5)

Given a set of useful and useless documents as the training i T8 (n—r+05)/(N—n—R+r+0.5)
set, our goal now is to generate queries that would retrieve
many documents that the information extraction systém
will find useful, and few tha# will not be able to use. The
process consists of two stagés) Convert positive and nega-
tive examples into an appropriate representation for training,

and(2) use the training examples to generate an ordered list, ™~ .
) g P g is high for terms that tend to occur in many relevant docu-

of queries expected to retrieve new useful documents. Later, df | d .
in Section 2.5 we will see how to submit the queries to the ments and few non-relevant documents, and is smoothed and

database to retrieve promising documents. pormalized to account for potential sparseness of the train-
ing data. Then, we compute thhaery selection weight; of
2.4.1 Representation Features for Training Examples each termt; as described in [24] for automatic query expan-
For training, we remove any extractegle attributesfrom sion,w; = r-w!", wherer andw." are defined above. The
the documents. For the current experiments, wewsels terms are sorted in descending orderdsy and finally we
as features to represent the training examples, and will notdefine one-word queries consisting of each top-ranked term
rely on other more advanced query features such as proximindividually.
ity operators or word “stems.” Of course, if such advanced Ripper: As a second query generation strategy, we ex-
features (or alternative query models) are available, we couldploit a highly-efficient rule-based text document classifier,
apply our same general approach and tailor it to the query in-Ripper [8]. Ripper learns concise rules suctil@ssed AND
terface of choice. In the future, we plan to experiment further company— Useful,” which indicates that if a document con-
with alternative document features, such as word phrases otains both ternmbasedand termcompany then it should be

where a document is relevant if it was markesefulby the
extraction systems is the number of relevant documents
containingt;, N is the number of documents in the document
sample,R is the number of relevant documents, anig the
number of documents containing Intuitively, this weight

sets of words within a window. declared “useful.” After Ripper generates classification rules,
] ) we sort the rules in descending order of their expected preci-
2.4.2 Generation of Queries from Examples sion, calculated as the ratio of positive examples to the total

We now turn to the generation of queries to retrieve use- examples that match the rule. (This information is part of the
ful documents from the database. The problem of retriev- Ripper output.) The rules are then translated into conjunctive
ing documents similar to a given set of “relevant” examples queries in the search engine syntax. For example, the rule
has been studied extensively in both the information retrieval above might be translated to québased AND company.”
and the machine learning communities. In this section, we  Support Vector Machines (SVMs): As a third query
discuss how we adapt well-established solutions from bothgeneration strategy, we exploit another family of classifiers,
communities to our (non-standard) problem. We first con- SvMs, which have been shown to perform well in text clas-
sider query generation as an IR automatic query expansiorsification [18]. To filter out noise, we prune the set of words
problem, using a state-of-the-art term weighting scheme. Weysed in training by discarding those that occur in fewer than
then introduce query generation techniques that exploit the194, or in more than 99% of the training exampled/e use
output of two machine-learning text classifiers. Finally, we g freely-available efficient implementation of linear-kernel
present a hybrid query generation technique that combinessyMs [18]. To generate rules from SVM feature weights, we
the learned queries from all of the above methods. compute theminimalsets of words that are collectively suf-
Okapi: As a first query generation strategy, we exploit ficient to imply a positive classification of a document [15].
a state-of-the-art term weighting scheme from IR, from the The result of this process is a set of “rules” similar to the
Okapiretrieval system [24]. While there are many promis- Ripper output.
ing alternatives to this weighting scheme in the IR literature  QCombined: Okapi, Ripper, and SVM all use differ-
(e.g., [29, 26]), we chose Okapi because it has been demonent learning models, and the queries that they generate of-
strated to perform well, is naturally well suited to our task, ten have little overlap across techniques. We can exploit this
and is relatively Straightforward to implement. |nC0rp0rating observation to improve the robustnes@(tractby combin-
alternative information retrieval techniques into our System |ng the ranked query sets generated by each query generaﬁon
is easy and does not require changes to our model. strategy. Specifically, we merge the query ranks generated
To predict which terms are most likely to retrieve use- — _ o o
ful documents, we compute therm selection weigh4] of § Based on our experiments with linear-kernel SVMs on the training
. . . . . database, we additionally restrict the document features to the words in the
each term in the training set. The terms with the highest posi-immediate context (i.e., within the same line in the original document for-
tive weight are most likely to appear in useful documents and matting) of the extracted tuples.




by Okapi, Ripper, and SVM in a round-robin fashion: The (2) how “useful” the documents i are on averade

first query in the merged rank is the highest-ranked queryRecalt The percentage of thR,; tuples that were captured

generated by Ripper, followed by the highest-ranked queryin R is Recall= |R|;R]7|H\ -100%. Rqy is computed by run-

generated by SVM, and sodn ning the information extraction system owarerydocument
in the D,;; database.

Precision The percentage of documentsiinthat were use-

. . . . . . DNU .
We described above how to generate queries that are usef!l for extractingR is Precision= L5521 - 100%, wherel is

to retrieve the final set of promising documents from which the subset o) from which the extraction system managed
the information extraction system of choice will extract tu- to extract tuples.
ples. The size of this document set has a direct impact onthe Note that we are not usingecall and Precisionin a
quality of the extracted relation. strictly standard way. Our recall measure is based on the
We assume that, for efficiency considerations, we have apercentage of théuplesin R, correctly extracted, while
predefined upper boundazFractionRetricved on the frac-  our precision measures the percentage of usigaliments
tion of the databas®,,;; that we are willing to retrieve. The within the retrieved document set. Intuitively, the document
higher this upper bound, the more complete the extractedretrieval method has two purposes: the first is to extract a
relation is likely to be. We submit the queries (generated close approximation of?,;, while the second is to do so
and ranked as in Section 2.4.2) to the document databasegfficiently i.e., by retrieving few documents. The most di-
one at a time. For each query, the database returns the dodect measure of success in the first task is the percentage of
ument identifiers (e.g., URLs) of the matching documents. R.u tuples that are actually extracted from the documents re-
We retrieve the previously unseen documents until the max-trieved byQXtract The success in the latter task is naturally
imum number of results per quer§fazSearchResults, iS measured at the document level, as we feed the information
reached. We keep the running total of all documents re- extraction system one document at a time, and gain one or
trieved to avoid exceeding/azFractionRetrieved. After more tuples forR if the document isuseful If the docu-
this bound is reached (or there are no more documents tonent isuselesgi.e., no tuples are extracted), the resources
retrieve using our queries), all retrieved documents are re-required to retrieve and process the document are wasted.
turned as the output @Xtract These promising documents Therefore, a larger fraction of thesefuldocuments retrieved
are then used as input to the information extraction system,translates to a higher efficiency of extraction, as quantified
which extracts the final approximation of the target relation. by our precision measure.
To complement the study of thefficiencyof our tech-
3 Experimental Setting niques, in Section 4 we also report on thetual timere-
quired to extract an approximation &f,;; from the docu-
We now report the metrics we use to evaluate the alterna-ments retrieved b@Xtract as compared to the time required
tive query methods (Section 3.1). Then, we describe the in-to extractR,; from the complete database.
formation extraction systems (Section 3.2) and the two target ] )
relations that we use in our experiments (Section 3.3). Later,3-2 Target Information Extraction Systems
we specify the training and test databases (Section 3.4), and  The design ofQXtractis general in that we can use any
conclude by describing the various querying techniques thafinformation extraction system as long as it supports (through
we compare (Section 3.5). a wrapper) the simple interface described in Section 2. For
our experiments, we consider three extraction systems:
(1) DIPRE [5], which uses a simple bootstrapping algorithm
As we discussed, our goa| is to approximate Rlﬁl re- Starting with a handful of User'pFOVidEd seed tUpIeS.
lation with all tuples that could be extracted through an ex- (2) Snowball[3], which is an extension obIPRE that in-
haustive scan of the databaBg;; (Section 2.2). In contrast ~ cludes automatic pattern and tuple evaluation to improve the
to exhaustive scannin@Xtractretrieves a promising set of ~ quality of the extracted table.
documentsD, from which the information extraction system (3) Proteus[17], which is a sophisticated, manually trained
obtains a relatior? to approximateR,;;. We then evaluate ~ information extraction system from NYU
the document retrieval method based®andD. Our eval- 8We do not consider the absolute accuracy or “quality” of the extracted

uation focuses on: (1) how closelyapproximates?,;;, and tuples. Rather, we focus on how closely we approximate the best possible

relation that can be produced by a given information extraction system, if it
SMore sophisticated ways of combining the generated queries are pos-had examined every document in the database.

sible (e.g., to eliminate redundancy across queries), and we plan to explore  *While the Proteussystem is not publicly distributed, we were allowed

2.5 Querying for Promising Documents

3.1 Evaluation Methodology and Metrics

some of them in our future work. to use an instance that was tuned for extracting infectious disease outbreaks,
“Many search engines have a predefined limit on the maximum numberwith kind help and permission from Roman Yangarber, Ralph Grishman,
of results per query that they return. and Silja Hattunen.



Headquarters DiseaseOutbreaks and thequery generation strategy
Organization | Location DiseaseName | Location Tuples This technique uses tuples to retrieve promising
Microsoft Redmond || Malaria Ethiopia documents.Tuplesproceeds essentially as procedirec-
Equn gvintgtll 'T:?/phus ?ﬁrglar_l(-’Belsten umentSample Section 2.3, with the difference th@wples
B Amork Mad Cow Diseasdl Tho UK. does not retrieve the random document sample in Step 1. The
Intel Santa Claral| Pneumonia The U.S. modified version oDocumentSamplontinues to extract tu-

ples to use as queries until a fractidtaxFractionRetrieved

of the database has been retrieved. We include this technique
in the experimental evaluation to study the benefitQe¢
tract's query generation stage, which is missingimles

The three systems above are representative of the state aseline This simple baseline technique returns a randomly
the art in information extraction, and range from a simple chosen fractiorMaxFractionRetrieveaf the database doc-
strategy with minimal manual trainind(PRE) to a highly  uments, and processes them using a previously trained ex-
sophisticated strategy with extensive manual trainP®{  traction system. The document sample, if any, that was used
teus. to train the extraction system, is not counted towards the re-
trieved document quota f@aseline
Manual: This technique is based on hand-crafted filters.

We evaluate the performance@Xtracton the extraction  We implement this strategy only for extraction of tbés-
of two relations, with the initial seed tuples of Figure 5: easeOutbreakeelation, using manually constructed queries
Headquarterg¢Organization, Location)as defined in Sec- based on the filters provided to us by the developers of the
tion 2.1. The attribute®rganizationandLocationare used  Proteussystem. These are the current filters that are applied
for querying for sample documents. We uS&RE and to documents before runniiyoteuson thent?. The filters
Snowballto extract this relation. were converted to the closest phrase and Boolean queries.

In Figure 13 we show a sample of the automatically learned
DiseaseOutbreakBiseaseName,  Location,  Country, queries generated b@Xtract that were somewhat close to
Date, ...). Each tuple<n, |, ¢, d,... > (e.g., <"Mad the Manualqueries. We do not apply this technique for the
Cow Disease”, “The U.K.", “U.K., “3/27/1996",... >) Headquartergelation, for which we did not have an exter-
corresponds to an outbreak of a disease a locationl of nally provided set of manually constructed queries or filters.
a countryc, on dated, and other attributes that we do not Patterns This technique exploits the terms in tlegtrac-
discuss here for brevity. The attribut€sseaseNamand tion patternsgenerated by the information extraction sys-
Locationare used for querying for sample documents. We tem over the training documents, if available. For instance,
useProteusto extract this relation. one of the example patterns for extracting tHeadquar-
ters relation in Figure 1 is £ ORGANIZATION>, based
in <LOCATION>". We can construct a querfpased in”

Our training database consists of 137,893 documents from this pattern, since this phrase will have to appear in
from the first nine months of the 1996 New York Times any document that matches the extraction pattern. (Note that
archivé®. Thetest database consists of 135,438 documents we cannot use the named-entity tdg@CATIONand OR-
from the 1995 New York Times archive. For our experi- GANIZATIONIn the queries since such tags are typically not
ments, we indexed the training and test databases using thaccepted as query features by standard search engines.) For
Glimpse search engine. Glimpse supports a Boolean retrievaSnowbal) the extraction patterns are not phrases, but rather
model with no document ranking. Queries specify either unordered vectors of terms. In this case, each pattern is con-
exact phrases (which do not ignore punctuation) or singleverted to a conjunctive query with all the terms in the pat-
words. tern. An advantage of theatternsstrategy is its simplicity:

3.5 Alternative Document Retrieval Methods queries are regdily deriv_ed fromthe extraqtion pattern;, with-
out further training. A disadvantage of this approach is that

We experimentally compare a number of alternatives to the associated queries might be too broad, as in the example
retrieve promising documents: above, or too specific, and retrieve too few useful documents.
QXtract This is the technique described in Section 2, whose a|so, extraction patterns vary considerably by information

parameters (tuned using thraining database and summa-  extraction system (Section 2.2), which makes this approach
rized in Figure 7) includ&axSampleSizéMaxSeedResults

Figure 5. Initial seed tuples provided @Xtractfor extract-
ing theHeadquartersand theDiseaseOutbreakselations.

3.3 Target Relations for Extraction

3.4 Training and Test Databases

12Note that these filters were originally conceived to be appliegvto

10Available as part of théorth American News Text Corpfi®m the ery available news document before runnifgteus The filters were de-
Linguistic Data Consortium dtttp://www.ldc.upenn.edu . signed primarily to maximize theecall of the extraction system, with less

11Glimpse also supports limitegigular expressiomatching, which we importance given to precision of the resulting document set (i.e., processing
do not exploit. potentially useless documents was acceptable).



Relation and Extraction Systerh % [Useful | [R.;] | Do 45 | ¢ Jaract 55 ¢ ract
Headquarters: Snowball 23 24,536 4097 A Tuples 50 | —a— Tuples
Headquarters: DIPRE 22 20,952 | 135,438 zz T P — Baseline
DiseaseOutbreaks: Proteus 4 8,859 € — o £ w
Figure 6. Thetest database statistics. g — g ® —
2 15 8 —3
o A/ 5 30
Parameter Value Description 5 "/ »
MaxSampleSize | 2,000 or 5,000 if MaxFractionRetrieved< 5% 050‘/ P 2050/ o o e o
then 2,000; otherwise 5,000 oo R ’ ’ 0 S ’ ’
MaxSeedResults 50 Max. documents retrieved per MaxFractionketrieved (% [ball) MaxFractonRetieved (3¢ Ioall)
individual seed tuple (@ (b)
gld?ries?gstegy Qctr%(l)n?ned gszlryng\évnierzgc::gt?:\tgg;ed Figure 8. Recall (a) and precision (b) @Xtract Patterns
MaxSearchResults 1,000 Max. documents retrieved per Tup!es andB.asellneove.r thetestdatabase usm@nowbal s
individual query the information extraction systerhi¢adquartergelation).

Figure 7. Final configuration d@Xtractas used for evalua-
tion on thetestdatabase. Extraction of the Headquarterselation: Figure 8 shows

the performance of the alternative document retrieval meth-
not generally applicable. For example, sophisticated infor- 0dS on thetest database wittBnowballas the target infor-

mation extraction systems incorporate syntactic information Mation extraction system. Overall, ti@Xtractand Tuples

into the extraction patterns (e.g., parsing information), which Strategies have the best recall. For example, Figure 8(a)
typically cannot be used for querying. We implemented the Shows that whe®Xitractreturns 10% of the database doc-

Patternsstrategy only forDIPRE and Snowball the Pro- uments,Snowballmanages to extract about 21% of the tu-
teuspatterns exploit specific syntactic relationships between P1€S in K., from this reduced document set. Furthermore,

terms, so they are not easily converted to regular search enfigure 8(b) shows that 35% of the retrieved documents are
gine queries. actually useful, meaning th&nowballmanaged to extract

Headquarterduples from them. By comparisomuplesex-
4 Experimental Results hibits higher precision of 46%, while the recall remains sim-
. . ) ilar to that ofQXtract many of the tuples used for queryin

In this secnqn, we evaluate opr_techmques on teeet or new documents bSFuplgstend to gccur irmuItipI?edoc):/— °
database (Section 3.4). The statistics for the occurrence o ments, causingnowballto extract these tuples repeatedly
tuples in the target relations in these databases are SUMM&:, 1 the retrieved documents. As a result, 2,276 out of the
rized in Figur_e 6. These statistics were generated by r_unningsl339 tuples extracted from the documents retrievedby
each extraction sys?em over the comple_te database in Orde;5Ieswere extracted repeatedly from multiple documents. In
to generateR,;;. This exhaustive extraction process lasted contrast, only 1,292 of the 5,213 tuples extracted from the
for many days for one of the extraction systems. As we Candocumehts retriéved b@Xtraétcame from multiple docu-
see, the tuples in thdeadquartergelation as extracted by ments. The reason for the high recall of fgplesstrategy
Snowballfrom thetest database are relatively frequent: tu- is that many of the documents contain multipleadquarters
ples for this relz_‘;ltion oceur in approximately 23% of all of tuples, allowing the tuple-based querying to retrieve many of
the documents in th‘? database. In contrastliseaseOut- the useful documents in the database. However, such tuple
break;tuples oceur in le,ss, than 4% of the dpcuments. As distribution cannot be generally expected and, as we will see,
we Wlllls.ee,QXtract_exh.|b|ts the greatest gans in extrac;— QXtractis the most robust method overall. Interestingly, the
tion efficiency for this kind of sparse relation, where it is Patternsstrategy® is only able to retrieve 11% of the doc-
challenging to identify the few documents with useful infor- uments in theest database, which results in the maximum

r_nation. HoweverQXtractsignificantly improves the extrac-  racal| of 21%.Snowballgenerates about 50 patterns for ex-
tion performance on bOth. types of relation, Qemongtratmgthetracting theHeadquartergrelation, and approximately half
r_obustness of our tecﬁm)q(ues. Th?_ expe.rlments N th|s jec'of these resulted in valid queries. Furthermore, no query was
.tlon.were run using t @ tra_ct configuration Summarized — gi1owed to retrieve more than 1,000 documents (simulating
in Figure 7. This configuration was determined by tuning , -5 nmon policy of web search engines), which prevented

the system over thnsalnlng_ database (Sectu_)n _3‘4_)’ and we some of the potentially producti&nowball Patterngueries
do not report further details due to space limitations. Note
that the document sampling and query learning are automat- 13vany automatically generateshowballpatterns rely on stopwords and
ically performed from scratch on thestdatabase as part of ~ punctuation to extraddeadquartersuples, and the words that comprise the
the QXtractmethod, while the purpose of the system tuning patterns are not ordered, or contlguogs. As a resniuwballpattems are

.. not expressible as phrase queries. Since our search ed@ingse does
over thetraining database was solely to set the best values ot support proximity queries, we omit the stopwords and punctuation when

for the parameters in Figure 7. querying forSnowballpatterns.




45 —e— QXtract 65 - —e— QXtract Patterns
40 1| '}?Snﬁe’sns 60 J —A— Tuples Baseline
Patterns QXtract a5 || = Baseine S ey
office releases %0 50 I |
High unit company AND unit AND week £ 5 e g s
recall headquarters companies AND T 2 /’/ § 40 "\\
largest AND including S5 > g % ——,
High brokerage AND companies AND based AND 103 80
precision | chatting AND office assets AND rose 2 22
LO.\N. InCIUdlng AND Issues 5% 10‘% 15‘% 20‘% 25‘% 5% 10% 15% 20% 25%
precision superm arkets MaxFractionRetrieved (% [Dall]) MaxFractionRetrieved (% [Dall[)
Figure 9. SomeSnowball Patternsand QXtract queries @) (b)
(Headquartersrelation; MaxFractionRetrieved= 10% of Figure 10. Recall (a) and precision (b) @Xtract Patterns
|Dant). Tuples andBaselineover thetest database usinBIPRE as

the information extraction systerfi€adquartergelation).

to retrieve all matched documents. Figure 9 reports some

Patternsand QXtract queries.QXtractqueries appear to be Patterns QXtract

more topical, resulting in higher recall 8howballover the ' “, based in” releases

retrieved documents. For this extraction task, Baseline r';'(?:” Is based in Comgti’;{/:',\\‘lg gaf:g dAND

strategy performs relatively well, becaudeadquarterss a oF company AND bgsed AND

“dense” relation with 23% of the documents in the database acquisition AND buy

being useful, as discussed. High “, a biotechnology | company AND based AND|
To evaluate the generality and robustness of our approach, | Precision | company based in 'argezhl;ﬂﬁshgge AND

we run the sam@Xtractconfiguration reported in Figure 7, Low the” reports

but now usingDIPRE as the underlying information extrac- precision

tion system. Figure 10 summarizes the recall and precision Figure 11. SomeDIPRE Patternsand QXtract queries

results, which are consistent with the results Ssrowball (Headquartersrelation; MaxFractionRetrieved= 10% of

Figure 11 reports someatternand QXtractqueries. Note |Daut).

that thePatternsqueries folDIPREwere treated as conjunc-
tions of one or mor@hrasesrequiring exact string equality
(including punctuation) for a successful match. As we see
in Figure 11,DIPREs Patternsqueries are highly specific.
This preventsPatternsfrom retrieving more than 10% of
the database, resulting in relatively low recall (Figure 10(a)),
while maintaining relatively high precision (Figure 10(b)).

To summarize the results for the dertdeadquarterge-
lation, QXtractandTuplesperformed best overall: the docu-
ment sets that they retrieve result in significantly better pre-
cision and recall than random document samples. This hold
for both theSnowballindDIPREinformation extraction sys-
tems. However, the recall values of all techniques seem IOWIess than 5% of the documents in tlest database, resulting
when they retrieve modest fractions of the test database: %, 319% recall '
discussed, this low recall is due to the fact that a large fraction QXtract al.so performs better than thilanual strat-

of the documentsmthe test database are usefulforextractlnqegy' and requires no human involvement to generate these
the Headquarterselation. queries. For example, whevianual retrieves 10% of the
Extraction of the DiseaseOutbreakeelation: To further database documen®roteusmanages to extract 50% of the
test the generality of our approach, we evaluated the pertuples inR,; (Figure 12(a)). In comparisoiroteusman-
formance ofQXtractand the other techniques on tbés- ages to extract 60% of th,;; tuples from the document set
easeOutbreakielation (Section 3.3). The results on tiest of the same size retrieved YXtract Figure 13 reports some
database are shown in Figure 1RiseaseOutbreaks a Manual and QXtract queries. For this extraction tastX-
“sparse” relation, with tuples occurring in a much smaller tract approximates closely some of tanualqueries, but
fraction of the test database than is the caseHfeadquar- includes more specific words discovered during Brecu-
ters less than 4% of the test database documents are usefuhentSample procedufe.g., “ebola”). This results in higher
for extracting this relation (Figure 6). The performance of recall than manually constructed queries, which were devel-
QXtractfor this scenario is remarkable: for example, when oped without the benefit of analyzing ttesst database.

QXtract retrieves only 5% of the database documents (i.e.,
MaxFractionRetrieved= 5%), Proteusmanages to extract
48% of the tuples imR,; (Figure 12(a)). Figure 12(b) shows
that 29% of the documents retrieved Qxtractare actually
useful, meaning thalProteusmanaged to extradDisease-
Outbreakguples from them. In contrast, tlgaselinestrat-

egy exhibits the expected recall and precision for a random
sample of 5% of the database documents. Unlike the results
for the Headquartergelation, theTuplesstrategy performs
Svorse tharQXtract for DiseaseOutbreaksUsing the same
seed tuples as th@Xtractstrategy,Tuplesis able to retrieve
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70 | Manual Manual

% —e— QXtract 35 —e— QXtract Manual QXtract
80 73 30 }ﬁ virus disease AND died

25 High recall infected virus
R :z 1 e vl = 0 | . infection infected
§ o Qxtract ” Qxtract High precision | “outbreak had spread’| virus AND ebola AND recent
§ ol e o 1w [ e Tuples Low precision | “new case of” health
10 4
N — gaseire ||| | sacaline Figure 13. Somélanual and QXtractqueries DiseaseOut-
o= N breaksrelation,MaxFractionRetrieved 10% of | Dqay]).
5% 10% 15% 20% 25% 5% 10‘% 15‘% 20‘% 25‘%
MaxFractionRetrieved (% [Dall) MaxFractionRetrieved (% Dall))
@ (b) tract theDiseaseOutbreakeelation from the completéest
Figure 12. Recall (a) and precision (b) @Xtract Tu- database required over 15 days to finish. In contrast, our
ples Manual Manual+QXtract andBaselineover thetest QXtrac'ebaseq approach required 0.83 and 1.45 days to ex-
database usingroteusas the target information extraction tract, respectively, 48% and 60% of th&;; tuples from the
system DiseaseOutbreakzlation). 5% and 10% retrieved fractions of thest database. Us-

ing QXtract for extracting theHeadquartersrelation using
SnowballandDIPREalso resulted in efficiency gains. Over-
The tradeoff between the completeness of the extractedy||, Qxtractemerges as a highlffectiveandefficienttech-

relation and the number of documents retrieved is apparenjque for extracting relations from large text databases.
in Figure 12(a): retrieving a larger set of documents allows

Proteusto extract a closer approximation &f,;;. For ex- 5 Conclusions
ample, to extract an additional 12% of tlif&,; tuples af-
ter extracting 48% ofk,;; from 5% of the database requires
that QXtractretrieve an additional 5% of the database doc-
uments. This tradeoff between relation completeness an
extraction efficiency can be managed by the user to incre-
mentally extract the target relation by increasing the value
of the MaxFractionRetrievegarameter (thereby retrieving
additional documents) until the extracted relation is “suffi-
ciently complete.”

We also explored combining the existiMpnualqueries

In this paper, we developed an automatic technique for
generating queries to retrieve documents that are promising
c{or the extraction of a target relation. We demonstrated that
our method is general and efficient through a comprehensive
experimental evaluation over more than 270,000 real docu-
ments. Our techniques allow for significant improvement in
extraction efficiency in the number of documents processed:
for the Headquartersrelation, QXtract retrieves document
sets allowingSnowballandDIPREto approximate the target

. . LS . . relation significantly better thaBaseline For theDisease-
with QXtractqueries, resulting in a hybrid strategy to which Outbreaksrelation, the improvement is dramati€Xtract

+ i i .
we refer aManual+QXtract We submit these queries one at allowsProteusto extract 48% of the tuples in the target rela-

atime, alternating betwed&pXtractandManualqueries until . o 0 .
the desired fraction of the database is retrieved. Figure 12(a)t|on when retrieving only 5% of the documents in the test

shows that addinylanualqueries tdQXtractresults in only date}base. He.nc@Xtract will help deploy existing mfor-_
) : : . . mation extraction systems at a larger scale and for a wider
a slight improvement in the quality of the retrieved docu-

ments. range (_)f appli_cgtions than prev_iously possible. I_n additio_n to
In summary, the results for the spafiseaseOutbreaks improving efficiency of extraction, our automatic querying
relation show ihaQXtract accurately identifies the useful techmques_ can be used to extract a ta_r get relat|(_)n from an
documents in theéest database, allowin@roteusto extract firb|trary "hidden-web’ database accessible only via a search
S ' : interface [2]. As another example, our techniques could be
the closest approximation ak,;; for all fractions of the

database retrieved. Depending on MaxFractionRetrieved used to exploit information behind a standard web search

engine, hence providing a building block for scalable and
0,
parameterQXtract allO\.NS Protegsto e>'<tra_10t between 48% portable information extraction over the web at large. We
and 74% of the tuples iR,;;, while retrieving only between

. lan to evaluat®Xtractin these scenarios as part of our fu-
5% and 25% of the documents in the test database. Over-p Q P

. ture work.
all, QXtractemerges as the most robust technique, perform-

ing well on both the den%eadquarters‘elation and on the Acknowledgements ThlS material iS based upon Work
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Actual Running Times: To further illustrate the perfor- No. [1S-9733880 and No. 11S-9817434. We thank Ralph
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running times for extracting tables with and witho@QX- and also Silja Hattunen for allowing us to experiment with
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