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## Two-layer networks of random ReLUs ("random ReLU networks")



$$
f \in \operatorname{span}\{\underbrace{x \mapsto \max \left\{0, \mathbf{w}^{(i)} \cdot x-\mathbf{b}^{(i)}\right\}}_{\mathbf{g}^{(i)}}: i \in[r]\}, \quad\left(\left(\mathbf{w}^{(i)}, \mathbf{b}^{(i)}\right)\right)_{i=1}^{r} \sim \mathcal{D}
$$
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## Question:

What is the minimum width $r$ s.t. $\mathcal{F}_{r}$ can $\varepsilon$-approximate any $L$-Lipschitz functions in $\mathcal{L}^{2}\left([-1,1]^{d}\right)$ (with high probability)?

$$
\operatorname{Pr}\left[\inf _{\hat{f} \in \mathcal{F}_{r}}\left\|\hat{f}-f^{\star}\right\|_{\mathcal{L}^{2}\left([-1,1]^{d}\right)} \leq \varepsilon\right] \geq 0.9 \quad \text { for all } L \text {-Lipschitz } f^{*}:[-1,1]^{d} \rightarrow \mathbb{R}
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\|f\|_{\mathcal{L}^{2}\left([-1,1]^{d}\right)}=\sqrt{\underset{\mathrm{x} \sim \operatorname{Unif}\left([-1,1]^{d}\right)}{\mathbb{E}}\left[f(\mathrm{x})^{2}\right]}
$$

## Approximating Lipschitz functions by two-layer networks of random ReLUs

Two-layer networks of random ReLUs:

$$
\mathcal{F}_{r}:=\operatorname{span}\{\underbrace{x \mapsto \max \left\{0, \mathbf{w}^{(i)} \cdot x-\mathbf{b}^{(i)}\right\}}_{\mathbf{g}^{(i)}}: i \in[r]\}, \quad\left(\left(\mathbf{w}^{(i)}, \mathbf{b}^{(i)}\right)\right)_{i=1}^{r} \sim \mathcal{D}
$$

where $\mathcal{D}$ is probability distribution for bottom-level parameters $\left(\mathbf{w}^{(i)}, \mathbf{b}^{(i)}\right) \in S^{d-1} \times \mathbb{R}$

## Question:

What is the minimum width $r$ s.t. $\mathcal{F}_{r}$ can $\varepsilon$-approximate any $L$-Lipschitz functions in $\mathcal{L}^{2}\left([-1,1]^{d}\right)$ (with high probability)?

$$
\operatorname{Pr}\left[\inf _{\hat{f} \in \mathcal{F}_{r}}\left\|\hat{f}-f^{\star}\right\|_{\mathcal{L}^{2}\left([-1,1]^{d}\right)} \leq \varepsilon\right] \geq 0.9 \quad \text { for all } L \text {-Lipschitz } f^{*}:[-1,1]^{d} \rightarrow \mathbb{R}
$$

Our work: upper- and lower-bounds on this minimum width, for all $d, \varepsilon$, and $L$
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## Motivations

1. Approximation capability of neural networks at (or near) random initialization
[Andoni, Panigrahy, Valiant, \& Zhang, '14; Bach, '17; Ji, Telgarsky, \& Xian, '19; Yehudai \& Shamir, '19; ...]
and kernel methods
[Aizerman, Braverman, Rozonoer, '64; Cho \& Saul, '09; ...]
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2. Interplay between dimension $d$ and relative error $\varepsilon / L$
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## Some prior work

Question: What width is needed to approximate $L$-Lipschitz functions up to $\mathcal{L}^{2}\left([-1,1]^{d}\right)$ error $\varepsilon$ ?

|  | Width | Comments |
| :---: | :---: | :---: |
| Maiorov, '99 | $\geq \exp (\Omega(d))$ | $L / \varepsilon \rightarrow \infty$ |
| Yehudai \& Shamir, '19; <br> Kamath, Montasser, \& Srebro, '20 | $\geq \exp (\Omega(d))$ | $L / \varepsilon \geq \operatorname{poly}(d)$ |
| Andoni, Panigrahy, Valiant, \& Zhang, '14 | $\leq d^{O(L / \varepsilon)^{2}}$ | $\exp$ activation |
| Bach, '17; | $\leq(L / \varepsilon)^{O(d)}$ | $\mathcal{L}^{\infty}$ approx |
| Ji, Telgarsky, \& Xian, '19 |  |  |
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Upshot: Prior work doesn't reveal the correct minimum width for arbitrary $d$ and $L / \varepsilon$

## Outline for rest of talk

1. Upper- and lower-bounds on the minimum width
2. Proof sketches
3. Some consequences

## Part 1. Upper- and lower-bounds on the minimum width



## Our main results
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Lower-bound, in fact, applies to any target-independent $\mathcal{F}_{r}$ (not just span of random ReLUs)
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Theorems $1 \& 2 \Longrightarrow \sup _{L \text {-Lipschitz } f^{\star}} \operatorname{MinWidth}_{\varepsilon, d, \mathcal{D}}\left(f^{\star}\right)= \begin{cases}\operatorname{poly}(d) & \text { if } L / \varepsilon=\Theta(1) \\ \operatorname{poly}(L / \varepsilon) & \text { if } d=\Theta(1) \\ \exp (\Theta(d)) & \text { if } L / \varepsilon=\Theta(\sqrt{d})\end{cases}$
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Basis of "sinusoidal ridge functions" are especially convenient for this step
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Our results $\Rightarrow$ No, for constant $\mathcal{L}^{2}$ approximation error
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- Easy consequence of the key lemma!
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