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Abstract

In this paper, we present a new approach to producing photoreal-
istic computer renderings of real architectural scenes under novel
lighting conditions, such as at different times of day, starting from a
small set of photographs of the real scene. Traditional texture map-
ping approaches to image-based modeling and rendering are unable
to do this because texture maps are the product of the interaction
between lighting and surface reflectance and one cannot deal with
novel lighting without dissecting their respective contributions. To
obtain this decomposition into lighting and reflectance, our basic ap-
proach is to solve a series of optimization problems to find the pa-
rameters of appropriate lighting and reflectance models that best ex-
plain the measured values in the various photographs of the scene.
The lighting models include the radiance distributions from the sun
and the sky, as well as the landscape to consider the effect of sec-
ondary illumination from the environment. The reflectance models
are for the surfaces of the architecture. Photographs are taken for
the sun, the sky, the landscape, as well as the architecture at a few
different times of day to collect enough data for recovering the var-
ious lighting and reflectance models. We can predict novel illumi-
nation conditions with the recovered lighting models and use these
together with the recovered reflectance values to produce renderings
of the scene. Our results show that our goal of generating photore-
alistic renderings of real architectural scenes under novel lighting
conditions has been achieved.

CR Categories: I.2.10 [Artificial Intelligence]: Vision and
Scene Understanding—modeling and recovery of physical at-
tributes I.3.7 [Computer Graphics]: Three-dimensional Graph-
ics and Realism—color, shading, shadowing, and texture , vis-
ible line/surface algorithms I.4.8 [Image Processing]: Scene
Analysis—color, photometry, shading

Keywords: Photometric Properties, Image-based Rendering, Illu-
mination, Sky Model, Reflectance, BRDF, Photometric Stereo

1 INTRODUCTION

It is light that reveals the form and material of architecture. In keep-
ing with its rhythms of light and dark, clear and cloudy, the architec-
ture evokes distinct visual moods and impressions, something that
many photographers and painters have sought to capture. Perhaps
the most noteworthy of these attempts is the famous series of stud-
ies of the Cathedral at Rouen by Claude Monet–he painted the same
facade at many different times of day and in different seasons of the
year, seeking to capture the different ‘impressions’ of the scene.

Our goal in this paper is to develop this theme in the context of
computer graphics. We will develop and demonstrate techniques
to produce photorealistic computer renderings of real architectural
scenes under different lighting conditions, such as at different times
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of day, starting from a small set of photographs of the real scene.
Previous work on the FACADE system[4] has shown that it is pos-
sible to use a combination of geometric models recovered from pho-
tographs, and projective texture mapping with textures derived from
the same photographs, to generate extremely photorealistic render-
ings of the scene from novel viewpoints. However while we have
the ability to vary viewpoint, we are unable to produce render-
ings under new lighting conditions–the texture maps are the prod-
uct of the interaction between the lighting and surface reflectance
and one cannot deal with novel lighting without dissecting their re-
spective contributions. Other approaches to image-based render-
ing [14, 12, 6, 21] share the same general difficulty.

To obtain this decomposition into lighting and reflectance, our
basic approach is to solve a series of optimization problems to find
the parameters of appropriate lighting and reflectance models that
best explain the measured values in the various photographs of the
scene. The lighting models include those for the radiance distri-
bution from the sun and the sky, as well as a landscape radiance
model to consider the effect of illumination from the secondary
sources in the environment. Note that illumination from these sec-
ondary sources, such as the ground near the floor of a building can
be very important and is often the dominant term in shadowed ar-
eas. To have sufficient data for parameter recovery, we take several
photographs–of the sun, the sky, the architecture, and the environ-
ment surrounding the architecture. This enables us to recover radi-
ance models for the sun, sky and environment for that time of day.
The process is repeated for a few different times of the day; collec-
tively all these data are used to estimate the reflectance properties of
the architecture. It is assumed that a geometric model of the archi-
tecture had previously been created using a modeling system such as
FACADE, so at this stage enough information is available to reren-
der the building under novel lighting conditions. The data-flow di-
agram of the system is given in Figure 1.

There are several technical challenges that must be overcome.
We highlight a few of them here:

1. The photographs do not directly give us radiance
measurements–there is a nonlinear mapping which re-
lates the digital values from the photograph to the radiance in
the direction of that image pixel. This can be estimated using
the technique from [3], and subsequent processing performed
using radiance images.

2. Any measurements that we make from photographs cannot be
used to recover the full spectral BRDF. We need to define a
new concept, the pseudo-BRDF associated with a particular
spectral distribution of the illuminant. This is done in Sec-
tion 2. Our system is based on recovering pseudo-BRDFs
for the architecture, and then subsequently using them for re-
rendering. We recover two pseudo-BRDFs, one correspond-
ing to the spectral distribution of the sun and one correspond-
ing to the integrated light from the sky and landscape.

3. Producing renderings of the scene at novel times of day re-
quires being able to predict lighting from the sun, sky and en-
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Figure 1: Data-flow diagram of the re-rendering system.

vironment at such times. For the sun and sky, we rely on inter-
polated/extrapolated radiance models of the sun and sky (Sec-
tion 5). Prediction of radiance from the environment at a novel
time requires use of the computer vision technique of photo-
metric stereo to recover a low resolution surface normal map
of the environment, which can then be used in conjunction
with the new sun position to yield the new environment radi-
ance map.

This paper is organized as follows. In Section 2, we will dis-
cuss the pseudo-BRDF. In Section 3, we will introduce the methods
for measuring the illumination. In Section 4, we will introduce the
methods for recovering reflectance. In Section 5, we will propose
approaches for simulating novel lighting conditions. In Section 6,
we will give re-rendering results. Conclusions and future work will
be given in the last section. In the appendices, we will give an algo-
rithm for irradiance calculation and an algorithm for visibility pro-
cessing.

2 THE PSEUDO-BRDF CONCEPT

The traditional way to formally define reflectance is using the con-
cept of the bidirectional reflectance distribution function (BRDF)
defined as follows:

�(�i; �i; �r; �r; �) =
dI(�r; �r; �)

I(�i; �i; �)cos�id!i
(1)

where I(�i; �i; �) is the incident radiance and dI(�r; �r; �) is the
reflected differential radiance.

Note the dependence on wavelength �. There has been some
some previous work using a spectrophotometer to carefully measure
spectral BRDFs [2]. However, we concluded that it is impractical
to use such a technique to measure the BRDFs of complex, outdoor
scenes. Our philosophy is to work with whatever information can be
extracted from photographs, and we will use just an ordinary hand-
held digital video camcorder to acquire these photographs. Assume
that the camera is geometrically calibrated, permitting us to identify
ray directions from pixel locations.

In such a photograph, the value V obtained at a particular pixel
in a particular channel (R, G, B) is the result of integration with the
spectral response function R(�)

V =

Z
R(�)E(�)d� : (2)

where E(�) is the incident radiance.
Suppose we take photographs of an area light source and of an

object illuminated by this light source. Let us check the impact of
this spectral integration over the traditional BRDF reflection model.
What we can get from the photograph of the area light source is

Iimage(�i; �i) =

Z
I(�i; �i; �)R(�)d� (3)

and what we can get from the photograph of the object is

Iimage(�r; �r) =

Z
I(�r; �r; �)R(�)d�

=

Z Z
I(�i; �i; �)�(�i; �i; �r; �r; �)R(�)d� cos�id!i: (4)

If we follow the definition of BRDF, but use Iimage(�i; �i) and
Iimage(�r; �r) instead, we can define the following quantity which
we will call the pseudo-BRDF

�pseudo(�i; �i; �r; �r) =
dIimage(�r ;�r)

Iimage(�i;�i)cos�id!i
(5)

=

R
I(�i;�i;�)�(�i;�i;�r ;�r;�)R(�) d�R

I(�i;�i;�)R(�) d�
(6)

We note some properties of the pseudo-BRDF here:

� The pseudo-BRDF is equal to the real BRDF when the real
BRDF does not vary with the wavelength. So they usually are
not the same.

� In general, the pseudo-BRDF varies as the spectral distribution
of the light source varies.

� If the spectral response function R(�) = �(� � �0), then
�pseudo(�i; �i; �r; �r) = �(�i; �i; �r; �r; �0).

Suppose we have a geometric model of some building. For the
purpose of re-rendering under different lighting conditions, we need
to recover the reflectance of the faces in the model. Since only
pseudo-BRDFs can be recovered directly from photographs for each
color channel and pseudo-BRDFs are sensitive to the spectral dis-
tribution of the light source, theoretically, we should divide the sky
and the environment into small regions which have almost uniform
spectral distributions spatially and recover distinct pseudo-BRDFs
for each region. This is impractical because all these regions have
their lighting effects on the considered architecture altogether and
it is impossible to turn on only one of them and shut down the rest
to recover individual pseudo-BRDFs. What we want to do is to re-
cover as few pseudo-BRDFs as possible, but still get good approxi-
mations in rendering. It is possible to separate the sun from the sky
since the solar position changes a lot during a day and a face of a
building can be lit or unlit at different times. This has the same ef-
fect as turning the sun on or off for that face. It is also necessary to
do this separation because the sun is the most important light source
and its spectral distribution is so different from the blue sky. As to
the rest of the sky and the environment, we find from experiments
that recovering only one set of pseudo-BRDFs for them works very
well. From now on, we will always recover two sets of pseudo-
BRDFs, one of which corresponds to the spectral distribution of the



sun, and the other to the integrated effect of the sky and environ-
ment. They will be used for re-rendering under novel lighting condi-
tions under the assumption that the spectral distribution of daylight
does not change much. Under extreme conditions, sunrise and sun-
set, we may expect these pseudo-BRDF’s to cease being accurate.

(a) (b)

(c) (d)

Figure 2: (a)Solar image obtained using a couple of neutral density
filters, (b) Solar aureole obtained using fast shutter speed, (c) a pho-
tograph for the zenith, (d) a photograph for the landscape and the
sky near the horizon.

3 MEASURING AND MODELING ILLUMI-
NATION

We consider three sources of illumination. Light can be from the
sun, the sky and the surrounding environment which serves as a sec-
ondary light source. Of course, in some fundamental sense, the sun
is the only true light source. Both skylight and the light from the
environment are ultimately derived from the sun. However, with an
image-based approach, we need to measure and model these three
sources separately. We shall not be constructing a physically cor-
rect global illumination model of the atmosphere and environment
taking into account all the scattering and reflection effects!

To model these illumination sources, we take photographs of the
sun, the sky and environment using a handheld CCD camera. To ac-
curately measure the radiance, we need to convert the photographs
into radiance images by inverting the nonlinear mapping between
the incident radiance of the camera and its digital output. To recover
this nonlinear mapping, we use the technique described in [3].

3.1 The Sun

We can measure the radiance of the sun with a camera and a cou-
ple of neutral density filters(Figure 2(a)) to make it unsaturated so
that we can recover its dynamic radiance using the nonlinear map-
ping introduced before. The solid angle subtended by the sun can
be obtained from the diameter of the sun and the distance between
the sun and the earth. The solar position(altitude and azimuth) can
be obtained from formula given in the appendix of [18], provided
that the latitude and longitude of the site on the earth’s surface, and
the time and date are known. We model the sun as a parallel light
source.

3.2 The Sky

We can take photographs of the sky in order to measure its radiance
distribution. But there exist a couple of problems. First, it is hard
to know the camera pose because there is no feature in the sky to
calibrate camera orientation if the sky is clear; second, it is hard
to get a picture of the whole sky even with a fish-eye lens because
there might be some objects occluding part of the sky, such as trees,
buildings, and mountains; third, the intensity of circumsolar region
or solar aureole can be very high, and can easily get saturated at a
normal shutter speed. To solve the first problem, we decided to in-
clude some buildings as landmarks in each photograph so that we
can use them to recover the camera pose later. But this means we
are going to have more occlusions. While we will take multiple pho-
tographs(Figure 2(c)(d)) and hope the invisible part of the sky in one
photograph will become visible in some other photograph, there is
no way to guarantee that every part of the sky will be seen. Our ap-
proach to solve this difficulty is to have a sky model which we can
fit to the visible parts of the sky and extrapolate into the invisible
parts. To solve the last problem, we use a set of different shutter
speeds for the solar aureole with each speed capturing the radiance
inside a circular band centered at the solar position(Figure 2(b)).

Several papers present physical models of sky radiance [22, 9,
23]. However, we do not know how closely they approximate the
real sky. Furthermore, physical models often give the spectral dis-
tribution of any point in the sky. It is very hard to fit these models
to RGB data taken from photographs.

On the other hand, there are also many empirical models for sky
luminance or radiance distribution [16, 1, 13, 8]. All CIE standard
sky formulae are fixed sky luminance distributions. They can not be
used for the purpose of data-fitting. The all-weather sky luminance
model proposed in [16] is a generalization of the CIE standard clear
sky formula. It is given by

Ls(�; 
) = Lvz f(�; 
)=f(0; Z) (7)

where � is the zenith angle of the considered sky element and 
 is
the angle between this sky element and the position of the sun, Lvz
is zenith luminance, Z is the zenith angle of the sun, and

f(�; 
) = [1 + a exp(b= cos �)][1 + c exp(d
) + e cos2 
] (8)

where a; b; c; d; and e are adjustable coefficients. These variable
coefficients make this empirical model more flexible than others,
which means we might have a better fit by using this model. Since
both Lvz and f(0; Z) in the above model are unknown constants,
we replace them with one new variable coefficient which can be
optimized during data fitting. Empirically, we also find it is better
to have one more variable coefficient as the exponent of 
 in the
term with c and d. Thus, we obtain the following revised seven-
parameter sky model

Ls(�; 
) = Lz[1 + a exp(b= cos �)][1 + c exp(d
h) + e cos2 
]
(9)

where a; b; c; d; e; h; and Lz are variable coefficients.
Up to now, we still only have a sky luminance model which does

not have colors. We have not seen in the literature any approach
converting sky luminance models to RGB color distributions. The
method proposed in [23] converts luminance data to color tempera-
tures and then to spectral distributions. The relationship they use be-
tween luminance and color temperatures is not necessarily accurate
for different weather conditions. Based on the fact that the sky radi-
ance distribution at each color channel has a similar shape, we de-
cided to use the same model but a distinct set of coefficients for each
color channel by fitting the above revised model to the data from
each channel. In practice, the error of data-fitting remains very small
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Figure 3: (a) A sky radiance model obtained by data-fitting,(b)-(d) the R,G,B channels of the sky model in (a). All color channels are generated
using the same sky luminance model, but each color channel has its own distinct parameters.

for each channel, which means our method is appropriate. Skies
thus obtained have convincing colors.

Since there might be trees, buildings or mountains in pho-
tographs, we interactively pick some sky regions from each pho-
tograph and fit the revised sky model to the chosen sky radiance
data by using Levenberg-Marquardt method [17] to minimize the
weighted least-square

NX
i=1

[
yi � Ls(�i; 
i)

�i
]2 (10)

where yi’s are the chosen sky radiance data from photographs and
�i’s are weights. We tried different weighting schemes, such as
�i = 1; yi= log(yi); yi=sqrt(yi); or yi, and found the best result
was obtained when �i = yi= log(yi). With this weighting scheme,
the fitting error at most places is within 5%. A recovered sky radi-
ance model is given in Figure 3.

Figure 4: Two views of a spherical environment map. The upper
hemisphere corresponds to the sky and the lower hemisphere has the
radiance values from the surrounding landscape.

3.3 The Environment

By our definition, the environment of an outdoor object is its sur-
rounding landscape. It can be a more significant light source than
the dark side of a clear sky. There are mutual interreflections be-
tween an object and its environment. For reflectance recovery, we
need to measure the radiance distribution of the whole environment
which includes radiance from all visible objects and is the equilib-
rium state of mutual interreflections. It is assumed that we do not
interfere with this equilibrium state when we take photographs of
the environment.

For our purpose, we only need a coarse-grain environment ra-
diance map to do irradiance calculation because irradiance results
from an integrated effect of the incident radiance distribution. High-
frequency components can therefore be ignored. We subdivide

the environment sphere along latitudinal and longitudinal direc-
tions and get a set of rectangular spherical regions. Once we have
those environment photographs(Figure 2(d)) and their camera ori-
entations, we project every pixel into one of the spherical regions.
Finally, we average the color of the pixels projected into each re-
gion and give the result as the average radiance from that region.
If the architecture has large size, we may need to capture more than
one environment map at different locations because the surrounding
light field is a four dimensional distribution. However, since the in-
tegrated irradiance over the surfaces changes smoothly and slowly,
we do not need to capture more than a small number of coarse-grain
environment maps.

Two images of a spherical environment map including radiance
distribution from both the sky and the landscape are shown in Figure
4.

Figure 5: Some photographs of a bell tower for reflectance recovery.

4 RECOVERING REFLECTANCE

We need to recover the reflectance of the faces in the geometric
model for the purpose of re-rendering under different lighting condi-
tions. There has been a lot of previous work [24, 19, 20, 11, 2] trying
to fit empirical or physics-based models to measured data and then
using the obtained model into illumination calculation. The exper-
iments were done for small objects or material samples in labora-
tory settings where only one single point light source was used and
global illumination effects could be ignored. Usually only one set
of pseudo-BRDF’s were recovered if the data were obtained from
images, which, as we know, is not adequate in our outdoor natural
lighting context.
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Figure 6: (a) A simple geometric model of a bell tower, (b)-(c) Diffuse pseudo-albedo recovered by using irradiance from both the sky and the
landscape, (d) diffuse pseudo-albedo recovered incorrectly by only using irradiance from the sky, (e) diffuse pseudo-albedo corresponding to
the spectral distribution of the sun.

Recall from Section 2, that we decided to recover two sets of
pseudo-BRDFs: one corresponding to the spectral distribution of
the sun, and the other corresponding to the spectral distribution of
the irradiance from both the sky and environment.

4.1 Recovering Diffuse Pseudo-Albedos

We use Lambertian model for diffuse component. So the recovery
of diffuse pseudo-albedos at each surface point needs the incident
irradiance and the outgoing diffuse radiance. The incident irradi-
ance is obtained by gathering light from the sun, the sky, the envi-
ronment, and possibly other polygonal faces occluding part of the
previous three sources. We can get the irradiance from the sun by
using the surface normal, the color and solid angle of the sun which
we got from Section 3.1. We will discuss gathering light from the
sky and environment in Appendix A. Gathering light from occlud-
ing faces can be done using the method in [15]. We use one-bounce
reflection to approximate the interreflection among different faces.

Multiple photographs are taken for the considered building at dif-
ferent viewing directions and times(Figure 5). Since most architec-
tural materials are only weakly specular except for windows, if our
viewing direction is far away from the mirror angle of the current
solar position, we can assume only diffuse radiance is captured in
the photograph. Since each photograph can only cover some part of
the architecture and there are occlusions among different faces, we
need to decide which face is visible to which photographs. Visibility
testing and polygon clipping will be discussed in Appendix B.

Since every surface of the building has its own surface texture, we
need to incorporate these spatial variations into its pseudo-albedos.
Each polygon in the geometric model is first triangulated and a
dense grid is set up on each triangle in order to capture the varia-
tions. This step is similar to that introduced in [20]. Each grid point
is projected onto the photographs to which it is visible and a radiance
value is taken from each photograph. The diffuse pseudo-albedo at
the grid point is obtained by dividing the average radiance by the
irradiance.

We need at least two photographs for each face of the building to
recover both sets of pseudo-BRDF’s. And it should not be lit by the
sun in one photograph and should be lit in the other. Thus we have

two equations for each surface point, one from each photograph.

�I(1) = �seE(1)
se (11)

�I(2) = �seE(2)
se + �sunEsun (12)

where I(1) and I(2) are radiance values obtained from the two pho-
tographs, E(1)

se andE(2)
se are the irradiance from the sky and environ-

ment, Esun is the irradiance from the sun, �se is the pseudo-albedo
corresponding to the spectral distribution of the sky and environ-
ment, and �sun is the pseudo-albedo corresponding to the spectral
distribution of the sun.

From (11), we can solve �se. By substituting it into (12), we can
solve �sun too. Of course, if we have more than two photographs,
these estimations can be made more robust. Figure 6 displays the
recovered diffuse pseudo-albedo. Figure 6(b)&(c) shows the dif-
fuse pseudo-albedos of four different sides of a bell tower. These
recovered pseudo-albedos are quite consistent with each other, pro-
viding an independent verification of our procedure since we recov-
ered them from different photographs shot at different times.

We can choose solar positions to avoid large shadows cast on the
architecture. When large shadows are inavoidable, we can interac-
tively label the shadow boundaries to separate sunlit regions from
shadowed ones. If there are several buildings located close to each
other such that some sides of the buildings can not be lit by the sun
or we can not simply take photographs for them, our method can not
be used. A solution to this difficulty might be to fill in reflectance
values from adjacent faces.

4.2 Recovering The Specular Lobes Of The
Pseudo-BRDFs

We adopt the empirical model in [11] to recover specular lobes be-
cause this model can effectively simulate effects such as specular-
ity at grazing angles, off-specular reflections and etc. Putting diffuse
and specular lobes together, for each color channel, we have the fol-
lowing reflection model expressed in a local coordinate system of
each triangular patch



Figure 7: RGB specular lobes, recovered for the sun, of the asso-
ciated pseudo-BRDF of the lower block of the geometric model in
Fig. 6(a) at incident direction (0.5, 0.0, 0.86).

�(u; v) = �d + �s[Cxuxvx + Cyuyvy + Czuzvz]
n: (13)

where u = (ux; uy; uz) is the incident direction, v = (vx; vy; vz)
is the viewing direction and �d; �s; Cx; Cy; Cz; n are adjustable co-
efficients.

We take multiple photographs at diferent times and viewing di-
rections(Figure 5), such as grazing angles, directions close to mir-
ror angles of the solar positions and other directions, to sample the
radiance distribution from the architecture.

4.2.1 Specular Lobe For The Sky And Environment
Pseudo-BRDF

Since the sky and the environment are extended light sources, to
recover specular lobe of the associated pseudo-BRDF, we need to
divide them into small pieces and plug the vector flux from each
piece into the specular model. Let the set of incident irradiance
from these pieces are fe1; e2; � � � ; eng, the set of corresponding in-
cident directions are fu1; u2; � � � ; ung, the set of viewing direc-
tions are fv1; v2; � � � ; vmg and the corresponding radiance values
are fI1; I2; � � � ; Img, this problem can be considered as minimiz-
ing the following least-square objective

mX
i=1

(

Pn

j=1
ej�(uj ; vi)� Ii

�i
)2: (14)

This double summation needs to be evaluated at each iteration of
the optimization. The number of patches in the sky and environment
might be quite large, so it is time-consuming to run the optimiza-
tion. This prevents us from using optimization at each grid point
in the model. On the other hand, the parameter estimation can be-
come unreliable at places where there are not enough data available
for the specular component. Therefore, we assume each block in the
model has the same specular lobe except for windows which are left
for further investigation.

For each block, we interactively pick some regions on the sur-
face that are visible to multiple photographs. Thus each grid point
in the regions has multiple radiance values corresponding to differ-
ent viewing directions. Subtracting the estimated diffuse compo-
nent from these radiance values and then running the optimization
for each block with Levenberg-Marquardt method, we can get the
coefficients related to the specular lobe.

4.2.2 Specular Lobe For The Sun Pseudo-BRDF

Recovering specular lobe corresponding to the spectral distribution
of the sun is less time-consuming because the sun is considered as a
directional(parallel) light source, we do not need to evaluate the in-
ner summation in (14) any more. This means it is possible to apply
better but more expensive global optimization techniques. We use

the downhill simplex method with simulated annealing [17], which
allows us to apply some techniques [17, 7] for robust parameter es-
timation. Robust estimation tries to minimize

NX
i=1

%(
yi � y(xi; �)

�i
) (15)

where %(z) is a nonlinear function of a single variable z � [yi �
y(xi)]=�i, in order to estimate �, the vector of parameters. Classic
least squares corresponds to using %(z) = z2, and is very sensitive
to outliers. By a suitable choice of %(z), in our experiments %(z) =
1�exp(�jzj=2)

1+exp(�jzj=2)
, one can suppress the influence of outliers in the data.

We refer the reader to [7] for extensive discussion on this topic, as
well as a technique for estimating �i. The recovered RGB specular
lobes of a block of the bell tower is given in Figure 7.

5 MODELING ILLUMINATION AT NOVEL
TIMES OF DAY

To generate renderings of the scene at a novel time of day, we need to
predict what the illumination will be at that time. This requires us to
construct sun, sky and environment illumination models appropriate
to that time. We have available as a starting point, the illumination
models for a few times of day where we took the initial photographs,
recovered using the techniques introduced in Section 3.

5.1 The Sun And Sky

Given the local time of day, the solar position(altitude and azimuth)
can be obtained directly from formula given in the appendix of [18],
provided that the latitude and longitude of the site on the earth’s sur-
face and the day number in a year are all known.

Finding the appropriate sky model requires more work. First we
consider sky interpolation during the main part of the day, ignoring
sunrise and sunset. Note that the sky radiance distribution changes
with the solar position, and naive pointwise radiance interpolation
at each point in the sky would not work as shown in Figure 8.

(a) (b)

Figure 8: 1D Schematic of sky interpolation where peaks repre-
sent sky radiance at solar aureole. (a) A new sky(solid) obtained by
pointwise interpolating two sky models(dot). It is not correct be-
cause it has two peaks. (b) A new sky(solid) obtained with our in-
terpolating scheme.

Instead, let’s examine the sky model in (9). It has three parts. The
first part is the scaling factor Lz which controls the overall bright-
ness of the sky. If not during sunrise or sunset, it should be almost
a constant. The second part is the sky background. We denote it by
Bg(�). The third part is the solar aureole. We denote it by Sa(
).
The shapes of Bg(�) and Sa(
) remain unchanged during most
times of a day. What changes is their relative position. Sa(
) ro-
tates relative to Bg(�) as the sun moves across the sky. Based on
this observation, we derive a sky interpolation scheme. Suppose we
have recovered k sky models. If we need a new sky model at a dif-
ferent time, a grid is first set up on the sky hemisphere. At each
grid point with parameters (�i; 
i) corresponding to the new solar
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Figure 9: (a)-(d) Environment maps for four different times, obtained from multiple photographs, (e)-(h) corresponding environment maps
generated with the recovered environment radiance models which were obtained by data-fitting. There is one recovered radiance model for
each environment region.

position, we can get three data sets fLzj ; Bgj(�i); Saj(
i); j =
1; � � � ; kg from the existing models. Set the sky radiance at the grid
point to be the product of three weighted averages of the three data
sets. The weight for each existing sky model is proportional to the
reciprocal of the angular distance between the new solar position
and the solar position of that sky model. Finally, with the radiance
values at the grid points, we can run an optimization to fit a new sky
model.

During sunrise or sunset, there is less light from short wave-
lengths. So the sun and solar aureole appear more red. The whole
sky is darker. But the color of the rest of the sky only changes a little.
It is well known, e.g. [9], that the color of the sky and sun is caused
by scattering in the atmosphere. If a light beam travels a distance d
in a medium with scattering particles, its intensity will be decreased
by a factor of exp(��d) where � is a constant coefficient. With dif-
ferent �’s for different wavelengths, the color of the beam will also
change. The distance d that the sunlight travels through the atmo-
sphere is the smallest when solar direction is perpendicular to the
ground and it increases when the sun moves closer to the horizon.
The optical depth of the atmosphere at the horizon is about 38 times
that at the zenith. A formula to compute d for any solar position can
be found in [9] which tries to get the color of the sun and sky from
physics-based models. However, we want to fit the above scattering
model to real measurements. We measured solar radiance during the
day and sunset and fit a distinct � for each color channel. We use the
same coefficients to get the color of solar aureole. For the sky back-
ground, we use an average � for all three color channels to decrease
the brightness but keep the color unchanged.

5.2 Environment Radiance Model

Predicting radiance models for the sun and sky is not enough, be-
cause the building also receives light reflected from other surfaces
in the environment. Predicting the environment radiance map at a
novel time is a challenging problem, and it may appear that the only
solution would be to completely geometrically model the rest of the
environment and then solve a global illumination problem to render
the entire scene. However we have found an acceptable approxima-
tion for our purposes by a much simpler technique.

The idea is to recover not the detailed geometric structure of the
environment, but rather a very crude, low frequency model adequate
enough for our purpose – obtaining an approximation to the illumi-
nation resulting from it on the primary architectural piece of interest.

We use the technique of photometric stereo for shape-from-
shading in computer vision [25] to recover the average reflectance,
assumed lambertian, and surface normal for each region of the en-
vironment. One can solve for the albedo and normal orientation at
each pixel location in an overdetermined system by taking multiple
images of the same object with the same camera position but differ-
ent positions of the single light source. In our context, the different
positions of the light source are generated by the movement of the
sun during the day. Interreflections within the environment are ne-

glected. The Lambertian model appears reasonable because most
surfaces in an outdoor scene are pretty diffuse. The big change is
that we do not have a single light source, but must consider both the
sky and the sun as light sources. Considering the sky as an ambient
light source and the sun as a directional light source, we have the
following formulation

Ienv =

(
�skyEsky + �sunEsun(nenv � lsun)

; if nenv � lsun � 0;
�skyEsky ; otherwise:

(16)

where �sky is the pseudo-albedo corresponding to the spectral dis-
tribution of the sky, Esky is the magnitude of the total flux from
the sky because we consider the sky as an ambient source, �sun is
the pseudo-albedo corresponding to the spectral distribution of the
sun, Esun is the irradiance from the sun, nenv is the normal of the
considered region and lsun is the solar position. The reason why
we allow �sky and �sun to be independent because they are related
to pseudo-BRDF’s corresponding to the spectral distributions of the
sky and the sun and we expect them to be very different.

Since we have three color channels, both �sky and �sun have
three components, and nenv has two degrees of freedom because
it has unit length. There are eight unknowns for each environment
region. If we photograph the environment for at least three solar po-
sitions and get the corresponding sky flux values, we would have at
least nine equations at each environment region and the unknowns
can be estimated by weighted least-square method. Note that the tra-
jectory of the sun seen from the surface of the earth is not a planar
curve, otherwise the three solar positions would not give us inde-
pendent information. The estimated pseudo-albedos and normal can
then be used to predict radiance under new lighting conditions.

How can we impose the constraint thatnenv has unit length ? We
could just add a penalty term in (16) to do this. However we find,
among the six variables in �sun andnenv , there are only five degrees
of freedom. We can just set one of them to be a constant to impose
the constraint more strictly. Any component of nenv can be either
zero or nonzero. It is more appropriate to set one component of �sun

to be a positive constant, say 0.1. Now nenv does not necessarily
have unit length. (16) should be rewritten in the following way

Ienv =

8<
:

�skyEsky + (�sunknenvk)Esun(
nenv
knenvk

� lsun)

; if nenv � lsun � 0;
�skyEsky ; otherwise:

(17)
We use the Levenberg-Marquardt method to solve this nonlinear

least-squares problem. However this technique requires the objec-
tive function to have a derivative everywhere while our formulation
above does not have one when nenv � lsun = 0. One way to get
around this is to reformulate (17) as follows



Ienv =

8><
>:

�skyEsky + (�sunknenvk)Esun(
nenv
knenvk

� lsun)

; if nenv � lsun � 0;
�skyEsky + (�sunknenvk)Esun�

f 1
�
[exp( �

knenvk
nenv � lsun)� 1]g ; otherwise:

(18)
where � can be any large positive constant, say 1000.

We can check that (18) has derivative everywhere and its second
term keeps very close to zero when nenv � lsun < 0, which is a good
approximation to (17). Levenberg-Marquardt method can be easily
used to minimize the least-square error criterion for (18). The start
point of �sky is set to the ratio between the average radiance and the
average magnitude of incident flux from the sky, and the start point
of �sun is set to the ratio between the average radiance and the aver-
age irradiance from the sun. We may obtain meaningless values for
the normal if some region is never lit by the sun. To alleviate this
problem, during the optimization, if the data fitting error at some
region is larger than a threshold and the obtained normal is point-
ing away from the building, we remove the solar term in the above
model and only try to get an estimation for �sky. Adding a smooth-
ing term between adjacent regions may also help. Some recovered
environment radiance maps with the above modeling method are
given in Figure 9(e)-(h). For every region of the environment, we
have eight unknowns in the model and twelve equations obtained
from four different times of day. Since the system is overdeter-
mined, the good fit in Figure 9 provides justification for our sim-
plifying assumptions that the environment is Lambertian and that
interreflections within the environment can be neglected.

6 RESULTS

We chose the Berkeley bell tower(Campanile) as our target archi-
tecture and took a total of about 100 photographs for the tower, the
sky and the landscape at four different times. These photographs
are used as source in data-fitting. They can be considered as train-
ing data. From the various measurements and recovered models,
we found the relative importance of each illumination component
and reflectance component in our example. On shaded sides of the
tower, the irradiance from both the sky and landscape has the same
order of magnitude, but the irradiance from the landscape is larger.
On sunlit sides, the sun dominates the illumination if its incident an-
gle is not too large. The percentage varies with different color chan-
nels. If the incident angle is less than 60 degrees, the light from the
sun may exceed 90% in the red channel, and 60% in the blue chan-
nel. As to reflectance models, the ratio between the maximum spec-
ular reflectance and the diffuse reflectance is about 1 : 18. So we
only kept the specular reflection from the sun and ignored the rest
of the light sources to speed up re-rendering.

We also took photographs at a fifth time. Those photographs are
used for comparison with re-rendered images. They can be consid-
ered as testing data.

Relative positions and orientations of the cameras are currently
calibrated by using the FACADE system in [4]. Alternatively, we
could use any standard mosaicing technique for the environment
photographs. Exterior orientation is calibrated with a compass map
or the solar position.

Photometric calibration of the camera is done using the technique
in [3]. Once we have recovered the nonlinear mapping between in-
cident radiance and camera output, we can use it to further recover
the radiance at each pixel. To extend the dynamic range, it is neces-
sary to take photographs at different shutter speeds. The technique
from [3] enables the combined use of these to recover a high dy-
namic range radiance image. All subsequent processing in the sys-
tem uses radiance values. At the end, re-rendered radiance images

are converted back to normal images using the nonlinear response
curve of the sensor.

6.1 Comparison With Ground Truth

Our approach makes a number of simplifying assumptions and ap-
proximations. It is therefore necessary to check the accuracy of our
re-rendering by rendering the bell tower at the fifth time and compar-
ing the synthetic images with real photographs shot at the same time.
Three pairs of images from three different viewpoints are shown in
Figure 10. The sky in the synthetic images are obtained by clear sky
interpolation introduced in Section 5.1.

6.2 Sunrise To Sunset Simulation

A sequence of images are shown in Figure 11. It includes im-
ages at sunrise and sunset simulated with the technique in Section
5.1. Images rendered for sunrise and sunset can only be consid-
ered as approximations to real photographs because the solar spec-
trum changes at these periods, but we still use previously recovered
pseudo-BRDF’s. However, these approximations look realistic.

6.3 Intermediate And Overcast Sky Simulation

By intermediate and overcast skies, we mean there is a uniform layer
of clouds covering the sky which blocks some or all of the sunlight.
To simulate this kind of sky, we can either get a overcast sky model
by data fitting or use CIE standard overcast sky luminance model
along with a user-specified color for the clouds which is usually
close to gray. A coefficient specifying the percentage of the sun-
light blocked by the clouds should also be given. Then the color at
a point in the sky is simply a linear interpolation between the color
of a clear sky and the color of the overcast sky. Actually some sky
luminance models reviewed in [13] really use this kind of interpo-
lation between two extreme sky models.

A sequence of images are shown in Figure 12. It gives re-
rendering results with various sky interpolation coefficients.

The above simulation sequences may be found in the SIG-
GRAPH video tape.

6.4 High Resolution Re-Rendering

Since we used a fixed size grid on each triangular patch to capture
the spatial variation of surface reflectance, as the viewpoint moves
sufficiently close to the surface of the object, each grid cell will cor-
respond to multiple image pixels. The resulting rendering then takes
on a somewhat blurred appearance, as variation in surface texture
at a resolution finer than the grid size is lost. In this section we
show results from a simple technique by which the resolution can be
boosted to the pixel resolution. The basic idea is to use a high resolu-
tion zoom photograph of the architecture available as a texture map
in the “right” way. Since the lighting conditions can be different,
we need pixel wise reflectance values. Let I(x; y) be the radiance
measured from the high-resolution photograph at pixel (x; y) and
�(x; y), and E(x; y) be the corresponding high-resolution pseudo-
albedo and irradiance at the surface point corresponding to pixel
(x; y). ~I(x; y), ~�(x; y) and ~E(x; y) are the corresponding low-
resolution versions. Both �(x; y) and E(x; y) are unknown, but we
can exploit the fact that the spatial variation in lighting E(x; y) has
only low frequency components, and therefore is quite well approx-
imated by ~E(x; y). We can obtain ~�(x; y) from previously recov-
ered pseudo-albedo at surface grid points, and ~I(x; y) by smooth-

ing I(x; y); then ~E(x; y) =
~I(x;y)
~�(x;y)

and the high resolution pseudo-
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Figure 10: (a)-(c) Three real photographs of a bell tower taken with shutter duration 1/1500 a second, (d)-(f) three corresponding synthetic
images for the same time and shutter speed. They look similar although the real photographs in (a)-(c) are not used for training and generating
the synthetic images.

albedo �(x; y) can be estimated by

�(x; y) =
I(x; y)

E(x; y)
�

I(x; y)
~E(x; y)

(19)

The recovered high-resolution pseudo-albedo �(x; y) can be
used for re-rendering under novel lighting conditions. In Figure 13,
we give a resulting image from this kind of re-rendering. A low-
resolution image from previously recovered reflectance is also given
for comparison. By taking zoom-in photographs at various camera
positions, we can combine this technique with view-dependent tex-
ture mapping [4].

7 CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a method to extend image-based model-
ing and rendering techniques to deal with producing renderings un-
der novel lighting conditions. The input to the process is a small
number of photographs of the architectural scene, at a few different
times of day, taken using a handheld camera. These photographs are
used to recover underlying radiance and reflectance models, which
are subsequently used for producing re-renderings of the scene un-
der novel illumination conditions.

As part of this process, we introduced the pseudo-BRDF concept.
We recovered two sets of pseudo-BRDF’s for re-rendering under
daylight. This approach is reasonable so long as the spectral distri-
bution of the sunlight and skylight doesn’t change too significantly.
Extending the approach to work under more extreme conditions is
left for further investigation.

For more complex situations, such as a cluster of buildings, our
approach can still work if we have the geometric models of these
buildings and recover the reflectance of the buildings one by one in
a sequential mode. We need some new techniques if we want to re-
cover their reflectance simultaneously.
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A IRRADIANCE CALCULATION

We designed an efficient algorithm for gathering light from the sky
based on adaptive subdivision. Since irradiance is an integration of
the incident radiance, it varies slowly over the surface of the archi-
tecture. Thus we assume the irradiance over a triangular patch is a
constant. For each triangle, we only gather the light at its centroid,
and the centroid can always be handled as the effective center of the
sky dome hemisphere because of the dome’s very large radius. Each
triangle defines a plane and only the part of the sky which is on the
correct side of this plane, can be seen by the triangle. Further, there
might be other faces in front of the triangle occluding part of the sky.
So clipping the sky is necessary. The algorithm is summarized as
follows

� Give each original polygon in the architecture model an id
number; for each triangle, set its centroid as the viewpoint, Z-
buffer the polygons with their id numbers as their color, scan
the color buffer to retrieve the polygons in front of the current
triangle.

� Discretize the sky hemisphere into a small set of large rect-
angular spherical polygons. For each triangle, use its tan-
gent plane and those occluding polygons to clip these spher-
ical polygons. As a result, we get back a list of visible spheri-
cal polygons. Subdivide these spherical polygons until the sky
radiance over each of them is almost uniform. The sky vector
flux is the summation of the flux vectors of these subdivided
sky patches. Finally, the irradiance from the sky is the inner
product between the sky vector flux and the local surface nor-
mal.

The vector flux of a sky patch gives the direction and magnitude of
the flux of that sky patch [10]. This algorithm is efficient because we
only do visibility clipping on the initial small set of spherical poly-
gons. This does not affect the accuracy because we do adaptive sub-
division after the clipping.

The vector flux of a spherical triangle with uniform unit radiance
can be obtained using a formula from [10]. We can assume the sky
hemisphere has unit radius and its center is O because the irradiance
from the sky is determined by its solid angle which is fixed no matter
how large the radius is. Let A;B;C be three vertices on the sphere,
LAB be the length of the arc on the great circle passing through A

and B, �AB be normalized �(
*

OA �
*

OB). Then the vector flux
of the spherical triangle ABC is

F (4ABC) =
LAB
2

�AB +
LBC
2

�BC +
LCA
2

�CA: (20)

This formula can be easily generalized to compute the vector flux of
any kind of spherical polygons.

Clipping a spherical polygon with a planar polygon can be done
by connecting its vertices with straight line segments and treating it
as a planar polygon. The only thing we need to remedy after clip-
ping is pushing back onto the sphere every new vertex generated by
clipping.

We calculate the irradiance from the environment in the same
way except that we do not subdivide each environment region adap-
tively. We only have a constant radiance value over each region and
adaptive subdivision will not help improve the accuracy here.

B VISIBILITY PREPROCESSING

We need to decide in which photographs a particular triangular patch
from the model is visible. If a triangle is partially visible in a pho-
tograph, we should clip it so that each resulting triangle is either to-
tally visible or totally invisible. The reason to do this is to correctly
and efficiently assign radiance values from the photographs to the
visible triangles.

This preprocessing operates in both image space and object
space. It is outlined as follows.

� Clip the triangles against all image boundaries so that any re-
sulting triangle is either totally inside an image or totally out-
side the image.

� Set each camera position as the viewpoint in turn, Z-buffer the
original large polygons from the geometric model using their
id numbers as their colors.

� At each camera position, scan-convert each triangle so we can
know which pixels are covered by it. If at some covered pixel
location, the retrieved polygon id from the color buffer is dif-
ferent from the current polygon id, we find an occluding poly-
gon.

� Clip each triangle with its list of occluders in the object space.

� Associate with each triangle a list of photographs to which it
is totally visible.

Clipping in object-space takes very little time and the per-
formance of this algorithm is almost determined by the scan-
conversion part because we use the original large polygons in Z-
buffering, which results in a very small set of occluding polygons for
each triangle. So this algorithm has nearly the speed of image-space
algorithms and the accuracy of object-space algorithms as long as
the original polygons in the model are all larger than a pixel.

This is a modified version of the visibility algorithm presented in
[5].



(a) (b)

(c)

Figure 13: (a) A re-rendered zoom-in image with shutter duration
1/500 a second with the sun behind the bell tower using the previ-
ously recovered surface pseudo-BRDF’s, (b) a reference photograph
at the same viewpoint, but with a different solar position, (c) a syn-
thetic image with the same illumination and shutter speed as in (a),
but with higher resolution, rendered using the view-dependent re-
rendering technique. It uses both the reference photograph and the
previously recovered low-resolution surface pseudo-BRDF’s.


