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Abstract

In this paper, we present a new approach to producing photoreal-
istic computer renderings of real architectural scenes under novel
lighting conditions, such asat different times of day, starting froma
small set of photographs of the real scene. Traditional texture map-
ping approaches to image-based modeling and rendering are unable
to do this because texture maps are the product of the interaction
between lighting and surface reflectance and one cannot deal with
novel lighting without dissecting their respective contributions. To
obtain thisdecomposition into lighting and reflectance, our basic ap-
proach is to solve a series of optimization problems to find the pa-
rameters of appropriate lighting and refl ectance model s that best ex-
plain the measured values in the various photographs of the scene.
The lighting model s include the radiance distributions from the sun
and the sky, as well as the landscape to consider the effect of sec-
ondary illumination from the environment. The reflectance models
are for the surfaces of the architecture. Photographs are taken for
the sun, the sky, the landscape, as well as the architecture at a few
different times of day to collect enough data for recovering the var-
ious lighting and reflectance models. We can predict novel illumi-
nation conditions with the recovered lighting models and use these
together with the recovered refl ectance val uesto produce renderings
of the scene. Our results show that our goa of generating photore-
alistic renderings of real architectural scenes under novel lighting
conditions has been achieved.

CR Categories.  1.2.10 [Artificial Intelligence]: Vision and
Scene Understanding—modeling and recovery of physica at-
tributes 1.3.7 [Computer Graphics]: Three-dimensiona Graph-
ics and Realism—color, shading, shadowing, and texture , vis-
ible line/surface agorithms 1.4.8 [Image Processing]: Scene
Analysis—color, photometry, shading
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1 INTRODUCTION

Itislight that reveal sthe form and material of architecture. In keep-
ing withitsrhythms of light and dark, clear and cloudy, the architec-
ture evokes distinct visual moods and impressions, something that
many photographers and painters have sought to capture. Perhaps
the most noteworthy of these attempts is the famous series of stud-
iesof the Cathedral at Rouen by Claude Monet—he painted the same
facade at many different times of day and in different seasons of the
year, seeking to capture the different ‘impressions’ of the scene.
Our goal in this paper is to develop this theme in the context of
computer graphics. We will develop and demonstrate techniques
to produce photorealistic computer renderings of real architectural
scenes under different lighting conditions, such asat different times
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of day, starting from a small set of photographs of the real scene.
Previous work on the FACADE system[4] has shown that it is pos-
sibleto use acombination of geometric model s recovered from pho-
tographs, and projective texture mapping with textures derived from
the same photographs, to generate extremely photorealistic render-
ings of the scene from novel viewpoints. However while we have
the ability to vary viewpoint, we are unable to produce render-
ings under new lighting conditions-the texture maps are the prod-
uct of the interaction between the lighting and surface reflectance
and one cannot ded with novel lighting without dissecting their re-
spective contributions. Other approaches to image-based render-
ing [14, 12, 6, 21] share the same genera difficulty.

To obtain this decomposition into lighting and reflectance, our
basic approach is to solve a series of optimization problems to find
the parameters of appropriate lighting and reflectance models that
best explain the measured values in the various photographs of the
scene. The lighting models include those for the radiance distri-
bution from the sun and the sky, as well as a landscape radiance
model to consider the effect of illumination from the secondary
sources in the environment. Note that illumination from these sec-
ondary sources, such as the ground near the floor of a building can
be very important and is often the dominant term in shadowed ar-
eas. To have sufficient datafor parameter recovery, we take several
photographs—of the sun, the sky, the architecture, and the environ-
ment surrounding the architecture. This enables usto recover radi-
ance models for the sun, sky and environment for that time of day.
The process is repeated for afew different times of the day; collec-
tively all these data are used to estimate the refl ectance properties of
the architecture. It is assumed that a geometric model of the archi-
tecture had previously been created using amodeling system such as
FACADE, so ét this stage enough information is available to reren-
der the building under novel lighting conditions. The data-flow di-
agram of the system isgivenin Figure 1.

There are several technical challenges that must be overcome.
We highlight afew of them here:

1. The photographs do not directly give us radiance
measurements-there is a nonlinear mapping which re-
lates the digital values from the photograph to the radiance in
the direction of that image pixel. This can be estimated using
the technique from [3], and subsequent processing performed
using radiance images.

2. Any measurements that we make from photographs cannot be
used to recover the full spectral BRDF. We need to define a
new concept, the pseudo-BRDF associated with a particular
spectral distribution of the illuminant. This is done in Sec-
tion 2. Our system is based on recovering pseudo-BRDFs
for the architecture, and then subsequently using them for re-
rendering. We recover two pseudo-BRDFs, one correspond-
ing to the spectral distribution of the sun and one correspond-
ing to the integrated light from the sky and landscape.

3. Producing renderings of the scene at novel times of day re-
quires being able to predict lighting from the sun, sky and en-
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Figure 1: Data-flow diagram of the re-rendering system.

vironment at such times. For the sun and sky, werely oninter-
pol ated/extrapol ated radiance models of the sun and sky (Sec-
tion 5). Prediction of radiance from the environment at anovel
time requires use of the computer vision technique of photo-
metric stereo to recover alow resolution surface normal map
of the environment, which can then be used in conjunction
with the new sun position to yield the new environment radi-
ance map.

This paper is organized as follows. In Section 2, we will dis-
cuss the pseudo-BRDF. In Section 3, we will introduce the methods
for measuring the illumination. In Section 4, we will introduce the
methods for recovering reflectance. In Section 5, we will propose
approaches for simulating novel lighting conditions. In Section 6,
we will give re-rendering results. Conclusions and future work will
be given in thelast section. Inthe appendices, we will give an ago-
rithm for irradiance calculation and an agorithm for visibility pro-
cessing.

2 THE PSEUDO-BRDF CONCEPT

The traditional way to formally define reflectance is using the con-
cept of the bidirectional reflectance distribution function (BRDF)
defined as follows:

dI(0r, ¢r, A)
(91', ¢i, /\)cos&-dwi

where I(0;, ¢;, \) istheincident radiance and dI(0., ¢, A) isthe
reflected differential radiance.

Note the dependence on wavelength A. There has been some
some previous work using aspectrophotometer to carefully measure
spectral BRDFs [2]. However, we concluded that it is impractical
to use such atechnique to measure the BRDFs of complex, outdoor
scenes. Our philosophy isto work with whatever information can be
extracted from photographs, and we will use just an ordinary hand-
held digital video camcorder to acquire these photographs. Assume
that the cameraisgeometrically calibrated, permitting usto identify
ray directions from pixel locations.

p(0i7¢i707'7¢7'7A) = Fi (1)

In such a photograph, the value V' obtained at a particular pixel
inaparticular channel (R, G, B) isthe result of integration with the
spectral response function R(X)

V= /R(A)E(A)d,\ . @)

where E()\) isthe incident radiance.
Suppose we take photographs of an area light source and of an
object illuminated by this light source. Let us check the impact of

thisspectral integration over thetraditional BRDF reflection model.
What we can get from the photograph of the arealight sourceis

Iimage(ei,¢i) :/I(ez,(bz,)\)R()\)d)\ (3)

and what we can get from the photograph of the object is

Iimage(9r7¢r):/I(9T7¢T7A)R(A)d’\
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If we follow the definition of BRDF, but use I;mage (0;, ¢i) and
Limage (0r, ¢r) instead, we can define the following quantity which
we will call the pseudo-BRDF
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We note some properties of the pseudo-BRDF here:

e The pseudo-BRDF is equal to the real BRDF when the real
BRDF does not vary with the wavelength. So they usualy are
not the same.

e |ngeneral, the pseudo-BRDF variesasthespectral distribution
of the light source varies.

o If the spectra response function R(A\) = (A — Xg), then
ppseudo(9i7 ¢i: 97’7 ¢r) = p(9l7 ¢i7 97‘7 ¢7‘7 ’\0)

Suppose we have a geometric model of some building. For the
purpose of re-rendering under different lighting conditions, we need
to recover the reflectance of the faces in the model. Since only
pseudo-BRDFs can berecovered directly from photographsfor each
color channel and pseudo-BRDFs are sensitive to the spectral dis-
tribution of the light source, theoretically, we should divide the sky
and the environment into small regions which have almost uniform
spectral distributions spatially and recover distinct pseudo-BRDFs
for each region. Thisisimpractical because all these regions have
their lighting effects on the considered architecture altogether and
it isimpossible to turn on only one of them and shut down the rest
to recover individual pseudo-BRDFs. What we want to do isto re-
cover as few pseudo-BRDFs as possible, but still get good approxi-
mationsin rendering. It is possible to separate the sun from the sky
since the solar position changes alot during a day and a face of a
building can belit or unlit at different times. This has the same ef-
fect as turning the sun on or off for that face. It is also necessary to
do this separation because the sun isthe most important light source
and its spectral distribution is so different from the blue sky. Asto
the rest of the sky and the environment, we find from experiments
that recovering only one set of pseudo-BRDFs for them works very
well. From now on, we will always recover two sets of pseudo-
BRDFs, one of which corresponds to the spectral distribution of the



sun, and the other to the integrated effect of the sky and environ-
ment. They will beused for re-rendering under novel lighting condi-
tions under the assumption that the spectral distribution of daylight
does not change much. Under extreme conditions, sunrise and sun-
set, we may expect these pseudo-BRDF's to cease being accurate.
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Figure 2: (a)Solar image obtained using a couple of neutral density
filters, (b) Solar aureole obtained using fast shutter speed, (c) apho-
tograph for the zenith, (d) a photograph for the landscape and the
SKy near the horizon.

3 MEASURING AND MODELING ILLUMI-
NATION

We consider three sources of illumination. Light can be from the
sun, the sky and the surrounding environment which serves asasec-
ondary light source. Of course, in some fundamental sense, the sun
is the only true light source. Both skylight and the light from the
environment are ultimately derived from the sun. However, with an
image-based approach, we need to measure and model these three
sources separately. We shall not be constructing a physically cor-
rect global illumination model of the atmosphere and environment
taking into account all the scattering and reflection effects!

To modd these illumination sources, we take photographs of the
sun, the sky and environment using ahandheld CCD camera. To ac-
curately measure the radiance, we need to convert the photographs
into radiance images by inverting the nonlinear mapping between
theincident radiance of the cameraand itsdigital output. To recover
this nonlinear mapping, we use the technique described in [3].

3.1 The Sun

We can measure the radiance of the sun with a camera and a cou-
ple of neutral density filters(Figure 2(a)) to make it unsaturated so
that we can recover its dynamic radiance using the nonlinear map-
ping introduced before. The solid angle subtended by the sun can
be obtained from the diameter of the sun and the distance between
the sun and the earth. The solar position(altitude and azimuth) can
be obtained from formula given in the appendix of [18], provided
that the latitude and longitude of the site on the earth’s surface, and
the time and date are known. We model the sun as a parallel light
source.

3.2 The Sky

We can take photographs of the sky in order to measure itsradiance
distribution. But there exist a couple of problems. First, it is hard
to know the camera pose because there is no feature in the sky to
calibrate camera orientation if the sky is clear; second, it is hard
to get a picture of the whole sky even with afish-eye lens because
there might be some objects occluding part of the sky, such astrees,
buildings, and mountains; third, the intensity of circumsolar region
or solar aureole can be very high, and can easily get saturated at a
normal shutter speed. To solve the first problem, we decided to in-
clude some buildings as landmarks in each photograph so that we
can use them to recover the camera pose later. But this means we
aregoing to have more occlusions. Whilewewill take multiple pho-
tographs(Figure 2(c)(d)) and hopetheinvisible part of thesky in one
photograph will become visible in some other photograph, thereis
no way to guarantee that every part of the sky will be seen. Our ap-
proach to solve this difficulty is to have a sky model which we can
fit to the visible parts of the sky and extrapolate into the invisible
parts. To solve the last problem, we use a set of different shutter
speeds for the solar aureole with each speed capturing the radiance
inside acircular band centered at the solar position(Figure 2(b)).

Several papers present physical models of sky radiance [22, 9,
23]. However, we do not know how closely they approximate the
real sky. Furthermore, physical models often give the spectral dis-
tribution of any point in the sky. It isvery hard to fit these models
to RGB data taken from photographs.

On the other hand, there are a'so many empirical models for sky
luminance or radiance distribution [16, 1, 13, 8]. All CIE standard
sky formulae are fixed sky luminance distributions. They can not be
used for the purpose of data-fitting. The all-weather sky luminance
model proposed in[16] isageneralization of the CIE standard clear
sky formula. It isgiven by

Ls(&, ) = Lvz f(§,7)/£(0, Z) ™

where ¢ is the zenith angle of the considered sky element and ~ is
the angle between this sky element and the position of thesun, Lvz
is zenith luminance, Z isthe zenith angle of the sun, and

F(&,7) = [1+ aexp(b/ cos&)][1 + cexp(dy) +ecos® ] (8)

where a, b, c,d, and e are adjustable coefficients. These variable
coefficients make this empirical model more flexible than others,
which means we might have a better fit by using this model. Since
both Lvz and f(0, Z) in the above model are unknown constants,
we replace them with one new variable coefficient which can be
optimized during data fitting. Empirically, we aso find it is better
to have one more variable coefficient as the exponent of ~ in the
term with ¢ and d. Thus, we obtain the following revised seven-
parameter sky model

Ls(€,7) = Lz[1 + aexp(b/ cos €)][1 + cexp(dy™) + e cos® 4]

)
wherea, b, c,d, e, h, and Lz are variable coefficients.

Up to now, we still only have a sky luminance model which does
not have colors. We have not seen in the literature any approach
converting sky luminance models to RGB color distributions. The
method proposed in [23] converts luminance datato color tempera-
turesand then to spectral distributions. Therelationship they use be-
tween luminance and color temperaturesis not necessarily accurate
for different weather conditions. Based on the fact that the sky radi-
ance distribution at each color channel has a similar shape, we de-
cided to use the samemodel but adistinct set of coefficientsfor each
color channel by fitting the above revised model to the data from
each channel. Inpractice, theerror of data-fitting remainsvery small
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Figure3: (a) A sky radiance model obtained by data-fitting,(b)-(d) the R,G,B channels of the sky model in (a). All color channels are generated
using the same sky luminance model, but each color channel has its own distinct parameters.

for each channel, which means our method is appropriate. Skies
thus obtained have convincing colors.

Since there might be trees, buildings or mountains in pho-
tographs, we interactively pick some sky regions from each pho-
tograph and fit the revised sky model to the chosen sky radiance
data by using Levenberg-Marquardt method [17] to minimize the
weighted |east-square

N

Z[yi - LS(&,%)]Q (10)

oi
i=1
where y;’s are the chosen sky radiance data from photographs and
oi's are weights. We tried different weighting schemes, such as
oi =1, yi/log(yi), yi/sart(y:), ory;, and found the best result
was obtained when o; = y; / log(y:). With thisweighting scheme,
the fitting error at most placesis within 5%. A recovered sky radi-
ance moddl isgivenin Figure 3.

.

Figure 4: Two views of a spherica environment map. The upper
hemi sphere corresponds to the sky and the lower hemisphere hasthe
radiance values from the surrounding landscape.

3.3 The Environment

By our definition, the environment of an outdoor object is its sur-
rounding landscape. It can be a more significant light source than
the dark side of a clear sky. There are mutual interreflections be-
tween an object and its environment. For reflectance recovery, we
need to measure the radiance distribution of the whole environment
which includes radiance from al visible objects and is the equilib-
rium state of mutual interreflections. It is assumed that we do not
interfere with this equilibrium state when we take photographs of
the environment.

For our purpose, we only need a coarse-grain environment ra-
diance map to do irradiance calculation because irradiance results
fromanintegrated effect of theincident radiance distribution. High-
frequency components can therefore be ignored. We subdivide

the environment sphere along latitudinal and longitudinal direc-
tions and get a set of rectangular spherical regions. Once we have
those environment photographs(Figure 2(d)) and their camera ori-
entations, we project every pixel into one of the spherical regions.
Finally, we average the color of the pixels projected into each re-
gion and give the result as the average radiance from that region.
If the architecture has large size, we may need to capture more than
one environment map at different | ocations because the surrounding
light field isafour dimensiona distribution. However, since thein-
tegrated irradiance over the surfaces changes smoothly and slowly,
we do nhot need to capture more than asmall number of coarse-grain
environment maps.

Two images of a spherical environment map including radiance
distribution from both the sky and the landscape are shown in Figure
4.

Figure5: Some photographs of abell tower for reflectance recovery.

4 RECOVERING REFLECTANCE

We need to recover the reflectance of the faces in the geometric
model for the purpose of re-rendering under different lighting condi-
tions. Therehasbeenalot of previouswork [24, 19, 20, 11, 2] trying
to fit empirical or physics-based models to measured data and then
using the obtained model into illumination calculation. The exper-
iments were done for small objects or material samples in labora-
tory settings where only one single point light source was used and
global illumination effects could be ignored. Usually only one set
of pseudo-BRDF's were recovered if the data were obtained from
images, which, as we know, is not adequate in our outdoor natural
lighting context.
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Figure6: (8) A simple geometric model of abell tower, (b)-(c) Diffuse pseudo-albedo recovered by using irradiance from both the sky and the
landscape, (d) diffuse pseudo-a bedo recovered incorrectly by only using irradiance from the sky, (e) diffuse pseudo-a bedo corresponding to

the spectral distribution of the sun.

Recall from Section 2, that we decided to recover two sets of
pseudo-BRDFs: one corresponding to the spectral distribution of
the sun, and the other corresponding to the spectral distribution of
theirradiance from both the sky and environment.

4.1 Recovering Diffuse Pseudo-Albedos

We use Lambertian model for diffuse component. So the recovery
of diffuse pseudo-albedos at each surface point needs the incident
irradiance and the outgoing diffuse radiance. The incident irradi-
ance is obtained by gathering light from the sun, the sky, the envi-
ronment, and possibly other polygonal faces occluding part of the
previous three sources. We can get the irradiance from the sun by
using the surface normal, the color and solid angle of the sun which
we got from Section 3.1. We will discuss gathering light from the
sky and environment in Appendix A. Gathering light from occlud-
ing faces can be done using the method in [15]. We use one-bounce
reflection to approximate the interreflection among different faces.

Multiple photographs are taken for the considered building at dif-
ferent viewing directions and times(Figure 5). Since most architec-
tural materials are only weakly specular except for windows, if our
viewing direction is far away from the mirror angle of the current
solar position, we can assume only diffuse radiance is captured in
the photograph. Since each photograph can only cover some part of
the architecture and there are occlusions among different faces, we
need to decide which faceisvisibletowhich photographs. Visibility
testing and polygon clipping will be discussed in Appendix B.

Sinceevery surface of thebuilding hasitsown surfacetexture, we
need to incorporate these spatia variationsinto its pseudo-al bedos.
Each polygon in the geometric model is first triangulated and a
dense grid is set up on each triangle in order to capture the varia-
tions. Thisstepissimilar to that introduced in[20]. Each grid point
isprojected onto the photographstowhichitisvisibleand aradiance
valueistaken from each photograph. The diffuse pseudo-albedo at
the grid point is obtained by dividing the average radiance by the
irradiance.

We need at least two photographs for each face of the building to
recover both sets of pseudo-BRDF's. And it should not belit by the
sun in one photograph and should be lit in the other. Thus we have

two equations for each surface point, one from each photograph.
w1 = p B (1

7_‘_1—(2) — pSEE‘gi) + psunEsun (12)

where I™® and I are radiance val ues obtained from the two pho-
tographs, E{Y) and E{? aretheirradiancefrom the sky and environ-
ment, E.,,, istheirradiance from the sun, p*¢ isthe pseudo-albedo
corresponding to the spectral distribution of the sky and environ-
ment, and p*“™ is the pseudo-albedo corresponding to the spectral
distribution of the sun.

From (11), we can solve p*°. By substituting it into (12), we can
solve p**™ too. Of course, if we have more than two photographs,
these estimations can be made more robust. Figure 6 displays the
recovered diffuse pseudo-albedo. Figure 6(b)&(c) shows the dif-
fuse pseudo-albedos of four different sides of a bell tower. These
recovered pseudo-al bedos are quite consistent with each other, pro-
viding an independent verification of our procedure since we recov-
ered them from different photographs shot at different times.

We can choose solar positionsto avoid large shadows cast on the
architecture. When large shadows are inavoidable, we can interac-
tively label the shadow boundaries to separate sunlit regions from
shadowed ones. If there are several buildings located close to each
other such that some sides of the buildings can not be lit by the sun
or we can not simply take photographs for them, our method can not
be used. A solution to this difficulty might be to fill in reflectance
values from adjacent faces.

4.2 Recovering The Specular Lobes Of The
Pseudo-BRDFs

We adopt the empirical model in [11] to recover specular lobes be-
cause this model can effectively simulate effects such as specular-
ity at grazing angles, off-specular reflectionsand etc. Putting diffuse
and specular obes together, for each color channel, we have thefol-
lowing reflection model expressed in alocal coordinate system of
each triangular patch



Figure 7: RGB specular lobes, recovered for the sun, of the asso-
ciated pseudo-BRDF of the lower block of the geometric model in
Fig. 6(a) at incident direction (0.5, 0.0, 0.86).

p(u,v) = pg + ps[Catizve + Cyuyvy + Cru,v.]". (13)

where u = (uq, uy, u.) isthe incident direction, v = (vz, vy, vz)
istheviewing directionand pq, ps, C=, Cy, C-, n are adjustable co-
efficients.

We take multiple photographs at diferent times and viewing di-
rections(Figure 5), such as grazing angles, directions close to mir-
ror angles of the solar positions and other directions, to sample the
radiance distribution from the architecture.

4.2.1 Specular Lobe For The Sky And Environment
Pseudo-BRDF

Since the sky and the environment are extended light sources, to
recover specular lobe of the associated pseudo-BRDF, we need to
divide them into small pieces and plug the vector flux from each
piece into the specular model. Let the set of incident irradiance
from these piecesare {e1, e2, - - -, en }, the set of corresponding in-
cident directions are {u1, u2,---,un}, the set of viewing direc-
tions are {v1, vz, - -, v } and the corresponding radiance values
ae{I,I»,---, I}, this problem can be considered as minimiz-
ing the following least-square objective

m " eipluj,vi)—1I; .
2(2]21 Jp(‘]v ) )2. (14)
T
=1

This double summation needs to be evaluated at each iteration of
the optimization. The number of patchesin the sky and environment
might be quite large, so it is time-consuming to run the optimiza-
tion. This prevents us from using optimization at each grid point
in the model. On the other hand, the parameter estimation can be-
come unreliable at places where there are not enough data available
for the specular component. Therefore, we assume each block inthe
model has the same specular |obe except for windows which are left
for further investigation.

For each block, we interactively pick some regions on the sur-
face that are visible to multiple photographs. Thus each grid point
in the regions has multiple radiance values corresponding to differ-
ent viewing directions. Subtracting the estimated diffuse compo-
nent from these radiance values and then running the optimization
for each block with Levenberg-Marquardt method, we can get the
coefficients related to the specular lobe.

4.2.2 Specular Lobe For The Sun Pseudo-BRDF

Recovering specular |obe corresponding to the spectral distribution
of the sun islesstime-consuming because the sun is considered asa
directional (parallel) light source, we do not need to evaluate thein-
ner summation in (14) any more. Thismeansit is possible to apply
better but more expensive global optimization techniques. We use

the downhill simplex method with simulated annealing [17], which
allows usto apply some techniques[17, 7] for robust parameter es-
timation. Robust estimation triesto minimize

N

S o esh), (19)

a;
i=1

where o(z) isanonlinear function of asingle varigble z = [y; —
y(zi)]/o:, in order to estimate 6, the vector of parameters. Classic
least squares corresponds to using o(z) = 22, and is very sensitive
to outliers. By asuitable choice of o(z), in our experiments o(z) =

Treb=l/2), one can suppresstheinfluence of outliersin the data
We refer the reader to [7] for extensive discussion on thistopic, as
well as atechnique for estimating ;. The recovered RGB specular

lobes of ablock of the bell tower isgivenin Figure 7.

5 MODELING ILLUMINATION AT NOVEL
TIMES OF DAY

Togenerate renderings of the sceneat anovel time of day, weneed to
predict what the illumination will be at that time. Thisrequiresusto
construct sun, sky and environment illumination model s appropriate
to that time. We have available as a starting point, the illumination
modelsfor afew times of day where wetook theinitial photographs,
recovered using the techniques introduced in Section 3.

5.1 The Sun And Sky

Given thelocal time of day, the solar position(altitude and azimuth)
can be obtained directly from formulagiven in the appendix of [18],
provided that the latitude and longitude of the site on the earth’s sur-
face and the day number in ayear are al known.

Finding the appropriate sky model requires more work. First we
consider sky interpolation during the main part of the day, ignoring
sunrise and sunset. Note that the sky radiance distribution changes
with the solar position, and naive pointwise radiance interpolation
at each point in the sky would not work as shown in Figure 8.

@ o

Figure 8: 1D Schematic of sky interpolation where peaks repre-
sent sky radiance at solar aureole. (a) A new sky(solid) obtained by
pointwise interpolating two sky models(dot). It is not correct be-
cause it has two peaks. (b) A new sky(solid) obtained with our in-
terpolating scheme.

Instead, let’sexaminethe sky model in (9). It hasthree parts. The
first part is the scaling factor Lz which controls the overal bright-
ness of the sky. If not during sunrise or sunset, it should be almost
aconstant. The second part is the sky background. We denote it by
Bg(¢). Thethird part isthe solar aureole. We denote it by Sa(v).
The shapes of Bg(¢) and Sa(v) remain unchanged during most
times of aday. What changes is their relative position. Sa(v) ro-
tates relative to Bg(¢) as the sun moves across the sky. Based on
this observation, we derive asky interpolation scheme. Suppose we
have recovered k sky models. If we need anew sky model at adif-
ferent time, a grid is first set up on the sky hemisphere. At each
grid point with parameters (&;,~;) corresponding to the new solar
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Figure 9: (a)-(d) Environment maps for four different times, obtained from multiple photographs, (€)-(h) corresponding environment maps
generated with the recovered environment radiance models which were obtained by data-fitting. There is one recovered radiance model for

each environment region.

position, we can get three data sets {Lz?, B¢’ (&:), Sa’ (7:);j =

-, k} from the existing models. Set the sky radiance at the grid
point to be the product of three weighted averages of the three data
sets. The weight for each existing sky model is proportional to the
reciprocal of the angular distance between the new solar position
and the solar position of that sky model. Finaly, with the radiance
values at the grid points, we can run an optimization to fit anew sky
model.

During sunrise or sunset, there is less light from short wave-
lengths. So the sun and solar aureole appear more red. The whole
sky isdarker. But thecolor of therest of the sky only changesalittle.
Itiswell known, e.g. [9], that the color of the sky and sunis caused
by scattering in the atmosphere. If alight beam travels adistance d
in amedium with scattering particles, itsintensity will be decreased
by afactor of exp(—3d) where 3 isaconstant coefficient. With dif-
ferent 3’sfor different wavelengths, the color of the beam will also
change. The distance d that the sunlight travels through the atmo-
sphere is the smallest when solar direction is perpendicular to the
ground and it increases when the sun moves closer to the horizon.
The optical depth of the atmosphere at the horizon isabout 38 times
that at the zenith. A formulato compute d for any solar position can
be found in [9] which tries to get the color of the sun and sky from
physics-based models. However, we want to fit the above scattering
model to real measurements. We measured solar radiance during the
day and sunset and fit adistinct 3 for each color channel. Weusethe
same coefficientsto get the color of solar aureole. For the sky back-
ground, we use an average 3 for al three color channels to decrease
the brightness but keep the color unchanged.

5.2 Environment Radiance Model

Predicting radiance models for the sun and sky is not enough, be-
cause the building also receives light reflected from other surfaces
in the environment. Predicting the environment radiance map at a
novel timeisachallenging problem, and it may appear that the only
solution would be to completely geometrically model the rest of the
environment and then solve aglobal illumination problem to render
the entire scene. However we have found an acceptable approxima-
tion for our purposes by a much simpler technique.

Theideaisto recover not the detailed geometric structure of the
environment, but rather avery crude, low frequency model adequate
enough for our purpose — obtaining an approximation to the illumi-
nation resulting fromit on the primary architectural pieceof interest.

We use the technique of photometric stereo for shape-from-
shading in computer vision [25] to recover the average reflectance,
assumed lambertian, and surface normal for each region of the en-
vironment. One can solve for the albedo and normal orientation at
each pixel location in an overdetermined system by taking multiple
images of the same object with the same camera position but differ-
ent positions of the single light source. In our context, the different
positions of the light source are generated by the movement of the
sun during the day. Interreflections within the environment are ne-

glected. The Lambertian model appears reasonable because most
surfaces in an outdoor scene are pretty diffuse. The big change is
that we do not have asinglelight source, but must consider both the
sky and the sun aslight sources. Considering the sky as an ambient
light source and the sun as a directional light source, we have the
following formulation

Ieny = {

where p*V is the pseudo-albedo corresponding to the spectral dis-
tribution of the sky, E., is the magnitude of the total flux from
the sky because we consider the sky as an ambient source, p*“" is
the pseudo-albedo corresponding to the spectral distribution of the
sun, E,y istheirradiance from the sun, e, isthe normal of the
considered region and [, is the solar position. The reason why
we alow p**¥ and p**™ to be independent because they are related
to pseudo-BRDF's corresponding to the spectral distributions of the
sky and the sun and we expect them to be very different.

Since we have three color channels, both p*¥ and p**" have
three components, and n.,,, has two degrees of freedom because
it has unit length. There are eight unknowns for each environment
region. If we photograph the environment for at |east three solar po-
sitions and get the corresponding sky flux values, we would have at
least nine equations at each environment region and the unknowns
can be estimated by weighted | east-square method. Notethat thetra-
jectory of the sun seen from the surface of the earth is not a planar
curve, otherwise the three solar positions would not give us inde-
pendent information. The estimated pseudo-al bedos and normal can
then be used to predict radiance under new lighting conditions.

How can weimposethe constraint that n..,,, hasunit length ? We
could just add a penalty term in (16) to do this. However we find,
among thesix variablesin p®“™ and ne., thereareonly five degrees
of freedom. We can just set one of them to be a constant to impose
the constraint more strictly. Any component of n.,. can be either
zero or nonzero. Itismoreappropriateto set one component of p*“™
to be a positive constant, say 0.1. Now n.,, does not necessarily
have unit length. (16) should be rewritten in the following way

pSkyEsky + psunEsun (".lenv . lsun)
; |f Nenv * lsun Z 07 (16)

0¥ Bory , otherwise.

pSkyEsk'y + (psun”nenv ”)Esun(llzzﬁ . lsun)
Ieny = 7|f Nenv * Lsun > 0,
p°FY Eqpy , otherwise.
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We use the L evenberg-Marquardt method to solve this nonlinear
least-squares problem. However this technique requires the objec-
tivefunction to have aderivative everywhere while our formulation
above does not have one when neny - lsun = 0. One way to get
around thisisto reformulate (17) asfollows



pSkyEsk'y + (psun”nenv”)Esun(M lsun)

I _ ”, i]%n";je‘lnv - lsun 2 07
e PSkyEsky + (psun”nenv|l)E5un'
{2 [exp(2oynens - lsun) — 1]}, otherwise.
(18)
where o can be any large positive constant, say 1000.

We can check that (18) has derivative everywhere and its second
term keepsvery closeto zerowhen neny - lsun < 0, Whichisagood
approximation to (17). Levenberg-Marquardt method can be easily
used to minimize the least-square error criterion for (18). The start
point of p°*¥ isset to the ratio between the average radiance and the
average magnitude of incident flux from the sky, and the start point
of p®*™ isset to theratio between the average radiance and the aver-
age irradiance from the sun. We may obtain meaningless values for
the normal if some region is never lit by the sun. To aleviate this
problem, during the optimization, if the data fitting error at some
region is larger than a threshold and the obtained normal is point-
ing away from the building, we remove the solar term in the above
model and only try to get an estimation for p°*¥. Adding asmooth-
ing term between adjacent regions may also help. Some recovered
environment radiance maps with the above modeling method are
given in Figure 9(e)-(h). For every region of the environment, we
have eight unknowns in the model and twelve equations obtained
from four different times of day. Since the system is overdeter-
mined, the good fit in Figure 9 provides justification for our sim-
plifying assumptions that the environment is Lambertian and that
interreflections within the environment can be neglected.

6 RESULTS

We chose the Berkeley bell tower(Campanile) as our target archi-
tecture and took atotal of about 100 photographs for the tower, the
sky and the landscape at four different times. These photographs
are used as source in data-fitting. They can be considered as train-
ing data. From the various measurements and recovered models,
we found the relative importance of each illumination component
and reflectance component in our example. On shaded sides of the
tower, the irradiance from both the sky and landscape has the same
order of magnitude, but the irradiance from the landscape is larger.
On sunlit sides, the sun dominates theillumination if itsincident an-
gleisnot too large. The percentage varies with different color chan-
nels. If theincident angleislessthan 60 degrees, the light from the
sun may exceed 90% in the red channel, and 60% in the blue chan-
nel. Asto reflectance models, the ratio between the maximum spec-
ular reflectance and the diffuse reflectance is about 1 : 18. So we
only kept the specular reflection from the sun and ignored the rest
of the light sources to speed up re-rendering.

We also took photographs at afifth time. Those photographs are
used for comparison with re-rendered images. They can be consid-
ered astesting data.

Relative positions and orientations of the cameras are currently
calibrated by using the FACADE system in [4]. Alternatively, we
could use any standard mosaicing technique for the environment
photographs. Exterior orientation is calibrated with a compass map
or the solar position.

Photometric calibration of the camerais done using the technique
in[3]. Once we have recovered the nonlinear mapping between in-
cident radiance and camera output, we can use it to further recover
the radiance at each pixel. To extend the dynamic range, it is neces-
sary to take photographs at different shutter speeds. The technique
from [3] enables the combined use of these to recover a high dy-
namic range radiance image. All subsequent processing in the sys-
tem uses radiance values. At the end, re-rendered radiance images

are converted back to normal images using the nonlinear response
curve of the sensor.

6.1 Comparison With Ground Truth

Our approach makes a number of simplifying assumptions and ap-
proximations. It istherefore necessary to check the accuracy of our
re-rendering by rendering the bell tower at thefifth timeand compar-
ing the syntheticimageswith real photographs shot at the sametime.
Three pairs of images from three different viewpoints are shown in
Figure 10. The sky in the synthetic images are obtained by clear sky
interpolation introduced in Section 5.1.

6.2 Sunrise To Sunset Simulation

A sequence of images are shown in Figure 11. It includes im-
ages at sunrise and sunset simulated with the technique in Section
5.1. Images rendered for sunrise and sunset can only be consid-
ered as approximations to real photographs because the solar spec-
trum changes at these periods, but we still use previously recovered
pseudo-BRDF's. However, these approximations look realistic.

6.3 Intermediate And Overcast Sky Simulation

By intermediate and overcast skies, wemean thereisauniform layer
of clouds covering the sky which blocks some or all of the sunlight.
To simulate thiskind of sky, we can either get a overcast sky model
by data fitting or use CIE standard overcast sky luminance model
along with a user-specified color for the clouds which is usually
close to gray. A coefficient specifying the percentage of the sun-
light blocked by the clouds should & so be given. Then the color at
apoint in the sky is simply alinear interpolation between the color
of aclear sky and the color of the overcast sky. Actually some sky
luminance models reviewed in [13] really use this kind of interpo-
lation between two extreme sky models.

A sequence of images are shown in Figure 12. It gives re-
rendering results with various sky interpolation coefficients.

The above smulation sequences may be found in the SIG-
GRAPH video tape.

6.4 High Resolution Re-Rendering

Since we used a fixed size grid on each triangular patch to capture
the spatial variation of surface reflectance, as the viewpoint moves
sufficiently close to the surface of the object, each grid cell will cor-
respond to multipleimage pixels. Theresulting rendering then takes
on a somewhat blurred appearance, as variation in surface texture
at a resolution finer than the grid size is lost. In this section we
show resultsfrom asimpl e technique by which theresolution can be
boosted to the pixel resolution. Thebasicideaisto useahigh resolu-
tion zoom photograph of the architecture available as atexture map
in the “right” way. Since the lighting conditions can be different,
we need pixel wise reflectance values. Let I(z,y) be the radiance
measured from the high-resolution photograph at pixel (x,y) and
p(z,y), and E(z,y) be the corresponding high-resolution pseudo-
albedo and irradiance at the surface point corresponding to pixel
(z,y). I(z,y), p(z,y) and E(z,y) are the corresponding low-
resolution versions. Both p(z, y) and E(x, y) are unknown, but we
can exploit the fact that the spatia variation inlighting E(x, y) has
only low frequency components, and thereforeis quite well approx-
imated by E(z,y). We can obtain j(z, ) from previously recov-
ered pseudo-albedo at surface grid points, and I(z, y) by smooth-

ing I(z, y); then E(z, y) = L4 and the high resoltion pseudo-
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Figure 10: (a)-(c) Three real photographs of a bell tower taken with shutter duration 1/1500 a second, (d)-(f) three corresponding synthetic
images for the same time and shutter speed. They look similar although the real photographsin (a)-(c) are not used for training and generating

the synthetic images.

albedo p(z,y) can be estimated by

I(z,y) ., I(z,y)
E(Z‘,y) E(:l},y)

plz,y) = (19

The recovered high-resolution pseudo-albedo p(z,y) can be
used for re-rendering under novel lighting conditions. In Figure 13,
we give aresulting image from this kind of re-rendering. A low-
resolution imagefrom previously recovered refl ectanceisalso given
for comparison. By taking zoom-in photographs at various camera
positions, we can combine this technique with view-dependent tex-
ture mapping [4].

7 CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a method to extend image-based model-
ing and rendering techniques to deal with producing renderings un-
der novel lighting conditions. The input to the process is a small
number of photographs of the architectural scene, at afew different
times of day, taken using ahandheld camera. These photographsare
used to recover underlying radiance and reflectance models, which
are subsequently used for producing re-renderings of the scene un-
der novel illumination conditions.

Aspart of thisprocess, weintroduced the pseudo-BRDF concept.
We recovered two sets of pseudo-BRDF's for re-rendering under
daylight. This approach is reasonable so long as the spectral distri-
bution of the sunlight and skylight doesn’t change too significantly.
Extending the approach to work under more extreme conditions is
left for further investigation.

For more complex situations, such as a cluster of buildings, our
approach can still work if we have the geometric models of these
buildings and recover the reflectance of the buildings one by onein
asequential mode. We need some new techniques if we want to re-
cover their reflectance simultaneously.
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A IRRADIANCE CALCULATION

We designed an efficient algorithm for gathering light from the sky
based on adaptive subdivision. Sinceirradianceis an integration of
theincident radiance, it varies slowly over the surface of the archi-
tecture. Thus we assume the irradiance over atriangular patch isa
constant. For each triangle, we only gather the light at its centroid,
and the centroid can aways be handled as the effective center of the
sky dome hemi sphere because of thedome'svery largeradius. Each
triangle defines a plane and only the part of the sky which ison the
correct side of this plane, can be seen by the triangle. Further, there
might be other facesin front of thetriangle occluding part of the sky.
So clipping the sky is necessary. The agorithm is summarized as
follows

e Give each original polygon in the architecture model an id
number; for each triangle, set its centroid as the viewpoint, Z-
buffer the polygons with their id numbers as their color, scan
the color buffer to retrieve the polygonsin front of the current
triangle.

o Discretize the sky hemisphere into a small set of large rect-
angular spherical polygons. For each triangle, use its tan-
gent plane and those occluding polygons to clip these spher-
ical polygons. Asaresult, we get back alist of visible spheri-
cal polygons. Subdivide these spherica polygons until the sky
radiance over each of them isamost uniform. The sky vector
flux is the summation of the flux vectors of these subdivided
sKy patches. Finaly, the irradiance from the sky is the inner
product between the sky vector flux and the local surface nor-
mal.

The vector flux of asky patch gives the direction and magnitude of
theflux of that sky patch [10]. Thisalgorithmisefficient becausewe
only do visihility clipping on the initial small set of spherical poly-
gons. Thisdoesnot affect the accuracy because we do adaptive sub-
division after the clipping.

The vector flux of aspherical triangle with uniform unit radiance
can be obtained using aformulafrom [10]. We can assume the sky
hemisphere has unit radius and its center is O because theirradiance
from the sky isdetermined by itssolid angle whichisfixed no matter
how largetheradiusis. Let A, B, C' bethree vertices on the sphere,
L 4 be the length of the arc on the great circle passing through A

and B, I14p be normalized —(OA x OB). Then the vector flux
of the spherical triangle ABC'is

Lan
2
Thisformulacan be easily generalized to compute the vector flux of

any kind of spherical polygons.

Clipping a spherical polygon with a planar polygon can be done
by connecting its vertices with straight line segments and treating it
as aplanar polygon. The only thing we need to remedy after clip-
ping is pushing back onto the sphere every new vertex generated by
clipping.

L L
F(AABO) = =32 Map + —5-po + =5 e, (20)

We calculate the irradiance from the environment in the same
way except that we do not subdivide each environment region adap-
tively. We only have aconstant radiance value over each region and
adaptive subdivision will not help improve the accuracy here.

B VISIBILITY PREPROCESSING

We need to decidein which photographs aparticul ar triangular patch
from the model isvisible. If atriangle is partially visible in a pho-
tograph, we should clip it so that each resulting triangle is either to-
tally visible or totally invisible. The reason to do thisisto correctly
and efficiently assign radiance values from the photographs to the
visible triangles.

This preprocessing operates in both image space and object
space. Itisoutlined as follows.

e Clipthe triangles against all image boundaries so that any re-
sulting triangle is either totally inside an image or totally out-
side the image.

e Set each camera position asthe viewpoint in turn, Z-buffer the
original large polygons from the geometric model using their
id numbers as their colors.

e At each cameraposition, scan-convert each triangle so we can
know which pixels are covered by it. If at some covered pixel
location, the retrieved polygon id from the color buffer is dif-
ferent from the current polygon id, we find an occluding poly-
gon.

e Clipeachtrianglewithitslist of occludersin the object space.

e Associate with each triangle alist of photographs to which it
istotally visible.

Clipping in object-space takes very little time and the per-
formance of this algorithm is amost determined by the scan-
conversion part because we use the original large polygons in Z-
buffering, whichresultsinavery small set of occluding polygonsfor
each triangle. So thisalgorithm has nearly the speed of image-space
algorithms and the accuracy of object-space algorithms as long as
the original polygonsin the model are all larger than a pixel.

Thisisamodified version of the visibility algorithm presented in

[5].
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Figure 13: (a) A re-rendered zoom-in image with shutter duration
1/500 a second with the sun behind the bell tower using the previ-
ously recovered surface pseudo-BRDF's, (b) areference photograph
at the same viewpoint, but with a different solar position, (c) asyn-
thetic image with the same illumination and shutter speed asin (a),
but with higher resolution, rendered using the view-dependent re-
rendering technique. It uses both the reference photograph and the
previously recovered low-resolution surface pseudo-BRDF's.



